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• Calling activity is affected by different en-
vironmental factors depending on the tax-
onomic group.

• Higher-than-average temperatures affect
birds and insects in different seasons.

• Phenology shows impacts of climate
change on animal communication.
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Climate change and biodiversity loss are significant global environmental issues. However, to understand their impacts
we need to know how fauna respond to environmental and climatic variation over time. In this study, remote sensing
techniques (satellite imagery and passive acoustic recorders) were used to investigate the variation in biophony over
different timescales, ranging from one day to one year, in a sub-tropical woodland in eastern Australia. The prominent
sources of biophonywere birds at dawn and during the day, nocturnal insects at dusk and during the night, and diurnal
birds and insects (mainly cicadas) over the summer period of December, January, and February. While different envi-
ronmental factors were found to be key drivers of phenological response in different faunal groups, temperature, hu-
midity and the interactions between temperature, humidity, moon illumination and vegetation greenness were most
important factors overall. Using observed temperatures relative to the historicalmean for each day of the year, we eval-
uated the impact of higher-than-average temperatures on calling activity. We found that nocturnal insects call less fre-
quently on days when the temperature was hotter than average in winter months (June, July, and August), and birds
call less frequently in hot spring days (September, October, andNovember)meaning these groups can be susceptible to
temperature increase as consequence, for example, of climate change. This study demonstrates how animal calling be-
haviour is affected by different environmental variables over different temporal scales. This study also demonstrates
the utility of remote sensing techniques for assessing the impacts of climate change on biodiversity. It is highly recom-
mended that monitoring schemes and impact assessments account for phenological changes and environmental vari-
ability, as these are complex and important processes shaping animal communities.
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1. Introduction

Globally we are in a zone of uncertaintywith respect to biodiversity loss
and climate change (Steffen et al., 2015), and therefore it is critical that we
better understand the impacts of changing environmental conditions on
biodiversity. Phenological events can affect animal behaviour resulting in
temporal cycles such as diurnal rhythms, seasonal responses or even pat-
terns repeated every two to seven years (e.g.: linked to the La Niña–El
Niño southern oscillation). As the relationships between animal behaviour,
phenology and the environment are complex and intertwined, studies on
how fauna respond to environmental conditions are required if we are to as-
sess and predict climate change impacts.

Phenology is the study of recurrent biological phenomena and in the
context of the current study, we interpret phenology as an integrated con-
cept that includes ecological, evolutionary and chronobiological perspec-
tives. In this sense, phenological events occur over short (e.g. hourly,
daily) and long (linked to seasons and life-cycles) timeframes (Visser
et al., 2010). Althoughmany factors may be responsible for driving phenol-
ogy, in Australian ecosystems climatic factors are particularly important
(Chambers et al., 2013). While direct phenological response to changes in
environmental conditions may occur, sometimes the effect is not immedi-
ate. For example, temperature in the previous three months may be an im-
portant trigger of plant fruiting events (Rawal et al., 2015). When there is a
lag between environmental changes and phenological events, fauna rely on
cues to predict future conditions (Visser et al., 2010). The precise mecha-
nism of how environmental cues translate into specific behavioural actions
is not completely clear, but it relies on calendar-internal clock dynamics
(for example, interpreting day length as a cue for seasonal change) (Visser
et al., 2010). Research on faunal responses to phenological events can pro-
vide insight on how the calendar-clock dynamic works, but also impor-
tantly can provide better understanding of seasonal and sporadic events
(Moore et al., 2016) and their effects on biodiversity and animal behaviour.

There are numerous underlying factors that drive and affect animal be-
haviour, including intrinsic (e.g.: hormones and physiological reasons); en-
vironmental (e.g.: light intensity, temperature, habitat structure, etc.); and
social factors (e.g.: mate attraction, territory defence, avoidance behav-
iour). As the earth rotates around the sun, the variation in sunlight (day/
night and seasonal variation) influences environmental parameters. As a re-
sult, animal communities organise around these cycles (Brandstätter,
2003). Rainfall and associated environmental changes are known to affect
the breeding season of many bird species (Karr, 1976) as well as trigger a
delayed increase in calling activity for some Australian frogs (Heard et al.,
2015). Evidence also suggests that temperature affects calling behaviour
for amphibians with varied effects across different geographic locations
and seasons (Llusia et al., 2013). Vegetation phenology is documented to
be a very important factor influencing the behaviour of phytophagous in-
sect species (Lowman, 1982). Temperature is also known to affect insect be-
haviour, with increased activity on warmer days (Alexander, 1968;
Rebaudo and Rabhi, 2018). These studies demonstrate how phenology
and environmental factors can influence animal behaviour, including com-
munication through signal transmission.

Communication is a critical animal behaviour influencing reproductive
success, fitness and a species evolutionary potential (Bradbury and
Vehrencamp, 2011). Sound production is one mode of communication
used to maintain social interaction among groups, individuals and species
(Brumm and Slabbekoorn, 2005; Mathevon et al., 2004). Birds, for exam-
ple, are well known for their song use, and there are several behaviours as-
sociated with it such as mate attraction, territory defence, and contact calls
to maintain group cohesion (Slabbekoorn and Halfwerk, 2009). Frog cho-
ruses have the ultimate goal of attracting females, but there are several
other types of calls emitted depending on other ecological and anthropo-
genic factors (Narins et al., 2007). Cicadas produce a congregation type of
call, that is used to attract females but also reduce predation risk (Moulds,
1990) and the success of these calls varies with environmental factors
(e.g.: cloud cover, rain and wind) (Alexander and Moore, 1958). Crickets
also use sound production to attract mates (Beckers and Wagner, 2011).
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Therefore, among both vertebrates and invertebrates, acoustic
communication is an important behaviour and evidence suggests that tem-
poral separation in acoustic activity may be linked to circadian rhythms on
a nocturnal/diurnal cycles, and environmental and phenological patterns
across longer timeframes.

Traditional biodiversity surveys involve trapping and manual observa-
tion making them expensive to implement in terms of personnel and equip-
ment, over long timescales. Moreover, the presence of humans in the field
on a regular basis can influence animal behaviour and therefore bias the re-
sults (Sugai and Llusia, 2019). Remote sensing approaches for monitoring
fauna using autonomous sensors can address these issues because they
can be left unattended for long periods to record continuous data, while
providing a permanent record (Sugai and Llusia, 2019). Biodiversity can
be monitored using drones, camera traps and acoustic sensors, while per-
manent weather stations and satellite imagery can provide information
on the environment and vegetation, including phenological events. For ex-
ample, the Enhanced Bloom Index (EBI) has been used to quantify
flowering (Chen et al., 2019) and the Normalised Difference Vegetation
Index (NDVI) measures greenness (Asrar et al., 1984), both calculated
using satellite images. Remote sensing approaches are now invaluable for
many research areas and in the ecological context they have been widely
used for investigating patterns in biodiversity across large spatial and tem-
poral scales.

Passive acoustic monitoring is increasingly used to survey biodiversity,
but long-term continuous recording generates a lot of data, which can be
challenging to analyse. One solution is to use Convolutional Neural Net-
works (CNN's) and recent studies have shown their utility for detecting
anomalous sounds (e.g.: chainsaw, gunfire) across ecosystems (Sethi
et al., 2020) and understanding changes in biophonic indicators of eco-
system function (Folliot et al., 2022). Another computational strategy
that can be used to summarise large amounts of sound data is the calcu-
lation of acoustic indices. Acoustic indices are used to measure different
aspects of sound characteristics (frequency, time and/or intensity) and a
combination of three indices has been found to provide reliable repre-
sentation of the soundscape including biological sounds or biophony
produced by vocalising fauna (Brodie et al., 2020; Gan et al., 2020;
Towsey et al., 2018b). The three indices are: Acoustic Complexity
Index (ACI), which measures the differences in sound intensity across
adjacent values (Pieretti et al., 2011), the Temporal Entropy Index
(ENT), which measures the entropy of acoustic signals across the time
dimension (Sueur et al., 2008) and Events Per Second, an index which
measures the number of acoustic events present in each second of re-
cording (Towsey, 2018).

In this study, we demonstrate how a combination of acoustic indices
analysed using machine learning (motif discovery) and remote environ-
mental sensing, can be used to examine faunal responses and soundscape
phenology in the face of escalating human impacts and climate change.
We investigated changes in calling activity relative to a range of environ-
mental variables across varying timescales from one day to one year in a
woodland in eastern Australia.

2. Material and methods

2.1. Data collection

Continuous acoustic recording data for one year (2020) from a single
Australian Acoustic Observatory (Roe et al., 2021) sensor (Solar BAR |
Frontier Labs AU [WWW Document], 2020) deployed at the Samford Eco-
logical Research Facility (SERF) (−27.38892, 152.881)were analysed. The
sensor recorded in mono channel at 16-bits and 22,050 Hz sampling rate.
SERF is located approximately 20 km from Brisbane in South-East Queens-
land (SEQ), Australia. The region has a subtropical climate (minimum tem-
peratures between −3 °C and +18 °C, fully humid with hot summer
(Kottek et al., 2006) and gently undulating topography. The area where
the sensor was located consists of a dry sclerophyll forest, dominated by Eu-
calyptus tereticornis, Eucalyptus crebra and Corymbia species.
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2.2. Acoustic indices

Acoustic indices were calculated for each recording minute using
AnalysisPrograms.exe (Towsey et al., 2018a). Acoustic Complexity Index
(ACI) (Pieretti et al., 2011), Temporal Entropy (ENT) (Sueur et al., 2008)
and Events Per Second (EVN) (Towsey et al., 2014) were then analysed
using time-series motif classification (Scarpelli et al., 2021). The time-
seriesmotif classification usewavelets derived from acoustic indices to clas-
sify minutes of sounds. The motif discovery algorithm groups subsequent
groups of minutes iteratively and search the time-series pattern derived
from those minutes in the recording. Each motif was approximately 30 to
40 min long and the sound categories included biophony (birds, insects,
frogs), geophony (rain, wind, etc.) and technophony (cars, airplanes,
etc.). Because of the length of the motifs (30 to 40 min), more than one
sound class could be present within the same motif and therefore more
than one sound source was attributed to the label (e.g.: if there are birds
and insects present in the samemotif, it was labelled as bird/insect). Thirty
percent of motifs were manually labelled, and a Random Forest algorithm
was used to extrapolate the labels for all the motifs, following the method
outlined by Scarpelli et al. (2021). With 30 %manual labelling the training
process has an accuracy of >90 %, and 70 % when considering the extrap-
olation of tags to the non-labelled data. As a result, themotifs provide a ver-
ified (through themanual labelling process) metric to quantify soundscapes
with the number of motifs being an indication of calling activity (e.g.: an in-
crease in the number of motifs in a given month is interpreted as higher
acoustic activity within that month).

2.3. Environmental and temporal variables

Seven environmental and temporal variables were included in the
model. Temperature and humidity were collected at SERF using a weather
station (Davis Vantage Pro 2 weather station) logging data every 5 min. If
data were missing (due to sensor malfunction), temperature and humidity
values were averaged on either side of the latest values recorded. There
was a total of 19 days when the equipmentmalfunctioned resulting inmiss-
ing records that needed averaging (approximately 5 % of the total records).
Rainfall was collected using the same sensor, however missing values were
not averaged as rainfall data are not autocorrelated. Historic daily temper-
atures (2009–2019) were obtained from https://www.longpaddock.qld.
gov.au/silo/ and the mean temperature for each day was calculated and
compared with the mean temperature for the sampled year. Days in the
sampled year (2020) were then classified as “lower temperature than aver-
age” or “higher temperature than average”.

Planet Scope images were acquired using the Sentinel Hub engine
(Sentinel Hub, 2022). Planet Scope is a constellation of satellites that provide
almost daily earth images with a 3 × 3 m resolution. Normalised Difference
Vegetation Index (NDVI) and Enhanced Blooming Index (EBI) were calcu-
lated using the configuration utility from Sentinel Hub. The bands used for
the calculation of satellite indices can be found in the supplementary mate-
rial. Some problems with the satellite images were encountered, such as
cloud cover and incomplete images due to the position of the satellite pre-
venting it from acquiring more images. Therefore, the satellite data were
not sampled in a standardised manner over the year. Also, due to low sample
size, it was not possible to create an auto-regressive model to estimate the
values for unsampled months (January and February). Therefore, the avail-
able images were averaged per month, and if no images were available, the
month was excluded from this analysis that used these variables. These indi-
ces were chosen as they provide information on seasonality and flowering/
fruiting events on a pixel-by-pixel basis. A 325 m buffer was drawn with
the sound recorder in the centre using QGIS (QGIS Geographic Information
System, 2022) andNDVI and EBImean and rangewere calculated. The buffer
was drawn considering themicrophone recording radius in additional to con-
straints to acquire the data since this is derived from proprietary satellite im-
agery and there were quota limitations. Pearson's correlation tests were then
performed in R (R Core Team, 2019) to exclude correlated values. Mean EBI
and mean NDVI had a correlation value of 0.71 (t = 6.0989, df = 35, p-
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value = 5.722e−07) and were therefore excluded. EBI range values and
NDVI mean values were not correlated and therefore used in the analysis.

Sunrise, sunset, moon rise, moon set, start and end of night information
were obtained using the suncalc (0.5.1) (Thieurmel and Elmarhraoui,
2022) package in R. Dawn was the period between “nightEnd” (start of
morning astronomical twilight) and “sunrise” (top edge of the sun appears
on the horizon) and dusk between “sunset” (start of evening civil twilight)
and “night” (dark enough for astronomical observations). “Night” com-
prised the whole period between “dusk” and “dawn”, while “Day” was
the entire period between “dawn” and “dusk”. Moon illumination was cal-
culated using the lunar (0.2–1) (Lazaridis, 2014) package in R and then
moon rise and set were matched with recording time. If the moon was in
the sky during the recording period, the moon illumination value was
used, otherwise a value of 0 was attributed to the moon illumination
value. All recording times corresponding to the period ‘day’ were also at-
tributed a value of 0 for moon illumination.

2.4. Statistical analysis

Statistical analysis was performed using two different temporal config-
urations: by period of the day (dawn, day, dusk, and night) and across
months (mean values for environmental variables per period) to account
for both daily variability and seasonality. Given that animal behaviour
varies greatly depending on period of the day and taxonomic group, the at-
tribution of “periods” was very important for the partition of the analysis.
Environmental variables are, by nature, autocorrelated (Legendre et al.,
2002), therefore Random Forest classification models were used due to
the flexibility of this technique when data are autocorrelated (Breiman,
2001). The models were built to classify the motif labels based on environ-
mental variables. All the variables tested for eachmodel can be found in the
Supplementary Material. For example, using values of temperature, humid-
ity, rain, etc. the algorithmwould classify each givenmotif into bird, insect,
etc. From that, it was possible tofind out which variablesweremore impor-
tant to classify the minutes in each sound category. The mean decrease ac-
curacy statistic is used in Random Forest models to evaluate the results. If
mean decrease accuracy is negative, random variables are better predictors
than the variables included in the model. The mean decrease accuracy
values have meaning when compared with other values of the same
model, however they should not be applied out of context. Plots were
used to evaluate the effects that variables had on each sound category.

After the Random Forest modelling a PERMANOVA (Anderson, 2017)
was performed to assess significance levels and explanatory power of the
variables indicated by the Random Forest algorithm. PERMANOVA is a per-
mutational analysis of variance that is very flexible in its assumptions and
therefore can be used when data are autocorrelated (i.e.: there is no as-
sumption regarding independence of samples). The analyses were con-
ducted firstly between all the taxonomic groups (birds, insects, and bird/
insect) and including the periods (dawn, day, dusk, and night) to determine
the influence of predictors in the overall calling activity. In a second analy-
sis, taxonomic groups and their predictors were tested separately, without
including the period. This was done because of the ecological and behav-
ioural differences in groups, assuming the variables would have different
explanatory power depending on the group.

To understand how seasonality influences biophony, a monthly model
was created. In this analysis, the environmental variables were averaged
by month, meaning that each variable would have one single value for
the whole month. Because variables had different sampling schemes (tem-
perature, humidity, and rain were measured every 5 min, whereas EBI and
NDVI had a scattered sample size due to the availability of satellite imag-
ery), so to guarantee the same sample size across months, the variables
were averagedmonthly for this analysis. To investigate how environmental
variables influence biophony at different periods of the day, a model was
created with temperature, humidity, rain, and moon illumination at each
period (dawn, day, dusk and night). A Kruskal-Wallis test was implemented
in R to compare the median number of motifs in days when the tempera-
tures were classified as lower or higher than the historical average for

https://www.longpaddock.qld.gov.au/silo/
https://www.longpaddock.qld.gov.au/silo/
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that day and a Kruskal-Wallis effect was also calculated in R using the “eta-
squared” metric (Tomczak and Tomczak, 2014). This metric reports the
percentage of the dependent variable that can be explained by the indepen-
dent variable.

A dimensionality reductionUniformManifold Approximation and Projec-
tion (UMAP) (McInnes et al., 2018) was performed for visualisation purposes
using the umap::umap in R with the default settings. UMAP were completed
using the wavelet data used for themotif analysis and trained with the whole
dataset. For visualisation purposes, some of the plots have modelled values
using the ‘geom_smooth’ function in R package ggplot2 (Wickham, 2009).

3. Results

The soundscape varied throughout the year (Fig. 1). There were a total
of 10,265 motifs in 7671.97 h (approximately 316 days) over one year of
recordings. Motifs containing biophony (alone or with another sound
source) dominated the soundscape with 87.7 % motifs (n = 9004). <1 %
of motifs were exclusively technophony (n = 53) and 60 % of motifs
contained technophony along with biophony and/or geophony (n =
6151). Less than 1 % of motifs were composed of geophony only (n =
664) and 0.08 % (n = 863) had geophony along with other sounds.

3.1. Biophony

The soundscape exhibited some clear patterns according to month of
the year (Fig. 2). The months of April (22 days recorded) and May
Fig. 1. False-Colour Spectrograms for one day of eachmonth. Orange and yellow colour
yellow features are mainly birds. Blue features are technophony. Each white vertical ba
spectrum goes from 0 kHz to 10 kHz.
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(26 days recorded) had smaller sample sizes due to equipment malfunction
over the recording period. Therefore, Fig. 2 contains information on how
manymotifs were identified, howmany recording days and the mean num-
ber of motifs per day of recording for each month. November had the
highest number of motifs per day (n = 34), while April had the least
(n = 23). Birds and insects (nocturnal insects, mainly crickets) were pre-
dominant throughout much of the year, however during the months of De-
cember, January, February and March, the soundscape was more
dominated by the bird/insect class (diurnal birds and cicadas) (the hourly
distribution of biophony over the year can also be seen in the Appendix
10.7). Geophony increased in April and was largely absent from August on-
wards. Technophony increased fromMay and persisted throughout the rest
of the year. Frogs were also detected in the recordings, but very infre-
quently.

3.2. Random forest

Models were constructed to examine the relationship between
biophony across different temporal scales and environmental features.
While both geophony and technophony were initially included in the
models, neither of them were found to be important for classifying any of
the biophony classes, and therefore further details are not presented.

3.2.1. Monthly soundscape
For diurnal groups (bird and bird/insect classes), humidity was the best

variable to predict the sound classes (Fig. 3B and Fig. 4B). For birds, the
across all frequency bands is rain. Pink horizontal tracks are insects. Green and some
r represents 1-h block of recordings starting at 00:00 (midnight), and the frequency



Fig. 2. Soundscape variation over the months with main sound classes.
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second-best variable was NDVI (Fig. 4B) and for bird/insects, temperature
(Fig. 3B). Temperature and NDVI were the best predictors for the insect
(nocturnal insects) class (Fig. 6B). Motifs labelled with bird/frog/insect
and frog/insect had a low sample size and therefore it was not possible to
draw any conclusions for these classes. The model had an observed error
of 0 for birds and insects, and 0.33 for bird/insects. The complete table
with results can be found in Supplementary Material.

3.2.2. Bird/insect and dawn soundscape
The dawn soundscape presented a combination of biodiversity sounds,

especially during summer and the start of autumn (January, February,
andMarch). The bird/insect class corresponds mainly to diurnal insects (ci-
cadas) sharing the acoustic space with birds. During this period, diurnal
classes (bird/insects and birds) shared the acoustic spacewithmostminutes
assigned to both classes (Fig. 3A).

The bird classes had a low error rate (0.05) while and bird/insect class
had a poor error rate (0.33). The bird class was the most predominant
sounds in the period tested presenting a better result. Temperature and hu-
midity were the best predictors for these classes. For insects, the observed
error rate was 100 % indicating that the model did not classify any of the
motifs correctly. Therefore, the variables indicated here apply only to the
bird/insect class. Tables with complete results can be found in the Supple-
mentaryMaterial. Fig. 3 provides visualisations of the relationship between
the number of bird/insect motifs and temperature and humidity. Bird/in-
sect sounds were highest in January, February and March, corresponding
to very high levels of humidity (80 %+). The number of motifs increased
with increasing temperature up until approximately 20 °C and then de-
creased slightly and plateaued at temperatures >25 °C.

3.2.3. Birds and day soundscape
The day soundscape was dominated by birds and diurnal insects (bird/

insect class) sharing the space during summer but for the rest of the year
birds dominated the soundscape with an occasional insect occurrence.

The random forest model for biophony during the day performed very
well for birds, with an observed error rate of 0.01 and temperature and
5

humidity were the most important variables. The relationship between
number of motifs and environmental variables is demonstrated in Fig. 4
and number of bird motifs was positively related with humidity and nega-
tively related with temperature. The model did not perform well for bird/
insect, insect, and frog/insect due to low sample size, so no environmental
predictors could be identified. Tables with complete results can be found in
the Supplementary Material.

3.2.4. Nocturnal insects, dusk and night soundscape
A change in the dominant biophony was found in the dusk and night

soundscape compared with the dawn and day, with insects the predomi-
nant class throughout the year. Because the dominant biophony is the
same, results for dusk and night are presented together.

In summer, again, there was some overlap between birds and insects on
the same motifs (bird/insect in Fig. 5A and B) but not as much as was ob-
served during the day and at dawn. Some nocturnal birds were observed,
for example the Australasian Boobook. In February, it was also possible to
detect the presence of frogs chorusing (Fig. 5B). Moon illumination and hu-
midity were found to be the best predictors for insects at dusk (observed
error: 0.004). Fig. 6 summarises the results found for the month analysis,
as well as dusk and night.

Observed error for the night model was high for birds (0.68) and bird/
insect (0.94), due to smaller sample size. However, themodel had a low ob-
served error for insects (0.1). Temperature and humidity were the best pre-
dictors for insects at night. Fig. 6 summarise the result of environmental
variables and number of insects motifs for dusk, night, and months. Low
sample sizes for the frog/insect motifs meant there were insufficient data
for the Random Forest to perform accurately.

3.3. PERMANOVA statistics

3.3.1. Taxonomic groups and period
Period of the day (dawn, day, dusk, night) had a strong influence on

calling activity – represented here by the number of motifs with biophony
(Pseudo F3,696 = 564, R2 = 0.62, p-value = 0.001). Other variables such



Fig. 3. A: Dawn soundscape biophony. The periods of the day were attributed based on sunset and sunrise information, so the “dawn” hours are variable across the year
(earliest start at 3:15/latest end at 06:40). Counts are the number of motifs of each class per month in the dawn period. Due to difference in sampling effort, the average
motif per day for each month can be found in Supplementary material. Plots B, C and D refer to Bird/insect, the most dominant sound in the period. B: Humidity,
Temperature and number of bird/insect motifs scaled values based on the mean through the year, demonstrating the yearly trends of the number of motifs and the
environmental variables that influence the represented sound class. The values were scaled only for visualisation purposes. C and D show the overall relationship between
humidity and temperature and the number of bird/insect and bird motifs for the hourly analysis. Plots B, C and D were generated with ggplot2::geom_smooth in R and
they were only used for trend visualisation purposes.
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as moon illumination, temperature, humidity and their interactions were
significant with a lower explanatory power (complete results can be
found in the Supplementary Material).
3.3.2. Bird/insect
The bird/insect analysis indicated that temperature (Pseudo F1,22 =

5.96, R2 = 0.16, p-value = 0.003) and the interaction between tempera-
ture and humidity (Pseudo F1,22 = 6.12, R2 = 0.16, p-value < 0.05) had
a weak, significant impact on calling activity (see complete PERMANOVA
results in the Supplementary Material).
3.3.3. Birds
For birds, temperature (Pseudo F1,404 = 97.33, R2 = 0.18, p-value =

0.001) had a weak but significant effect on calling activity. Humidity, and
the interactions between temperature and humidity, and temperature and
NDVI were also significant (p-value < 0.05) but with lower R2 values
(<0.1). The complete statistics for the variables presented can be found in
the Supplementary Material.
6

3.3.4. Insects
Temperature (Pseudo F1,318= 63.53, R2= 0.13, p-value= 0.001) and

humidity (Pseudo F1,318=40.80, R2=0.08, p-value=0.001) had aweak,
significant influence on insect calling activity. Moon illumination was also
statistically significant as well as the interaction between moon illumina-
tion and humidity, temperature and humidity, moon illumination and
NDVI and humidity and NDVI but with a lower R2 (<0.05). The complete
statistical results can be found in the Supplementary Material.

3.4. Climate change effects on biophony

Given the importance of temperature on the calling activity of all the tax-
onomic groups, the median number of motifs/day for each sound category
(bird, insect and bird/insect) were compared at temperatures lower and
higher than average. Birds (Kruskal-Wallis x2 = 44.172, df = 23, p-
value< 0.05; Fig. 7A) exhibited a small to moderate effect caused by temper-
ature (lower or higher than average), with effect size depending on the
month. Nocturnal insects (Kruskal-Wallis x2 = 45.747, df = 23, p-
value< 0.05) exhibited a significant difference between groups (temperature
lower or higher than average) with a small effect size (Fig. 7B). There was no



Fig. 4. A: Day soundscape for biophony. The periods of the day were attributed based on sunset and sunrise information, so the “dawn” hours are variable across the year
(earliest start at 04:45/latest end at 18:49). Counts are the number of motifs of each class per month in the day period. Due to different in sampling effort, the average
motif per day for each month can be found in Supplementary material. Plots B, C and D refer to Bird, the most dominant sound in the period. B: Humidity, temperature
and number of bird motifs scaled values based on the mean through the year, demonstrating the yearly trends of the number of motifs and the environmental variables
that influence the represented sound class. The values were scaled only for visualisation purposes. C and D show the overall relationship between humidity and
temperature and the number of bird motifs for the hourly analysis. Plots B, C and D were generated with ggplot2::geom_smooth in R and they were only used for trend
visualisation purposes.
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significant difference in the number of bird/insect motifs between days with
temperatures lower and higher than average (Kruskal-Wallis x2 = 26.638,
df = 19, p-value = 0.1134). The complete tables with the detailed effect
size for birds and insects can be found in the Supplementary material.

Fig. 7A shows bird/insect with higher number of motifs with hotter days,
although the difference between hotter and colder days were not statistically
significant for this class. In Fig. 7B reveals that therewas no clear difference in
birdmotifs between groups formost of the year, except for spring (September
to November), where there are more motifs in the days with temperatures
lower than average. Fig. 7C shows that there was a higher number of insect
motifs in the days with temperatures lower than historical averages in au-
tumn and winter (March to September) and the trend changes in the months
corresponding to spring and summer (September to February).

4. Discussion

This study has demonstrated how remote sensing of acoustic biodiver-
sity and the environment can be used to investigate phenology across
7

long temporal scales. Our data have revealed the environmental cues that
dictate the diurnal and seasonal phenology of birds and insects in a
sub-tropical forest and how the predicted increase in temperatures due to
climate change may affect those taxonomic groups.

4.1. Daily phenology of birds and insects

For most of the year, birds dominated the soundscape during the day
whereas insects (mainly crickets) dominated the soundscape during the
night. Results of the current study have revealed a typical pattern of bird ac-
tivity over a 24-h period, i.e. higher activity at dawn and dusk, and lower
activity at night (due to most birds in this study being diurnal) and during
themiddle of the daywhen temperature and humiditywere highest. Acous-
tic signals are used by fauna for communication and are subject to natural
selection pressures to increase their efficacy. This can result in changes to
the properties or timing of transmissions (Krause, 1987). The cacophony
of the dawn chorus, for example, is well-known and many hypotheses
have been investigated to understand the preference for singing at this



Fig. 5. (A) Dusk and (B) night soundscape for biophony. Counts are the number of motifs of each class per month in the dusk and night periods. The periods of the day were
attributed based on sunset and sunrise information, so the “dawn” hours are variable across the year (earliest start at 17:02 and latest end at 20:20 for dusk and earliest start at
18:25 and latest end at 05:17 for night). Due to different in sampling effort, the average motif per day for each month can be found in Supplementary material.
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time of the day. Explanations include good condition for sound transmis-
sion, lower predation risk and hormonal cycles (for a review see Gil and
Llusia, 2020). The result is that the possible advantages for calling at
dawn surpasses the masking effect caused by so many species calling at
the same time. There is also evidence indicating that acoustic signalling
might be driven by phylogenetic relationships and evolutionary constraints
(Tobias et al., 2014). Cicadas, for example, call in choruses to avoid preda-
tion (Moulds, 1990; Young, 1981). In this study, the night soundscape was
dominated by insects and insects generally call more at night to avoid birds,
their main predator (Naumann, 1991; Rentz, 1996). The main abiotic fac-
tors responsible for interference in acoustic signal transmission are sound
attenuation (e.g.: temperature, humidity and wind (Henwood and
Fig. 6. Summary of environmental variables and soundscape variation for nocturnal in
year, demonstrating the yearly trends of the number of motifs and the environmental
on the mean only for visualisation purposes. B, C and D show the overall relationshi
motifs throughout the day. Plots B, C and D were generated with ggplot2::geom_smooth
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Fabrick, 1979)) and background noise (Haupert et al., 2022) so animals
benefit if they avoid signal mitigation by these factors.

4.2. Seasonal phenology of birds and insects

The patterns found in the present study with less bird activity during
hotter hours of the day and months of the year may be explained by their
behaviour of decreasing activity to prevent overheating and water loss.
The majority of birds are diurnal and have small body size, and this
makes them extremely susceptible to overheating (McKechnie and Wolf,
2010). Insects also had higher calling activity with lower temperatures.
Research documenting the relationship between insect activity and
sects. A: NDVI, Temperature and number of insect motifs scaled values through the
variables that influence the represented sound class. The values were scaled based
p between humidity, moon illumination, temperature, and the number of insect
in R and they were only used for trend visualisation purposes.



Fig. 7. The points and lines show the distribution of motifs over the year, coloured by temperatures higher or lower than average for that day. (A) demonstrates the
distribution for birds; (B) for insects and (C) for bird insects. These plots were generated using “geom_smooth” function in R.
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temperature is varied. Some suggests that insect activity (Rebaudo and
Rabhi, 2018) and biomass (Bhardwaj et al., 2019) increases with increase
in temperatures, whereas another study suggests that lower temperatures
might favours insect movement (Campbell, 1976). Although the present re-
search was conducted in winter, it is a subtropical environment, where
lower temperatures are around 9 °C (Graphical climate statistics for
Australian locations, 2020). Models suggest that development rates in in-
sects decrease when temperature is lower than 10 °C (Rebaudo and
Rabhi, 2018), evidencing that the winter in South-East Queensland is
within a tolerable threshold for the group.

Evidence also suggests that external elements such as light intensity, hu-
midity and temperature are responsible for controlling activity rhythm in
crickets (Campbell, 1976). Interestingly, a strong positive interaction of
moon illumination and insect activity was found in the current study.
While some evidence suggests that insect activity is reduced with increased
moon illumination (Campbell, 1976), orthopteran biomass increases dur-
ing a full moon in Australia (Bhardwaj et al., 2019). No information on
cloud cover for the night sky was available and therefore couldn't be in-
cluded in our model. While this may have had an effect on our results for
moon illumination, the relationship we found was very strong and so it
would be unlikely to have such a different pattern even with high cloud
cover for somenights. The relationship between humidity and insect calling
activity was found to be variable in the current study, with different humid-
ity values associated with higher calling activity.

The soundscape during the warmer months of the year (December, Jan-
uary, February, and March) was very distinct compared to the cooler
months (June, July andAugust),mainly due to the presence of cicadas shar-
ing the acoustic space with birds during the summer period (bird/insect
9

class). Cicadas were the dominant insects calling during the day and tem-
perature and humidity were found to be the best predictors of activity for
this group. This was unsurprising as cicadas in South-East Queensland are
known for their higher activity in summer, when temperature and humidity
is higher (Ewart, 2001). In fact, the results found here corroborate previous
studies, as we only recorded this group in summer (December, January and
February).

Lower NDVI was also found to be linked to higher nocturnal insect call-
ing activity. It is reported that insect seasonality reflects plant phenology
(Lowman, 1982) and the activity of herbivorous insects is linked to their
food source. Many orthoptera species chew foliage and a study undertaken
in Brazil also found that the density of herbivorous orthoptera in a dry for-
est was higher during the dry season (winter) (Silva et al., 2017). There are
several adaptations in dry forest plants so that they can cope with seasonal
changes in water availability and sunlight (Lebrija-Trejos et al., 2011), and
more research is needed to understand what is the relationship between
plant and insect adaptation to environmental conditions. It should be con-
sidered that while NDVI was used as a measure of vegetation greenness in
the current study, it only corresponds to the canopy in forests with dense
tree layer, and many insect species feed on grasses and shrubs, which
were not measured. Humidity and NDVI were found in this study to be as-
sociated with bird communication. Bird calling activity was higher when
humidity and NDVI were lower in winter (June, July and August in
Australia). Several, non-mutually exclusive, hypotheses can explain these
patterns. First, the low humidity and NDVI values found in winter act as a
cue for the following season, which is spring, the reproductive season for
most birds. Second, lower remote sensing “greenness” indices have been as-
sociatedwith higher flowering season, when there is a higher reflectance of
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the flowers instead of green leaves (Dixon et al., 2021). Lower NDVI values
and higher bird calling activity could then be associated with more
flowering events and consequently food availability for nectarivore species.
All the individual mechanisms and assumptions addressed might explain in
part the patterns found. However, organisms and their underlying ecology
are complex and respond to local and regional scales, hampering the attri-
bution of individual traits and patterns to one driver (Chambers et al.,
2013).

4.3. Human impacts on the environment

As humans increase the conversion of natural areas and climatic
changes are more and more pronounced, it is very important to understand
the natural dynamics of ecosystems with direct impacts on animal survival.
The present study suggests alterations in the calling activity of birds and in-
sects at temperatures higher than historical average. The fact that insects
call less than average on hotter autumn and winter days suggests that this
group are susceptible to higher temperatures associated with climate
change. The decrease in the number of motifs associated with birds in
spring also demonstrates how these changes might directly impact survival
and reproduction, since this is the reproductive season for this group. For
terrestrial organisms, temperature is known to affects metabolic rates,
and consequently, energy consumption, storage and development rate
(Marshall et al., 2020;Williams et al., 2015). It is also known that responses
to climate change are species specific, and the responses can vary between
and within groups depending on the interactions of environmental vari-
ables and adaptive responses (Briga and Verhulst, 2015; Cunningham
et al., 2021; Kiritani, 2013).

4.4. Limitations

The element of spatial variability was not addressed in this study, as the
goal was to solely focus on temporal dynamics. However, it is very likely
that different patterns and relationships would be found in different ecosys-
tems and biomes and for other faunal groups not examined in the present
study. Finally, there are several other research angles concerning animal
behaviour and phenology that could not be addressed in this study, such
as ecosystem health, function, and provision of services (but see Folliot
et al., 2022 for recent insights on using ecoacoustics for this purpose). As
the last Intergovernmental Panel on Climate Change (IPCC) report pre-
dicted ongoing warming for the Australasian region, it is very important
that both targeted and broad studies (such as the current one) are con-
ducted for understanding species-specific requirements, as well as holistic
patterns in biodiversity.

4.5. Conclusions

From a conservation and monitoring perspective, it is important that
biodiversity surveys account for climatic, seasonal, and behavioural pat-
terns and variation. There are still a lot of unanswered questions regarding
how the environment affects species and moreover how all these dynamics
will be affected by climate change and the many other impacts that biodi-
versity faces. As demonstrated in this study, soundscapes can be very useful
in investigating changes in ecosystems, not only biophonic patterns related
to biodiversity, but also patterns related to geophony and technophony.
The conclusions and patterns found in the present study are significant in
demonstrating the importance of environmental phenology on animal be-
haviour and how acoustic data can be valuable to understand phenology
at large-scales. Finally, identifying acoustic baselines across ecosystems is
very important so this technique can be used to detect important environ-
mental changes.
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