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Abstract: Reverse engineering plays an important role in the manufacturing and automobile in-
dustries in designing complicated spare parts, reducing actual production time, and allowing for
multiple redesign possibilities, including shape alterations, different materials, and changes to other
significant parameters of the component. Using reverse engineering methodology, damaged gears
can be identified and modeled meticulously. Influential parameters can be obtained in the shortest
time. Because most of the time it is impossible to solve gear-related inverse equations mathematically,
metaheuristic methods can be used to reverse-engineer gears. This paper presents a methodology
based on measurement over balls and span measurement along with evolutionary optimization
techniques to determine the geometry of a pure involute of a cylindrical helical gear. Advanced
optimization techniques, i.e., Grey Wolf Optimization, Whale Optimization, Particle Swarm Opti-
mization, and Genetic Algorithm, were applied for the considered reverse engineering case, and the
effectiveness and accuracy of the proposed algorithms were compared. Confirmatory calculations
and experiments reveal the remarkable efficiency of Grey Wolf Optimization and Particle Swarm
Optimization techniques in the reverse engineering of helical gears compared to other techniques
and in obtaining influential gear design parameters.

Keywords: reverse engineering; helical gear; evolutionary optimization techniques; grey wolf
optimization; whale optimization; particle swarm optimization; genetic algorithm

1. Introduction

Widely exploited in almost all engineering fields, reverse engineering (RE) is an
approach that consists of digitizing a real component to create a numerical or virtual
model [1]. This numerical or virtual model can also be emulated in presenting a Digital
Twin. The Digital Twin, which started to be used recently, is a new concept for describing a
new wave in modeling and simulation. While the use of simulation tools was previously
restricted to design stages, nowadays different types of simulation tools are used in testing,
validation, or optimization that can be referred to as Digital Twin [2]. This technology is an
emerging concept that has become the center of attention in industry, particularly in the
manufacturing industry. The Digital Twin is best described as the effortless integration of
data between a physical and virtual machine in either direction [3]. Digital Twin has been
widely used in different industries, especially manufacturing, to monitor performance,
optimize progress, simulate results, and predict potential errors. This technique also plays
various roles within the whole product lifecycle from design, manufacturing, delivery, use,
and end of life. With the growing demands of individualized products and implementation
of Industry 4.0, Digital Twin can provide an effective solution for future product design,
development, and innovation [4]. Generally, RE can be defined as a principled process
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that extracts design information from a product. Hence, components in various industries,
including engineering, medical, defense systems, software, consumer electronics, etc., can
be reverse-engineered comprehensively. Chikofsky and Cross introduced RE as “the process
which analyzes a certain system to identify the systems” parts and their relationships and
to create alternatives of the system in another form or at a higher level of abstraction [5]. In
addition, the definition of RE in mechanical design is to “commence the redesign process
where a product is observed, disassembled, analyzed, tested, and documented in terms of
its functionality, form, physical principles, manufacturability, and assemble-ability.

In recent years, traditional approaches to designing, manufacturing, and constructing
mechanical components and systems have been abolished. In other words, state-of-the-art
methods in design and manufacturing have provided some outstanding benefits, including
production preparation time decline, outstanding precision, etc., that completely change
the quality of the product [6]. Nowadays, the implementation of RE is in manufacturing
three-dimensional digital models of different mechanically damaged or broken compo-
nents [7]. Lippmann et al. used RE for the verification of physical designs in nanoscale
technologies [8]. RE is used in various fields, especially mechanics, such as composites,
aerospace industries, energy plants, turbines, internal combustion components, etc.

One of the most prevalent applications of RE is redesigning and manufacturing gears
with a high-precision involute widely used in the automobile industry. Modeling machine
components, especially gears, with parametric or non-parametric RE methods is becoming
more popular before producing samples using rapid prototype processes [9,10]. Numerous
studies have been conducted on the redesign, modeling, and manufacturing of various
types of gears through RE. Shamekhi et al. used RE to redesign and optimize the gear ratio
and corresponding teeth number of the gears of an automatic transmission system. They
proposed an accurate and efficient model to find optimum design parameters [11]. Verim
et al. redesigned a damaged motor cam gear by the 3D scanning method. They evaluated
the geometric values of the damaged model and the prototyped one. They reported
acceptable deviations between the RE model and the actual component [12]. Dubravcik
et al. made a 3D model of a damaged gear wheel using scanning and rapid prototyping.
They compared and identified the new gear wheel’s proportions and geometry with the
original point cloud of the damaged gear. The results revealed good compliance between
the original and RE-made gear [9]. Palkahas worked on the reconstruction of gears using
RE and 3D printing methods. He reported that the final component’s quality is highly
related to the use of appropriate methods, software, hardware, and material [6]. Baehr et al.
used machine learning for structural characterization in the RE domain [13].

The design of gears has a rather complex procedure involving numerous design pa-
rameters and factors. Finding an optimal or near-optimal solution for this complexity turns
it into a challenging demand. There are plenty of studies in which different optimization
algorithms, such as the Genetic Algorithm (GA) [14], Simulated Annealing (SA) [15], Re-
sponse Surface Methodology (RSM) [16], Particle Swarm Optimization (PSO) [17], Grey
Wolf Optimization (GWO), Whale Optimization Algorithm (WOA) [18], etc., have been
implemented for the design optimization of gears. Xia et al. have used PSO combined with
GA to optimize the operational quality of power shift transmission. The simulation and test
results showed that the proposed control strategy effectively avoids the power cycle when
shifting and consequently improves shift quality [19]. Artony has proposed a deterministic
approach to solve simulation-based, multi-objective gear design optimization problems
in the presence of general nonlinear constraints on the design variables. He has declared
that, although developed with gear optimization in mind, it is broader in scope and should
be tested in other computer-assisted engineering optimization problems [20]. Rai et al.
used a Real-Coded Genetic Algorithm (RCGA) to achieve optimal helical gear design.
They minimized the volume of a helical gear by increasing the profile shift coefficient
as a design factor and other parameters such as the module, face width, and number of
teeth using RCGA [21]. Mendi et al. investigated the difference between the dimensional
optimization of motion and force-transmitting components of a gearbox performed by the
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genetic algorithm and analytical method. The results illustrated that GA is a considerably
better and more reliable method to obtain minimum gear volume [22].

Because of the drawbacks of the commonly performed research in the field of RE of
gears, there is an urgent demand to carry out an extensive investigation to determine accu-
rate gear design parameters using relevant measurements such as over-ball measurements.
For instance, in the reviewed case study, the matter of RE for a single gear has not been
investigated. In the studies dealing with this issue, parameters such as outside diameter
and root diameter are considered known input parameters in the RE process. These prac-
tices pose an excessive error in the obtained design parameters. On the other hand, current
industrially applicable gear design software requires initial design parameters such as the
pressure angle and module to initiate the RE process. This problem adversely affects the
accuracy of calculated design parameters. In industry, to replace a damaged gear wheel,
it is commonplace to get its CAD model using scanning techniques. Many factors affect
3D scanning processes. One of them is the reflective ability of the parts’ surfaces. Such
inaccuracies and incompetence are mainly of the tooth systems because of uncontrolled
laser ray scattering and incorrect scanning [10]. Therefore, a systematic methodology is
needed to solve the RE problem of gears more comprehensively. However, the major
requirement that has to be satisfied for successful gear RE is the modeling of the system at
hand as accurately as possible [23].

Due to the complexities governing the calculations of input gear parameters, a new
methodology was proposed in the current study to reverse-engineer gears using evolu-
tionary optimization techniques. A number of commonly used metaheuristic optimization
methods with successful applications reported in engineering optimization problems, such
as GWO, WOA, PSO, and GA, were applied to solve the introduced RE problem. The
stability, convergence speed, and accuracy of the mentioned algorithms were compared
and evaluated. The paper has the following sections. A brief theoretical background of
gear calculations is presented in Section 2. The proposed methodology and optimization
techniques are explained in Section 3. Section 4 describes the remarkable results of the
study. The conclusion is presented in Section 5.

2. Theoretical Background of Gear Calculations

The accurate design of gears requires considerable effort in calculating the relevant
gear geometry to fulfil the essential requirements of operational characteristics such as load
capacity, reliability, and gear size, which directly affect the quality of power transmission.
The independent variables that define a gear are the number of teeth z, normal module
mn, normal pressure angle αn, addendum modification x, and helix angle β. Knowing the
parameters mentioned, the involute form of a gear flank can be determined. The other
dependent variables, including outside diameter, root diameter, and face width, are usually
determined based on transmission load, which can be manipulated by the designer through
design limitations and requirements [24]. The parameters that directly relate to the gear
flank involute form and the parameters that do not have such a relationship are listed
in Table 1.

Table 1. Division of the geometrical characteristics of gears.

Input Parameters Output Parameters

Direct relation with
involute form

Module (mn)
Normal pressure angle (αn)
Helix angle (β)
Addendum modification (x)

Span measurement (sm)
Over-ball measurement (dm)
Chordal thickness measurement (sj)

No relation with
involute form Face width

Outside diameter
Root diameter
...
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One of the most important parameters that greatly impacts the gear design character-
istics, load capacity of the gear, and backlash of engaged gears is tooth thickness. Normal
tooth thickness can be calculated as follows:

TTn =
mnπ

2
+ 2×mn × x× tan(αn) (1)

There are direct and indirect methods for measuring tooth thickness, including chordal
thickness measurement (sj), span measurement (sm), and over-ball measurement (dm).
Among these methods, span and over-ball measurements are more industrially applicable
because of their higher measurement precision and the comparatively lower equipment
involved in the measurement process [25]. A schematic view of span and ball measurements
is illustrated in Figure 1.

Figure 1. A schematic view of span measurement and over-balls measurement for a gear.

The value for sm based on the aforementioned input parameters can be calculated as
follows [24]:

sm = mn × [(zk − 0.5)× π × cos(αn) + z× inv(αn)× cos(αn) + 2× x× sin(αn)] (2)

in which zk is the number of spanned teeth. The function inv(αn) is calculated according to
Equation (3).

inv(αn) = tan(αn)− (αn) (3)

The parameter dm is obtained as follows:

dm =

 dk +
mn×z×cos(αn)
cos(ϕ)×cos(β)

z = even

dk +
mn×z×cos(αn)
cos(ϕ)×cos(β)

× cos(90/z) z = odd
(4)

in which dk is the diameter of the measuring ball, and ϕ is the pressure angle at the center
of the measuring ball, which can be calculated according to Equation (5) [24].

inv(ϕ) =
dk

mn × z× cos(αn)
− π

2× z
+ inv(αt) +

2× x× tan αn

z
(5)
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In Equation (5), αt is the transverse pressure angle and is defined as below:

αt = tan−1
(

tan(αn)

cos(β)

)
(6)

Consequently, the value of inv(αt) is calculated as Equation (7) [24]:

inv(αt) = tan(αt)− (αt) (7)

3. Materials and Methods

The design of gears has become more of a necessity than ever before. In particular,
gear design optimization and transmission accuracy have attracted more attention [26].
One of the most frequently used techniques in gear design is RE methods. These methods
are necessary for remodeling or measuring damaged or non-damaged gears. RE also
enables the design of complex mechanical components, effectively reducing production
time and relevant prototyping costs. Using RE methods, damaged gear components can be
calculated and modeled in a short time, and obtained models can be produced economically
in a comparably short period [26].

3.1. Reverse Engineering of Cylindrical Helical Gear

When designing a new set of gears, there are many alternatives in the gear parameters
selection. Therefore, the designer can freely choose among the various options. How-
ever, RE imposes a considerable challenge to the gear designer since the main problem is
characterizing a previously manufactured gear whose geometry is unknown.

With a valid reference for the design, the designer must extract the exact geometry
of the redesigned gear. For the completion of the RE of a cylindrical helical gear, it is
obligatory to determine the number of teeth z, normal module mn, normal pressure angleαn,
addendum modification x, and helix angle β. According to Equations (2)–(7), identifying
the primary gear input parameters based on measurements obtained from sm and dm is
impossible to solve these equations. This arises from the complex calculations governing
the relations between gear input parameters and measured output characteristics. So, there
is a great need to use novel methods in the RE of gears to obtain influential input parameters.
Because of the inability of existing computational and mathematical methods to analytically
solve these equations, it seems that applying modern evolutionary optimization algorithms
can be a good choice to obtain gear design parameters in the RE process.

Inspired by natural processes, these techniques can optimize a function or find the
answer to a complex equation in a logical period and with relatively high precision.

3.2. Problem Description and Solving Method
3.2.1. Objective Function

The general constrained problem considered in the present research was expressed as:

minimize E(mn, αn, β, x)
subject to mnmin ≤ mn ≤ mnmax

αnmin ≤ αn ≤ αnmax

βmin ≤ β ≤ βmax
xnmin ≤ αn ≤ xnmax

(8)

The objective function E(x1, x2, x3, x4) to find input design parameters was set as follows:

E(mn, αn, β, x) =
n

∑
i=1

√
(Formula obtained valuei −Measured valuei)

2 (9)
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Since, in the present study, three values for dm and one value for sm are measured,
Equation (9) can be rewritten as:

E(mn, αn, β, x) =
√
(sm − Smeasured)

2 +
3

∑
i=1

√
(di

m − Di
measured)

2 (10)

in which Smeasured and Dmeasured are practically measured span and over-balls measure-
ments, respectively. According to Equation (8), it can be concluded that the defined
objective function is the resulting error of the selected design parameters and measured
values. Therefore, the minimum possible value for E(mn,αn, β, x) can lead to the exact
input gear design parameters. In this way, the present investigation strived to substitute an
unsolvable series of complicated equations with an optimization problem to discover the
answers by exploiting evolutionary optimization algorithms.

3.2.2. Methodology

Figure 2 presents a schematic framework that integrates the described RE technique
with evolutionary optimization algorithms. The raw measured data are fed into the
optimization unit to minimize the defined objective function. After the termination of the
optimization algorithm, based on measured values and formulas, the optimum results
are gained.

Figure 2. Flowchart of the proposed RE of gear framework.

Several termination conditions can be used to terminate the algorithm and obtain
calculated optimum results. However, two are more frequently used for the problems under
consideration, including the maximum number of function evaluations and minimum
specific error. The former is suitable for computationally demanding problems when only
a limited number of function evaluations is allowed. At the same time, the latter specifies
that the optimization is terminated when the minimum desired error is reached [20].

Relatively high accuracy is required to determine the parameters in this research.
Therefore, the algorithm is terminated in two modes, after a definite number of function
evaluations and after reaching a predefined error. The minimum value for the cost function,
ε, reflects the resolution of searching for optimum answers in the space of all possible



Axioms 2023, 12, 252 7 of 19

answers. The proposed algorithmic framework is illustrated by the pseudocode in Figure 3,
which summarizes the methodology discussed.

Figure 3. Pseudocode of the proposed algorithmic framework.

3.2.3. Evolutionary Optimization Algorithms

Although they have been used widely in various design problems, conventional
optimization methods impose some serious difficulties on the matter; accordingly, to
have a slow convergence speed, these methods may be stuck in the local optimum point.
Furthermore, when the objective function or constraints cannot be stated functionally
explicit in the input parameters, it is hard to utilize these methods to solve the given
problem. Consequently, some novel methods, quite often inspired by nature, such as GA,
PSO, SA, etc., are applied to solve complex optimization problems [22]. In this research, an
investigation was carried out to find the design parameters of a gear based on performed
measurements. The proposed algorithms were GWO, WOA, PSO, and GA, which were
used under similar conditions and objective functions. The population size was set to 40 for
all of the algorithms. The primary population was created as uniformly as possible within
the search space. The results of the methods above were compared, and their competencies
to solve the problem were evaluated.

Metaheuristic methods have been proved to be a powerful technique to solve complex
optimization problems. The majority of them consider a set of parameters that must
be tuned before the triggering of the algorithm or during the process and are based on
multiple runs of the metaheuristic algorithm [27]. During each iteration, significantly worse
configurations are removed, and new configurations are formed through crossover and
mutation. Each of the presented methods has its own features as well as advantages and
disadvantages [28].
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A good setup of these parameter values can result in a better and effective application
of the optimization process. This job can be carried out by trial-and-error methodol-
ogy [29] or by intelligent tuning methods [27]. In this regard, various tuning methods
have been presented such as CRS [28], F-Race [30], Revac [31], and ParamILS [32]. Control
parameters for selected optimization algorithms in this research were selected based on a
trial-and-error approach.

Grey Wolf Optimization Algorithm: GWO is a metaheuristic optimization algorithm
that imitates the intelligent foraging behavior of grey wolves when hunting prey. Strictly
following their social hierarchy, grey wolves are divided into 4 groups from top to bottom.
The top group which makes decisions during hunting is called α. The next level belongs
to βwolves who help as deputy chiefs in the group. The αwolves are replaced by β ones
after dying or becoming inefficient as leaders. In the third level are δwolves, which act as
hunters and scouts of the group. The last level in the established hierarchy is occupied by
the weakest members, titled ω wolves. When hunting, all types of wolves are organized
according to decisions made by α wolves to identify, follow the prey, encircle it, and finally
attack it. In this optimization algorithm, α, β, and δ indicate the members with fitness from
high to low, in that order [33].

The simulation of wolves’ behavior when hunting includes encircling and catching
the prey. The mathematical description of encircling the prey can be expressed as follows:

→
D =

∣∣∣∣→C .
→
Xp(t)−

→
X(t)

∣∣∣∣ (11)

→
X(t + 1) =

→
Xp(t)−

→
A.
→
D (12)

in which
→
A and

→
C act as coefficient vectors.

→
Xp determines the position of the prey or global

answer. The vector
→
X describes the current position of the wolves; the new position of α, β,

and δwolves in the tth iteration would be determined by
→
D. The values for

→
A and

→
C can

be calculated as below: →
A = 2.

→
a .
→
r 1 −

→
a (13)

→
C = 2.

→
r 2 (14)

where
→
r 1 and

→
r 2 are random vectors varying in the range of [0, 1], and

→
a is the convergence

vector value changing linearly in [0, 2].
In the next step, the hunting process starts with α wolves as the leaders and δ wolves

as the hunting contributors. Mathematically simulated hunting assumes that α, β, and δ
individuals have better information about the location of prey. Therefore, all individuals
update their positions according to the below equations:

→
X1 =

→
Xα − A1.

∣∣∣∣→C1.
→
Xα −

→
X
∣∣∣∣ (15)

→
X2 =

→
Xβ − A2.

∣∣∣∣→C2.
→
Xβ −

→
X
∣∣∣∣ (16)

→
X3 =

→
Xδ − A3.

∣∣∣∣→C3.
→
Xδ −

→
X
∣∣∣∣ (17)

→
X(t + 1) =

→
X1 +

→
X2 +

→
X3

3
(18)

At the ones where the prey stops, the wolves attack. Mathematically, this happens

when |
→
A| ≤ 1. Unless the attack is delayed until finding a better position or answer [34],

the schematic position update of members in the GWO algorithm is illustrated in Figure 4.
The population size is set to 40.
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Figure 4. Position update in GWO.

Whale Optimization Algorithm: Introduced by Mirjalili et al., WOA is a swarm op-
timization method inspired by the hunting behavior of humpback whales. The hunting
process involves searching, encircling the prey, and finally attacking to catch it [35]. The
relatively easy implementation of the algorithm and its configuration with fewer param-
eters are the advantages of this optimization technique. The prey is the answer to the
optimization problem that must be determined during the WOA process [36]. The hunting
of humpback whales is illustrated in Figure 5. The movement of randomly created whales
toward the prey or leader whale is shown in Figure 5a. The encircling process of the prey
by the whales and their spiral movement while emitting bubbles to surround the prey is
illustrated in Figure 5b,c, respectively [37].

Figure 5. Hunting process of humpback whales: (a) movement of whales in a random direction or
toward leader; (b) encircling process after finding the prey; (c) reaching the prey in spiral route.

First, a group of whales or members is created randomly to search for the prey or
answer in the search space. This stage can be expressed mathematically as follows:

→
X(t + 1) =

→
Xrand(t)−

→
A.
∣∣∣∣→C .
→
Xrand(t)−

→
X(t)

∣∣∣∣ (19)
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in which
→
A and

→
C act as coefficient vectors.

→
Xrand(t) determines the position of whales in

tth iteration. The values for
→
A and

→
C can be obtained as follows:

→
A = 2.

→
a .
→
r −→a (20)

→
C = 2.

→
r (21)

a = 2− 2t
tmax

(22)

In these equations,
→
r is a vector selected randomly in [0,1]. The maximum number

of permissible iterations is tmax, and
→
a is the convergence vector value which decreases

linearly from 2 to 0 by increasing the number of iterations.
After having found the prey, the whales move closer to the prey. The mathematical

formula of this shrinkage mechanism can be expressed as follows:

→
X(t + 1) =

→
Xg−best −

→
A.
∣∣∣∣→C .
→
Xg−best −

→
X(t)

∣∣∣∣ (23)

It must be added that if |
→
A| ≤ 1,

→
Xg−best determines the member with the best fitness

value. Therefore,
→
Xg−best will update the position of members automatically to encircle

the prey. In the final step, the whales catch their prey, start to move in a spiral route, and
simultaneously narrow the siege [38]. This process is illustrated in Figure 6.

Figure 6. Search mechanism and whales’ movement in WOA: (a) shrinking encircling process;
(b) position update in the spiral way.

Figure 6a demonstrates a probable number of positions such as (X,Y), which can be
achieved by the current global optimum (X*,Y*) in any determined way. The spiral way to
narrow the encirclement is shown in Figure 6b [37]. This behavior can be mathematically
expressed as below:

→
X(t + 1) =

∣∣∣∣→Xg−best −
→
X(t)

∣∣∣∣.ebl . cos(2πl) +
→
Xg−best (24)

in which b determines the shape of the spiral route, and l is a random value in the range of
[0, 1] [39]. The population size is set to 40.

Particle Swarm Optimization: Nature-inspired metaheuristic optimization algorithms
have recently been extensively utilized to optimize various manufacturing problems [40].
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PSO has gained a special place among these algorithms because of its simplicity in pro-
gramming and solving relatively complex functions [41].

Introduced by Eberhart and Kennedy in 1995 [42], PSO is a population-based opti-
mization algorithm which comprises several particles representing a probable solution to
the defined optimization problem. The goal of these particles in the algorithm is to find the
answer by improving their positions [43].

Particles have a fitness factor, which determines the ability of each particle to solve
the optimization problem, and a velocity factor which affects the movement direction of a
particle in the course of iterations and can be mathematically obtained as follows:

V(t+1)
id = wV(t)

id + c1rand1

(
p(t)best id − X(t)

id

)
+ c2rand2

(
g(t)best id − X(t)

id

)
(25)

where X(t)
id and V(t)

id stand for the position and velocity of particle i in d dimensional space,

respectively. p(t)best id and g(t)best id, respectively, give the best position of particle i and other
particles in the population until generation t. Inertia weight factor w adjusts the dynamic
behavior of particles. Parameters rand1 and rand2 are random variables in the range of
[0, 1], c1 is the determined cognitive factor, and c2 is the preferred social factor of each
particle. The positions of particles are updated considering the calculated velocity:

X(t+1)
id = X(t)

id + V(t−1)
id (26)

in which X(t+1)
id and X(t)

id are a new position and previous position of particle i. The
updating process of particles’ positions is illustrated in Figure 7.

Figure 7. Updating the position of particles in PSO.

The optimization process terminates when the best answer is found, or the desired
iteration is reached. The parameter configuration selected in the PSO implementation
process in the research is shown in Table 2. The data were selected based on a trial-and-
error method to reach the minimum possible error.

Table 2. PSO parameter configuration.

Population size 40

Range of inertia weight 0.4–0.8

Cognitive factor 1.5

Social factor 1.5

Stopping criteria Minimum Specified Error
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Genetic Algorithm: As the most recognized subset of evolutionary algorithms, it
mimics the biological evolution of organisms in nature. Having been utilized in various
engineering problems, GA was initially developed and characterized by John Holland [44].
This naturally inspired optimization algorithm is structured on natural genetics and se-
lection. It allows only the solutions to survive and produce successive generations with
maximum fitness according to the defined optimization problem [45].

GA deals with a set of members or solutions in the total generated population. The
solutions are ranked in the population based on their fitness values. The solutions placed
at the top have more chance to participate in the reproduction of the next generations,
and other solutions with lower fitness must be removed from the population, and new
solutions can be generated. This happens by applying crossover and mutation operators to
individuals. A sample of operators applied to a pair of parents to generate new offspring is
illustrated in Figure 8.

Figure 8. Crossover and mutation operators in GA.

Parameter configurations of GA in this research are given in Table 3. These parameters
were obtained through the trial-and-error method.

Table 3. Parameter configuration of GA.

Population size 40

Length of chromosomes 6

Selection operator Roulette wheel

Crossover operator Single-point operator

Crossover probability 0.7

Mutation probability 0.15

Fitness parameter Operation time

3.2.4. Experimental Methodology

For evaluating the proposed RE methodology of a sample gear, a helical gear related
to the 1st forward movement gear of a Massey Ferguson 399 tractor’s gearbox was selected.
The drawing specifications, including the input-independent design parameters of the
selected transmission gear, are given in Table 4.

The output measurable parameters of the gear, including values for span size and
over-two-balls measurement, are listed in Table 5. The values were validated using special
gear software. The measurements over two balls and span size using appropriate balls,
a caliper, and a disc micrometer are demonstrated in Figure 9. To determine the form of
involute, three values for dm with different balls were obtained. The smallest one fell below
the pitch diameter of the gear, the medium one was closer to the pitch diameter, and the
bigger pin diameter was used to encompass the involute area of the gear over the pitch
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diameter. Moreover, a span measurement sm was used to decrease the potential error of
calculations and increase the precision of obtained results.

Table 4. Input-independent design parameters of the selected gear.

Input Parameter Values of the Selected Gear Part

z 42
mn 4.233
αn 25
β 17◦ 59′ 58”
x +0.0863

Table 5. Measurements of the selected gear.

Output Parameter Condition of Measurement Measured Value

d1
m dk = 6.5 195.264

d2
m dk = 7 196.890

d3
m dk = 7.5 198.493

sm k = 7 87.206

Figure 9. Measuring of over two balls and span size.

Since αn is usually an integer value in the design process of gears, the value of this
parameter is taken with no decimal while applying the optimization algorithm to find the
valid answer in the search space. The rest of the parameters, including mn, β, and x, are
considered with three decimal places.

The optimization is performed in two scenarios. In the first mode, the algorithm
terminates after reaching 10,000 function evaluations. The algorithms continue in the latter
until the minimum desired error of 0.005 is reached. This error value guarantees that the
calculated input design parameters would be obtained with the highest possible accuracy
and the least deviation from actual input parameters.

All evolutionary optimization algorithms were triggered in MATLAB software. The
minimum and maximum values for design parameters in search space are given in Table 6.
These limits have been selected according to widespread applications observed in the
power transmission mechanisms used in the automotive industry.

Table 6. The limit values of input design parameters in search space.

Parameter Minimum Maximum

mn 1 5
αn 10 30
β 0 30
x −1 1
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4. Results and Discussion

A computer equipped with Intel® core TM i7, 4.00 GHz CPU, and 16 GB RAM was
selected to run algorithms in MATLAB® software, version 2020b. For optimization with the
GA, function ga in MATLAB was used. For optimization with the PSO algorithm, Particle
Swarm Optimization MATLAB Toolbox Version 1.0.0.0 was selected. For optimization with
the GWO algorithm, Grey Wolf Optimizer MATLAB Toolbox Version 1.0 was utilized, and
for optimization with WOA, Whale Optimization Algorithm MATLAB Toolbox Version
1.0 was applied. The population size for all algorithms was equal to perform a fair com-
parison of the accuracy and convergence speed of the algorithms. The performance of all
optimization algorithms was submitted after 20 runs, and the run with the best result was
selected in comparison with the efficiency of the algorithms. The parameter configurations
for GA and PSO were discussed in the corresponding sections. GWO and WOA do not
need any specific parameters [13]. As mentioned before, the RE problem was approached
with two different scenarios. Concerning the first one, the efficiency of the algorithms in
terms of their convergence speed was assessed by selecting a definite number of function
evaluations for each algorithm to run. In the second scenario, the minimum error was
selected as the final goal of optimization. Overall, the fastest algorithm to find optimum
input design parameters will be determined in this case.

Scenario I: After performing 10,000 function evaluations, the algorithm’s performance
in finding the best solution for the problem was evaluated. The results of the optimizations
and the time elapsed for each algorithm to find its best solution are given in Table 7. While
the PSO method presents the best solution, other algorithms offer different values for the
problem. The best result for GWO was obtained after 8824 function evaluations within
549.8 s. This means that GWO is superior to other algorithms in terms of convergence
speed and proximity to the best answer. The WOA, PSO, and GA algorithms followed in
obtained accuracy with elapsed times of 736.4 s, 1122.3 s, and 2364.1 s, respectively.

Table 7. Best solutions of the proposed algorithms for scenario I and relevant obtained input
design parameters.

GWO WOA PSO GA

Normal module (mn) 4.2333 4.0012 4.2122 5.2666
Normal pressure angle (αn) 25◦ 25◦ 25◦ 21◦

Addendum modification (x) 0.0863 −0.0128 0.0055 0.1992
Helix angle (β) 17◦ 59′ 58′′ 14◦ 36′ 32′′ 17◦ 02′ 11′′ 13◦ 52′ 20′′

Function evaluations 8824 10,000 10,000 10,000
Elapsed time 549.8 736.4 1122.3 2364.1

The values obtained by the algorithms given in Table 7 show that the error of PSO
and WOA is 2.2% and 12.3% greater than the expected value of 0.003. This value is 41.9%
for GA, which indicates the weakness of this method compared to the other swarm-based
optimization techniques utilized in the present research. The error was calculated based
on Equation (10) for the input design parameters for each algorithm and measured values.
The obtained design parameters for each algorithm are also given in Table 7.

In Table 8, the statistical results of the performance of each algorithm in all the runs
are summarized. The table contains the average number of function evaluations, elapsed
computation times, and the deviation of obtained results.

Table 8. Statistical results of the performance of each algorithm in all runs.

GWO WOA PSO GA

Function evaluations (ave.) 9502 10,000 10,000 10,000
Elapsed time (ave.) 601.5 751.1 1206.7 2404
Standard deviation 0.1421 4.0255 0.9054 29.1512

Function evaluations (ave.) 9502 10,000 10,000 10,000



Axioms 2023, 12, 252 15 of 19

The values given in Table 8 reveal that the repeatability of the algorithms can differ
drastically. While PSO and GWO demonstrate relatively stable repeatability, the other
two algorithms have negligible values, attributed to their inadequate efficiency in the
optimization process in the RE of gears.

Scenario II: In this case, all algorithms were expected to fulfill predefined error criteria.
The aim was to compare the efficiency of the proposed algorithms in terms of their conver-
gence speed in finding the best solution. The results of the optimizations, including the
optimum design parameter, number of function evaluations, and time elapsed for each
algorithm to find its best solutions, are given in Table 9. While PSO, GWO, and WOA
reached the best solution with differences in the function evaluations and consequently
the computation time, the best answer was not reached by all the runs for GA. The results
show the superiority of swarm-based methods in optimizing complicated problems. GWO
has the highest convergence speed and lowest number of function evaluations among the
proposed swarm-based optimization methods. PSO and WOA are placed in the next levels
with 127.4% and 228.7% more required time and a 26.2% and 178.1% higher number of
function evaluations, respectively.

Table 9. Best solutions of the proposed algorithms for scenario II and relevant obtained input
design parameters.

GWO WOA PSO GA

Normal module (mn) 4.2333 4.2333 4.2333 4.0882
Normal pressure angle (αn) 25◦ 25◦ 25◦ 25◦

Addendum modification (x) 0.0863 0.0863 0.0863 0.0012
Helix angle (β) 17◦ 59′ 58′′ 17◦ 59′ 58′′ 17◦ 59′ 58′′ 14◦ 12′ 10′′

Function evaluations 8824 24,541 11,142 -
Elapsed time 549.8 1807.1 1250.5 -

The statistical results of the performance of each algorithm in all the runs are given in
Table 10. In the table, each algorithm’s best, mean, and worst performance; average number
of function evaluations; and average elapsed time to terminate the algorithms are given.

Table 10. Statistical results of the performance of each algorithm in all runs.

GWO WOA PSO GA

Function evaluations (ave.) 9816 34,101 12,294 -
Elapsed time (ave.) 712.5 2511 1892.1 -
Standard deviation 0.1902 8.9778 0.2252 -

According to the data given in Table 10, the GWO algorithm with the lowest standard
deviation is superior to the other considered algorithms in terms of stability and robustness.
In all performed runs, GWO showed relatively uniform performance in reaching the best
solution. Furthermore, based on Table 10, GWO, with quite a short elapsed time, is the
fastest algorithm compared to the others.

The convergence graphs by the considered algorithms are shown in Figure 10. The
curves are derived from the best performance of each algorithm during the optimization run.

All the methods except GA obtained the optimum input design parameters. GWO and
PSO converge to the optimum values much more quickly than others without being stuck in
the local minimum solution. However, the convergence speed of GWO is relatively higher
than that of PSO. This method finds the optimum value in fewer function evaluations. The
performance of WOA is relatively weak in this scenario. Being attached to a local minimum
during the optimization progress requires more time and function evaluations for the WOA
to reach the optimum value. Among the proposed optimization algorithm, GA has the
lowest convergence performance. No optimum results were found in any of the runs for
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GA. Therefore, it can be concluded that GA is attached to the local optimum solution and
cannot be considered as an appropriate algorithm for the defined problem.

Figure 10. The algorithms’ convergent curves reaching the minimum defined objective function for
GWO, WOA, PSO, and GA.

To consider the average number of iterations in which the best results for each pro-
posed algorithm are reached, boxplots for GWO, WOA, and PSO were generated and are
shown in Figure 11. An illustrative comparison via the given boxplots demonstrates the
superiority of GWO over the other two algorithms. Because of the poor performance of GA
in finding optimum results, it has been omitted from the performance comparison.

Figure 11. Boxplots of the iterations for GWO, WOA and PSO.

A two-sample unpaired t-test was performed to test the hypothesis that the mean
number of iterations for GWO is lower than the same for the WOA and PSO algorithms.
t-tests are divided into two groups. The first group is an unpaired t-test, which can be
used when the two groups under comparison are independent of each other, and the
second is a paired t-test, which can be used when the two groups under comparison are
dependent on each other. As the t-test is a parametric test, samples should meet certain
preconditions, such as normality and equal variances. In other words, in order to reach a
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statistical conclusion about a sample mean with a t-distribution, certain conditions must
be satisfied: the two samples under comparison must be independently sampled from the
same population, satisfying the conditions of normality and equal variance. For checking
the normality and equality of variance, a Shapiro–Wilk test and Levene’s test were utilized,
respectively. According to the calculated Shapiro–Wilk test, the obtained p value is 0.193.
Since the Shapiro–Wilk p value is greater than 0.05, it can be concluded that the samples
satisfy the condition of normality. Moreover, the results of the Levene’s test show that the
condition of equal variance is also met.

The results for the t-test are given in Table 11. It is obvious from the test results that
the zero hypothesis is rejected, and it can be concluded that there will be a meaningful
difference between the effectiveness and convergence speed of the optimization algorithms
in terms of the mean number of iterations, as given in Table 11.

Table 11. Two-sample t-test results for used algorithms based on iterations.

T-Test for GWO-WOA T-Test for GWO-PSO

p value <0.0001 0.0005
Significant difference (p < 0.05) YES YES
t value 12.80 4.211
df 18 18
Mean iterations 10,957/28,800 10,957/15,722
Difference between mean values 17,843 ± 1394 4765 ± 1132
95% confidence interval 14,913 to 20,773 2388 to 7143

According to the performed t-tests, the hypothesis claiming the higher effectiveness
of the GWO over WOA and PSO algorithms in reverse engineering using metaheuristic
algorithms is confirmed.

5. Conclusions

This study proposes a new method for the RE of helical gears. This issue has been
less addressed in previous studies in the literature. The main objective of the study was
to find accurate gear design parameters of a helical gear, such as the normal module mn,
normal pressure angle αn, addendum modification x, and helix angle β, using performed
span and over-balls measurements. The relation between the input design parameters
and relevant output measurable characteristics is obtainable with complex mathematical
equations. Since it is impossible to mathematically solve the mentioned inverse equations,
metaheuristic methods should be used. First, an objective function based on measurements
and equations was defined. Then the defined problem was optimized by four different
algorithms that have widespread use in engineering problems: GWO, WOA, PSO, and
GA. The convergence speed and stability of the proposed methods were compared via
statistical measures, and various indicators of the algorithms such as the convergence
speed and number of function evaluations were examined. Finally, the following results
were obtained:

• Based on the proposed methodology, accurate input parameters were reached. The
validation of the obtained results was evaluated by the given equations.

• The performance of the algorithms was assessed in terms of the ability to reach
the best solution, convergence speed, and stability. It was found that swarm-based
optimization methods such as GWO and PSO are superior to the other considered
algorithms such as GA.

For future work, applying the proposed methodology in the RE of other types of
gears such as bevel gears and worm gears is suggested. Examining the other nature-
inspired algorithms and recently published and advanced optimization methods in the RE
of mechanical parts, especially gear components, is another field of research that could be
considered extensively. Another vast area of research is applying the various discussed
tuners in metaheuristics and their effect on the convergence speed of algorithms.
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18. Atila, Ü.; Dörterler, M.; Durgut, R.; Şahin, I. A comprehensive investigation into the performance of optimization methods in

spur gear design. Eng. Optim. 2019, 52, 1052–1067. [CrossRef]
19. Xia, G.; Chen, J.; Tang, X.; Zhao, L.; Sun, B. Shift quality optimization control of power shift transmission based on particle swarm

optimization–genetic algorithm. Proc. Inst. Mech. Eng. Part D J. Automob. Eng. 2021, 236, 872–892. [CrossRef]
20. Artoni, A. A methodology for simulation-based, multiobjective gear design optimization. Mech. Mach. Theory 2018, 133, 95–111.

[CrossRef]
21. Rai, P.; Agrawal, A.; Saini, M.L.; Jodder, C.; Barman, A.G. Volume optimization of helical gear with profile shift using real coded

genetic algorithm. Procedia Comput. Sci. 2018, 133, 718–724. [CrossRef]
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