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ABSTRACT Nurses are essential in managing the healthcare of older adults, particularly those over 65, who
often face multiple chronic conditions. This group requires comprehensive physical, mental, and functional
care. Recent advancements in artificial intelligence (AI) have significantly improved nursing capabilities
by enabling real-time health monitoring, thus bolstering the early detection and prevention of severe health
issues. Despite these advancements, the current systematic literature predominantly focuses on machine
learning (ML) applications for a limited set of chronic diseases, often overlooking the extensive capabilities
of deep learning (DL) technologies. Additionally, these reviews cover a narrow spectrum of studies,
potentially needing broader insights and developments in the field. To address these shortcomings, our study
conducts a systematic literature review of ML and DL applications in geriatric care for chronic disease
management. We meticulously analyzed peer-reviewed articles published from 2014 to 2024, concentrating
on AI technologies in elderly care. This review included 76 selected articles from leading publishers
such as Elsevier, Springer, IEEE, MDPI, Wiley, Taylor & Francis, Nature, Cambridge University Press,
Oxford University Press, and arXiv, which we categorized into three main groups: Neurological disorders
(27 articles), Mental Health disorders (22 articles), and Physical/physiological disorders (27 articles). Our
findings reveal that RandomForest, logistic regression, and convolutional neural network (CNN) are themost
frequently used AI techniques, typically evaluated by accuracy metrics and the area under the curve (AUC).
The findings indicate that although AI applications in geriatric care are promising, they require significant
enhancements in technology and methodology to improve accuracy and reliability. Future research should
focus on developing advanced AI tools, integrating cutting-edge deep learning models and comprehensive
datasets to refine diagnostics and treatment protocols for chronic diseases in the elderly, ultimately enhancing
patient outcomes.

INDEX TERMS Nurse, older patients, chronic disease, artificial intelligence, machine learning, deep
learning.
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approving it for publication was Moussa Ayyash .

I. INTRODUCTION
The United States Census Bureau projects that the population
of older adults will reach 88.5 million by 2050 [1], [2]. This
demographic frequently faces numerous concurrent health
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challenges that can result in deteriorating health outcomes,
increased disability, and greater reliance on institutional care.
Rapid and accurate diagnosis is challenging due to older
patients’ complex medical histories and symptoms. Figure 1
illustrates key issues impacting these patients and their
caregivers [3].
Comprehensive assessments of older patients require thor-

ough and time-consuming efforts that demand collaboration
across various healthcare disciplines. Nurses play a critical
role in the ongoing care and monitoring of older patients.
However, they often encounter difficulties in fully assessing
individuals with multiple health issues during routine visits.
These challenges are exacerbated by the increasing burden
of clinical paperwork, the use of outdated technologies, and
a shortage of nurses specialized in geriatric care, all of
which can lead to suboptimal care and possibly missed or
incomplete diagnoses [4]. Physicians complement the work
of nurses by typically leading the initial assessments and
diagnosis. They make key medical decisions using detailed
clinical assessments, laboratory results, and diagnostic tools
that nurses may not utilize extensively [5]. Nevertheless,
there are significant areas of shared responsibilities. For
instance, both nurses and physicians are actively involved in
the ongoing assessment and management of chronic condi-
tions prevalent among older patients, collaborating tomonitor
treatment effectiveness and adapt care plans as needed based
on changes in patient conditions. This teamwork enables
the swift and accurate exchange of patient observations and
treatment responses, which is crucial for improving medical
outcomes [6].

Artificial intelligence (AI) in healthcare can enhance pre-
vention, diagnosis, and treatment [7], [8], [9]. AI applications
are already making strides in areas such as robotic-assisted
disease management [10], [11], cancer detection [12], [13],
[14], and improving patient safety [15], [16]. Nurses are using
AI to guide decision-making, streamline drug development,
and monitor patient care more effectively [17]. In some
instances, AI has started to exceed human capabilities, espe-
cially in handling large datasets and identifying patterns that
might elude human observers [18]. For instance, AI systems
have shown superior accuracy in diagnosing diseases from
imaging data at a faster rate than human radiologists [19].
As another example, AI algorithms have successfully pre-
dicted disease outbreaks by analyzing patterns in social media
data, which human analysts maymiss due to the sheer volume
and complexity of information [20].
Recent systematic reviews in chronic disease management

have made essential contributions [21], [22] but encounter
significant limitations. Firstly, they tend to focus on a narrow
range of chronic diseases. Secondly, while they frequently
discuss machine learning applications, they often overlook
the potential of deep learning techniques. Additionally, these
reviews typically analyze a limited selection of articles.
To address these issues, our study conducts a comprehen-
sive literature review on applying AI in senior care within

a nursing context. We evaluated research published between
2014 and 2024 that utilized AI algorithms to assist in manag-
ing chronic conditions in older adults. Our extensive review
led us to select 76 articles from renowned publishers such
as Elsevier, Springer, IEEE, MDPI, Wiley, Taylor & Fran-
cis, Nature, Cambridge University Press, Oxford University
Press, and arXiv. We organized these articles into three main
categories based on the health issues they address: Neu-
rological disorders (27 articles), Mental Health disorders
(22 articles), and Physical/physiological disorders (27 arti-
cles). In summary, this systematic review showcases:

• An in-depth analysis of ML and DL methods to evaluate
the effectiveness of algorithms across 76 studies span-
ning the last 11 years.

• We also explore future research directions in automated
detection techniques, shedding light on the changing
scope of chronic disease management.

• The review highlights research on identifying chronic
conditions using various data types, including clinical
records, imaging, and biological samples.

• The review identified 18 unique diseases and recognized
9 distinct algorithms.

This study is structured into five key sections. Section II
presents related works, while Section III outlines the method-
ology adopted for the selection of research papers. Section IV
provides an overview of current machine learning and deep
learning research. Section V offers a discussion of the studies
examined. Finally, Section VI concludes the article.

II. LITERATURE REVIEW
A. THREATS TO VALIDITY
This section outlines potential biases and limitations inherent
in the reviewed studies within the domain of chronic disease
management using AI. Several factors may compromise the
validity of these reviews:

• Narrow disease focus: Numerous systematic reviews
target a limited array of chronic diseases, potentially
introducing bias by failing to represent the broader spec-
trum of conditions that afflict older adults. This narrow
focus restricts the generalizability of the findings and
may overlook diseases where AI could have a substantial
impact.

• Technological limitations: There is a notable predom-
inance of traditional machine learning techniques in
the literature, often at the expense of exploring more
advanced deep learning technologies. This technological
bias can skew the outcomes of the reviews, leading to
an underestimation of the potential benefits that newer,
more sophisticated AI models could provide. These
advanced models can analyze more complex data sets
and identify nuanced patterns that traditional meth-
ods might miss, significantly improving diagnosing and
managing complex chronic conditions.

• Selective article analysis: Often, these reviews con-
clude a restricted selection of scholarly articles. Such

122558 VOLUME 12, 2024



M. P. Moghadam et al.: Impact of Artificial Intelligence in Nursing for Geriatric Clinical Care

FIGURE 1. Visual representation of the needs of older people and the challenges nurses face.

selection bias can result in an incomplete assessment of
the current state of AI in healthcare, potentially missing
out on critical studies that offer a more comprehensive
understanding of the field’s capabilities and limitations.
This selective approach may ignore pivotal research that
could challenge existing conclusions or highlight new
opportunities for AI in healthcare.

• Outdated data: The rapid advancement in AI technolo-
gies means that some reviews might incorporate studies
that need to be updated at the time of publication. This
inclusion can lead to conclusions that may need to accu-
rately reflect the current capabilities and challenges of
AI applications in healthcare, rendering some findings
obsolete.

To address these threats, a meticulous approach is nec-
essary. It involves systematically selecting and evaluating a
wide range of studies that cover various diseases and integrate
the latest advancements in AI technology with intense learn-
ing. This comprehensive approach ensures a more balanced
and current view of the field, promoting a deeper understand-
ing of how AI can effectively contribute to chronic disease
management in diverse healthcare settings.

B. COMPREHENSIVE REVIEW OF EXISTING RESEARCH
Chronic diseases are common in the elderly and are char-
acterized by their complex and multifaceted progression.
In geriatric care, accurately predicting disease trajectories and
potential acute events early on can significantly enhanceman-
agement strategies. This allows for preventive actions and
personalized treatment plans. Researchers have employed
various methods to diagnose chronic diseases, focusing pri-
marily on neurological disorders, mental health disorders,
and physical disorders [23]. For example, Tawhid et al. [24]
developed a computer-aided diagnosis (CAD) system that

uses a CNN to analyze spectrogram images from elec-
troencephalography (EEG) data. This system is designed to
identify multiple neurological disorders, including autism,
epilepsy, Parkinson’s disease, and schizophrenia, as well as
to differentiate these from healthy controls. Additionally,
Mujahid et al. [25] introduced an ensemble method that com-
bines VGG16 and EfficientNet for diagnosing Alzheimer’s
disease from magnetic resonance imaging (MRI) images.
They used an adaptive synthetic oversampling technique to
balance the highly imbalanced dataset, thereby enhancing the
training of the model and improving diagnostic accuracy by
learning complex patterns from the combined outputs of both
models.

Several review articles have focused on chronic diseases.
Woodman and Mangoni [26] explored the growing role of
machine learning in healthcare, driven by increased access
to global health data. Their review details the taxonomy of
machine learning algorithms, outlining the functions, capa-
bilities, and specific applications in geriatric medicine. They
stress the importance of educating clinicians about AI to
encourage its adoption. They also discuss the challenges
of using clinically approved, yet often less interpretable,
machine learning tools in patient care. They also high-
light the need to develop explainable machine learning to
build trust and utility in clinical settings. Hamaker et al.
[27] conducted a systematic review by searching Medline
and Embase for studies analyzing the effects of geriatric
assessments on treatment decisions, non-oncologic inter-
ventions, communication, and outcomes in older cancer
patients. Their review assessed the impact of different assess-
ment types on treatment planning, the implementation of
interventions, patient-doctor communication, and overall
treatment outcomes for this demographic. Cai et al. [28] con-
ducted a comprehensive literature search through databases
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such as PubMed, EMBASE, PsycINFO, and Web of Sci-
ence to explore the global prevalence of depression among
older adults and its influencing factors. They utilized a
random-effects model to address variances in demographic
and clinical characteristics across studies, enabling the cal-
culation of the pooled prevalence of depression and its 95%
confidence interval. Correia et al. [29] utilized a systematic
review and meta-analysis to assess the content and effec-
tiveness of therapeutic patient education (TPE) programs for
chronic disorders. They accessed databases like Web of Sci-
ence, MEDLINE, CINAHL, PsycINFO, and COCHRANE
up to August 2019, employing a rigorously tested search
strategy focusing on patient education, chronic diseases,
study designs, and outcomes. After a detailed screening
process, two reviewers extracted both qualitative and quan-
titative data from randomized controlled trials concerning
TPE interventions. They also created a taxonomy related
to curriculum skills and intervention delivery techniques to
assist in data extraction. Collado-Mateo et al. [30] performed
a systematic review following the preferred reporting items
for systematic reviews and meta-analyses (PRISMA) guide-
lines to investigate adherence to physical exercise among
chronic and older adults. They reviewed relevant literature
and selected fifty-five articles to identify critical factors
commonly suggested to improve exercise adherence. The
results were categorized based on the target population and
participant characteristics to determine the most prevalent
factors affecting adherence. Kumar et al. [31] performed a
comprehensive survey on using artificial intelligence tech-
niques, frommachine learning to deep learning, in healthcare.
This survey included a systematic literature review up to
October 2020 fromWeb of Science, Scopus, Google Scholar,
PubMed, Excerpta Medical Database, and Psychology Infor-
mation. It focused on diagnosing diseases like Alzheimer’s,
cancer, and diabetes using AI techniques. The review fol-
lowed Preferred Reporting Items for Systematic Reviews
and Meta-Analysis guidelines to select studies that applied
AI for early disease prediction, involving medical imag-
ing datasets, feature extraction, and classification processes.
Sawad et al. [32] systematically reviewed conversational
agents in healthcare, particularly for managing chronic con-
ditions. This review, conducted in February 2021, focused on
the agents’ communication technologies, evaluation metrics,
and AI methods. The researchers used databases such as
PubMed Medline, EMBASE, PsycINFO, CINAHL, Web of
Science, and ACM Digital Library to gather studies. They
included studies where conversational agents were tested
with human users in prevention, treatment, or rehabilita-
tion contexts targeting consumers, caregivers, or healthcare
professionals. Merabet et al. [33] conducted a systematic
literature review using AI-based clinical decision support
systems (CDSS) and the internet of medical things (IoMT) to
predict multiple diseases. This study highlights the improve-
ments in diagnostics, therapy, and prognosis offered by AI,
mainly throughML and DL, enhanced by IoMT technologies
that link networked biomedical devices with software

applications. The review aims to expand the research focus of
medical decision support systems, which have traditionally
centered on single disease prediction, by exploring various
aspects to encourage future research on predicting multi-
ple diseases. Armand et al. [34] investigated the integration
of AI in nutrition as part of the broader automation and
digitalization efforts of Industry 4.0. They systematically
reviewed the application of AI, ML, and DL in nutrition
sciences using a hybrid approach of systematic literature
review (SLR) and PRISMA guidelines. The search covered
major databases, followed by meticulous study selection
and methodological quality assessments. This comprehen-
sive review discusses AI’s role in smart nutrition, dietary
assessments, food recognition, disease prevention modeling,
and monitoring, outlining the current capabilities and future
challenges in the field.

Table 1 summarizes the review articles on chronic diseases.
To address challenges, including a narrow disease focus,
technological limitations, selective article analysis, and out-
dated data, our study undertakes a systematic literature review
of ML and DL applications in geriatric care for managing
chronic diseases. We thoroughly examined peer-reviewed
articles published from 2014 to 2024, focusing on AI tech-
nologies in elderly care. This review includes 76 selected
articles from leading publishers, categorized into three main
groups: 27 articles on neurological disorders, 22 on mental
health disorders, and 27 on physical/physiological disor-
ders. After reviewing the selected articles, we conclude that
while AI applications in geriatric care show promise, they
still require significant technological and methodological
improvements to enhance accuracy and reliability. Future
research should aim to develop advanced AI tools and inte-
grate cutting-edge deep learning models and comprehensive
datasets to refine diagnostics and treatment protocols for
chronic diseases in the elderly, ultimately improving patient
outcomes.

III. REVIEW METHOD
To comprehensively select research articles for our study,
we meticulously designed a search strategy that utilized
highly pertinent keywords, including ‘‘chronic disease,’’
‘‘elderly patients,’’ ‘‘older adults,’’ ‘‘machine learning,’’ and
‘‘deep learning.’’ Our goal was to identify papers that specif-
ically address the intersection of these topics. We conducted
a thorough search across several well-established digital
databases known for their robust collections of academic
research. These databases comprised Elsevier, Springer,
IEEE, MDPI, and Wiley, Taylor & Francis, Nature, Cam-
bridge University Press, Oxford University Press, and arXiv.
We confined our search to works published in English to
maintain consistency in our analysis and to ensure that we
could accurately assess the quality and relevance of the
content.

Figure 2 in our documentation offers an insightful break-
down of the studies related to ML and DL that emerged from
our search parameters. This visual representation provides
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TABLE 1. Comparison of systematic review studies focusing on AI in the context of healthcare, chronic conditions, and geriatric care.
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TABLE 1. (Continued.) Comparison of systematic review studies focusing on AI in the context of healthcare, chronic conditions, and geriatric care.

a clear overview of the distribution and frequency of publi-
cations across various databases and categorizations, which
is pivotal for understanding the current research landscape
in this field. We refined our search methodology multiple
times to guarantee a comprehensive and inclusive search
result. This iterative process was critical to encompass a broad
spectrum of potentially relevant scholarly works and filter out
extraneous content that did not meet our specific criteria.

Table 2 presents a concise summary of the findings
from our search queries. It enumerates the volume of ini-
tially retrieved documents, offering a snapshot of the wealth
of literature available on the given subjects. Each of the
1532 documents identified through this processwas subjected
to a rigorous review. This involved an initial screening based
on titles and abstracts, followed by amore in-depth evaluation
of the full text where necessary. This meticulous review
aimed to ensure that the final selection of articles was highly
pertinent to our research objectives, allowing us to draw from
a pool of high-caliber. These insightful studies contribute
to the understanding of AI applications in geriatric care.
Our review process started with evaluating 397 studies from
the Elsevier database, focusing on their titles and abstracts.
This initial step led us to exclude 216 documents for being
off-topic, while 181 were selected for a more detailed full-
text examination. Of these, 167 did not meet our criteria
upon closer inspection, leaving 14 studies to be included
in our review. From the Springer database, we scanned
148 studies’ titles and abstracts, which resulted in 98 being
discarded as irrelevant and 50 moving forward for full-text
review. After a thorough examination, 34 were excluded,
and 16 were deemed suitable for inclusion. We looked at
215 studies in the IEEE database, eliminating 136 after the
initial screening and taking 79 further for full-text assess-
ment. This process led to 11 studies being included and
68 rejected. The MDPI database presented 104 studies for
initial review. Post-screening, 63 were found irrelevant, and
41 underwent full-text review, resulting in 8 studies being
included after 33 were rejected. Within the Wiley database,
147 studies were initially considered; 79 were dismissed as

unrelated, leaving 68 for full-text review. This step resulted
in 12 studies being included after 56 were rejected. For
Taylor & Francis, we initially reviewed 151 studies, of which
101 were rejected at the screening stage. The remaining
50 underwent detailed full-text assessment, which resulted
in the exclusion of 45 studies, leaving 5 that met our inclu-
sion criteria. Nature provided 125 studies, with 75 discarded
during initial screening. Of the 50 that progressed to full-
text review, 46 were subsequently excluded, culminating in
4 studies deemed suitable for inclusion. From the Cambridge
University Press database, we initially considered 90 stud-
ies, rejecting 60 at the screening stage. The 30 reviewed
in greater depth resulted in 28 rejections, with 2 studies
ultimately included. The Oxford University Press presented
98 studies for review. Initial screening led to the exclusion
of 58 studies, and of the remaining 40 that underwent full-
text assessment, 38 were rejected, resulting in 2 studies being
included. Finally, from arXiv, we screened 57 studies, elim-
inating 37 initially. The 20 studies that moved to full-text
review experienced 18 rejections, with 2 studies meeting our
inclusion criteria.

TABLE 2. Overview of research articles found in the explored databases.

While reviewing titles and abstracts, we first assessed each
study’s relevance to the predefined themes of our research,
which focus on the application of ML and DL in geriatric
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FIGURE 2. Data on ML and DL studies. a) Number of publications by each database, b), Number of publications by year,
c) Proportion of open access vs. close access publications, c) Publication types classified as articles and conference papers.
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care for managing chronic diseases in older adults. Studies
that did not align with these themes were immediately con-
sidered off-topic. Additionally, we evaluated the clarity and
completeness of the abstracts to determine if they provided
enough information to justify a full review. In the review of
the complete texts, we outlined our criteria for inclusion in
more detail. This process involved assessing the robustness
of the study’s methodology, the significance of its findings,
and its overall contribution to the field.We stipulated that, at a
minimum, a manuscript must demonstrate a sound method-
ological framework and present relevant, clearly articulated
results to be considered for inclusion. This thorough approach
ensures that only studies of substantial merit and relevance
are included in our review, thus maintaining the integrity and
depth of our research analysis.

In all, 76 studies were identified in the explored databases.
Figure 3 presents the outcomes of the search for research
articles.

IV. OVERVIEW OF ML AND DL METHODS
The potential application of ML techniques in diagnosing
chronic diseases has garnered significant interest due to their
ability to uncover complex patterns in medical data. This
has led to a more nuanced understanding of disease pro-
gression and patient outcomes. As ML algorithms become
more sophisticated, their predictive accuracy and diagnos-
tic capabilities improve, offering a promising toolset for
healthcare professionals. These advancements could lead to
earlier detection of chronic conditions, personalized treat-
ment plans, and better management strategies tailored to
individual patient profiles, ultimately enhancing patient care
and potentially reducing the burden of chronic diseases on
healthcare systems. Below is a list of renowned ML algo-
rithms extensively used in diagnosing chronic conditions.
Their inclusion reflects their widespread adoption and proven
success across numerous studies. We discussed these specific
algorithms due to their prevalence and effectiveness in the
field, as detailed in our literature survey (refer to Table 3).

• Support Vector Machine (SVM) [35]: Beyond establish-
ing a hyperplane, SVM is particularly adept at managing
non-linear relationships in data using kernel functions.
This allows the algorithm to model complex medical
phenomena that are not linearly separable [36], [37].
Its robustness in handling noise and outliers makes it
invaluable in clinical settings where data anomalies are
shared, thus ensuring reliable biomarker detection and
patient categorization even under varied clinical condi-
tions [38].

• Random Forest (RF) [39]: This algorithm reduces
overfitting through its ensemble method and provides
essential insights into feature importance. In chronic dis-
ease applications, understanding which variables most
significantly impact disease outcomes can guide clin-
ical practice and research [40], [41]. The ability to
perform both classification and regression makes Ran-
dom Forest versatile for predicting disease presence and

progression severity, making it a critical tool in manag-
ing and researching chronic conditions [42], [43].

• K-Nearest Neighbor (KNN) [44]: The KNN algorithm
classifies data points based on proximity, enabling it
to dynamically adjust to changes in input data, which
is common in continuous patient monitoring [45]. This
flexibility is crucial for tracking disease progression over
time or adjusting treatment plans based on new data,
offering a direct route to personalized medicine [46].

• Logistic Regression (LR) [47]: While noted for its
binary classification capabilities, logistic regression can
also be extended to multiclass classification to handle
multiple outcomes, which is often necessary for com-
plex chronic diseases manifest in various forms. It can
also incorporate interaction terms to explore how dif-
ferent risk factors interact to impact disease likelihood,
providing a deeper understanding of disease mecha-
nisms [48], [49].

• Decision Tree (DT) [50]: An added advantage of deci-
sion trees in chronic disease management is their
interpretability, which is critical for clinical decision-
making [51], [52]. Clinicians can follow the paths in
the tree to understand the decision process, which aids
in patient communication and educational efforts about
how lifestyle or demographic factors might influence
their health outcomes [53].

• Naive Bayes (NB) [54]: In addition to its efficiency,
Naive Bayes handles missing data effectively, an essen-
tial feature given the frequent incompleteness of medical
records [55], [56]. It can still perform well with par-
tial data, making it particularly useful in real-world
clinical environments where perfect datasets are
rare [57].

• Extreme Gradient Boosting (XGBoost) [58]: One of
XGBoost’s notable features is its ability to handle dif-
ferent types of data issues, such as missing values and
various types of variable importance. It also allows for
fine-tuning of parameters to avoid overfitting, which
is particularly beneficial in chronic disease modeling,
where the risk of overfitting can skew critical predictions
and decision-making [59].

Advancements in hardware capabilities, mainly graphics
processing units, along with decreasing costs per unit, are key
factors contributing to the surge in the popularity of DL [60],
[61]. This growth has been further supported by advance-
ments in machine learning and data processing research [62],
[63], [64], [65], coupled with an expansion in the availability
of training datasets. DL has been widely adopted across
various fields, such as computer vision [9], [61], [63], [66],
natural language processing [67], [68], and speech recogni-
tion [69], [70], employing diverse deep learning frameworks
like ANN, CNN, and RNN:

• ANNs are computational models inspired by the human
nervous system, consisting of interconnected layers of
neurons, including input, output, and hidden layers.

122564 VOLUME 12, 2024



M. P. Moghadam et al.: Impact of Artificial Intelligence in Nursing for Geriatric Clinical Care

FIGURE 3. Breakdown of the selection process for research articles.

Each layer processes the output of the previous one to
identify progressively complex patterns in the data [71],
[72]. In chronic illness studies, ANNs can be partic-
ularly useful for modeling complex, non-linear rela-
tionships between various health indicators, aiding in
predicting disease progression and patient outcomes
[73], [74].

• CNNs are specialized for processing visual imagery,
including videos and images. They consist of distinct
layers that perform specific operations, such as convo-
lution, pooling, and activation functions [52], [68], [75].
CNNs are highly effective in medical imaging tasks,
such as analyzing X-rays, MRI scans, and CT images,
to detect and diagnose chronic conditions like can-
cer, cardiovascular diseases, and neurological disorders.
Their ability to automatically learn spatial hierarchies of
features makes them ideal for detecting subtle anomalies
in medical images [76], [77].

• RNNs are unique in their ability to consider previ-
ous and current inputs, synthesizing information from
past and present contexts to generate outputs [78]. This
suits them, particularly for time-series analysis and
sequential data, which is common in chronic illness
monitoring. RNNs can be used to predict disease tra-
jectories, manage patient health records, and analyze
longitudinal health data to provide insights into disease
progression and the effectiveness of treatment plans
[173], [174], [175].

Table 3 presents the ML and DL models for the early
identification of chronic illnesses. Most of the research we
reviewed approached chronic diseases in older adults fixedly,
applying existing algorithms to historical data. These models
were neither assessed against a set procedural benchmark
(such as a clinical gold standard) nor validated with live data
over time. Consequently, while these studies offer valuable

insights, they should not be considered fully developed diag-
nostic or classification systems for age-related disease.

In reviewing the research presented in Table 3, it is evi-
dent that e-health and m-Health technologies are integrated
into various studies. However, m-Health is featured in a
more limited number of studies. For instance, m-Health
is employed in research on COPD ([79]), where wearable
sensors monitor respiratory rates and activity levels. Sim-
ilarly, in studies on depression ([89]), mood-tracking apps
are used to collect self-reported mood scores and anxiety
levels. Research on autism spectrum disorder ([154], [160],
[161]) also incorporates m-Health technologies, using behav-
ioral tracking apps to monitor behavioral patterns and social
interactions. Additionally, asthma research ([164]) involves
using mobile devices and sensors to track respiratory rates
and lung function. One reason for the limited use of m-Health
technologies in these studies may be the challenges of ensur-
ing data accuracy and reliability. Mobile health technologies
often rely on self-reported data or wearable sensors, which
can be prone to user error, non-compliance, and variability
in sensor accuracy. Additionally, integrating m-Health tech-
nologies requires robust data security measures to protect
sensitive health information, which can be a significant bar-
rier for some research initiatives. Furthermore, implementing
m-Health solutions may necessitate substantial investment in
technology and training, limiting their adoption in resource-
constrained settings.

On the other hand, e-health technologies are widely uti-
lized across many studies, particularly in the form of clinical
data and imaging technologies. Studies on Alzheimer’s dis-
ease ([82], [87], [93], [102]), heart disease ([90]), schizophre-
nia ([92], [100]), and multiple sclerosis ([148], [149])
frequently employ e-Health tools such as electronic health
records (EHRs) and clinical imaging systems. These e-health
tools facilitate collecting, storing, and analyzing vast amounts
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TABLE 3. List of papers considered for chronic diseases. Self indicates that the data were gathered directly by the researcher or author of the paper
rather than being sourced from any external database or previous research.
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TABLE 3. (Continued.) List of papers considered for chronic diseases. Self indicates that the data were gathered directly by the researcher or author of
the paper rather than being sourced from any external database or previous research.
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TABLE 3. (Continued.) List of papers considered for chronic diseases. Self indicates that the data were gathered directly by the researcher or author of
the paper rather than being sourced from any external database or previous research.
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TABLE 3. (Continued.) List of papers considered for chronic diseases. Self indicates that the data were gathered directly by the researcher or author of
the paper rather than being sourced from any external database or previous research.
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TABLE 3. (Continued.) List of papers considered for chronic diseases. Self indicates that the data were gathered directly by the researcher or author of
the paper rather than being sourced from any external database or previous research.
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TABLE 3. (Continued.) List of papers considered for chronic diseases. Self indicates that the data were gathered directly by the researcher or author of
the paper rather than being sourced from any external database or previous research.

of health data, enabling researchers to draw more accurate
and comprehensive conclusions. EHRs provide a central-
ized and standardized way to access patient data, which can
improve the efficiency of data collection and reduce the
likelihood of errors. Additionally, clinical imaging technolo-
gies, such as MRI and CT scans, offer high-resolution and
detailed visual data crucial for diagnosing and monitoring
disease progression. The widespread use of e-health tech-
nologies can be attributed to their established presence in
clinical settings and the robust infrastructure supporting their
use. Many healthcare institutions already have EHR systems,
making it easier for researchers to access and utilize this data.
Moreover, the high standardization and regulation of e-health
technologies ensures data quality and consistency, which is
essential for rigorous scientific research. Integrating e-health
tools into clinical workflows also allows for seamless data
sharing and collaboration among healthcare professionals,
further enhancing their utility in research.

Assistive technologies are also a crucial component in sev-
eral studies, particularly in managing and assessing chronic
diseases. Cognitive assessment tools are prominently featured
in Alzheimer’s research ([82], [144]), aiding in the evalua-
tion of cognitive decline through digital platforms that can
perform complex cognitive testing remotely or in clinical
settings. Speech analysis tools are used in studies on cognitive
decline ([106]), where they analyze patients’ speech patterns
to detect changes that may indicate the progression of neu-
rological conditions. Additionally, behavioral tracking apps
are employed in autism spectrum disorder research ([154],

[160], [161]), allowing continuous monitoring of behavioral
patterns and social interactions, which can be challenging to
assess in traditional clinical environments. Moreover, wear-
able devices and sensors are used as assistive technologies to
provide continuous healthmonitoring and support for patients
with chronic conditions. For example, in COPD research
([79]), wearable sensors help monitor respiratory rates and
physical activity, providing real-time data that can be used to
adjust treatment plans dynamically. In asthma studies ([164]),
mobile sensors track respiratory function, offering immediate
feedback and enabling patients to manage their conditions
more effectively.

The software and tools often include advanced machine
learning frameworks such as TensorFlow or PyTorch, which
facilitate the complex computations required for deep learn-
ing applications. For instance, CNNs used for imaging data
often leverage these frameworks to process and analyze large
datasets efficiently. Data preprocessing, especially in imaging
studies where normalization and augmentation are critical,
is crucial in preparing data for analysis and significantly
impacts the outcomes. Imaging data from sources such as
MRI scans and fundus autofluorescence images undergo
preprocessing steps like normalization, resizing, and augmen-
tation to enhance the model’s robustness and performance.
For clinical data, which includes electronic health records
and biochemistry data, preprocessing might involve cleaning
the data, handling missing values, and standardizing the data
format. These steps ensure high consistency in the data fed
into machine learning models. Clinical data models often

VOLUME 12, 2024 122571



M. P. Moghadam et al.: Impact of Artificial Intelligence in Nursing for Geriatric Clinical Care

employ algorithms such as LR, RF, and SVM, implemented
using tools like Scikit-learn, a versatile machine learning
library in Python. Questionnaire and survey data, common
in studies addressing mental health and aging, are processed
to convert categorical data into numerical formats suitable
for machine learning algorithms. Techniques such as one-hot
encoding and normalization are typically applied here. Mod-
els like XGBoost and generalized estimating equations are
trained on these preprocessed datasets using cross-validation
to ensure they generalize well to new, unseen data. Signal
data, such as EEG or CO2 waveforms, often requires feature
extraction and noise reduction before model training. This
preprocessing step can involve Fourier or wavelet transforms
to convert signals into a more interpretable format. Tools like
MATLAB or Python libraries such as SciPy are commonly
used. The extracted features are then used to train models
such as SVMs or neural networks. Gait data and genomic
data involve unique preprocessing steps as well. Gait data
from wearable sensors or instrumented treadmills must often
be filtered to remove noise and extract meaningful features
such as stride length and gait cycle. Genomic data, like
nucleotide sequences, may involve alignment and annotation
processes using bioinformatics tools before being fed into
machine learning models. Social media data, which includes
posts and related metadata, typically undergoes text prepro-
cessing steps such as tokenization, stemming, and removal
of stop words. Natural language processing (NLP) libraries
like NLTK or SpaCy prepare the data for models such as
NB or SVM. The training and validation processes employed
rigorous methodologies, utilizing cross-validation and split-
ting data into distinct training and testing sets to ensure that
models are accurate and generalizable. Cross-validation helps
to tune hyperparameters and avoid overfitting, ensuring the
models perform well on new data. The metrics used for
evaluatingmodel performance—predominantly accuracy and
AUC—are chosen based on the specific requirements of the
health condition being addressed, ensuring that the models
provide practical and clinically relevant results. For example,
high AUC values are crucial in diagnostic applications where
the trade-off between sensitivity and specificity impacts
clinical decisions.

Based on Table 3, international contributions to AI in
healthcare show significant diversity. The United States leads
with 38 articles, underscoring its role in pioneering AI-driven
healthcare solutions. Germany and the United Kingdom fol-
low, with seven articles reflecting their deep involvement in
developing technologies that could enhance diagnostic accu-
racy and treatment reliability. Notably, contributions from
China and South Korea, with 5 and 4 articles, respectively,
indicate a growing interest and capability in AI across Asia.
Japan, Taiwan, Sweden, Malaysia, and Italy, each with three
articles, demonstrate a wide range of innovative efforts that
span from East Asia to Europe.

Regarding collaboration, the most effective partnerships
in AI-driven healthcare occur among academic institutions,
healthcare providers, and private enterprises in the United

States and Europe. For example, collaborative research
between American and European universities has led to
advances in predictive analytics for patient management.
Furthermore, cooperative projects between countries like
Germany and the UK drive AI algorithm innovations that
enhance diagnostic precision and patient outcomes in elderly
care. These international collaborations push the envelope on
AI technology development and ensure that these advance-
ments are seamlessly integrated into various healthcare
systems, offering scalable and adaptable solutions for a global
audience.

A. CHARACTERISTIC OF THE STUDIES
Figure 4 categorizes the research approaches used in the
studies examined, focusing on identifying chronic diseases
using ML and DL techniques. It highlights that RL is the
most frequently studied algorithm within the ML category,
which dominates the research with 65 studies, followed by
LR, SVM, RF, and NB. This indicates a strong preference
for RL in the current research landscape. On the DL front,
which is less represented with 11 studies, CNN is the leading
method, with RNN, LSTM, andMLP being considerably less
explored. While various techniques are being applied to the
challenge of detecting chronic diseases, there is a concentra-
tion of research on specific algorithms, particularly RL and
CNN. This could suggest that these methods are currently
seen as more promising or suitable for the complexities of
chronic disease identification. However, the lower represen-
tation of DL methods might also indicate a potential area
for further exploration, as advancements in DL could offer
new insights and improvements in the detection and diagnosis
of chronic diseases. It also underscores a possible research
opportunity to expand the application of less-used methods
that might address the problem from different angles or offer
improvements over more commonly used techniques.

The distribution of research studies by health condition
in Table 4 underscores significant disparities in research
focus and funding, influenced by disease prevalence, societal
impact, and the potential for medical advancement. Neuro-
logical disorders, including Alzheimer’s, Parkinson’s, and
multiple sclerosis, garner a substantial portion of research
with 27 publications, indicative of the high level of scientific
and medical community interest. This is mainly due to the
severe impact these diseases have on quality of life and their
generally irreversible progression. The complexity of neuro-
logical disorders, coupled with their increasing prevalence
in an aging population, necessitates ongoing research into
advanced diagnostics and therapeutic strategies. This intense
focus also mirrors the urgent need for breakthroughs in treat-
ment options andmanagement practices that can significantly
alter disease outcomes and patient quality of life. In contrast,
mental health disorders accounted for by 22 publications
also reveal a strong research interest driven by the grow-
ing recognition of mental health’s critical impact on overall
health and societal well- being. Disorders such as depression,
autism spectrum disorders, and schizophrenia have seen a
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FIGURE 4. The most common methods utilized for identifying chronic diseases in the research surveyed. The numbers enclosed in
brackets reflect the number of research papers.

significant rise in global prevalence, prompting a surge in
research activities aimed at understanding their complex
etiologies and developing more effective, personalized treat-
ment plans. The research in this area reflects a broader
shift in healthcare priorities towards mental well-being,
acknowledging mental health’s profound role in achieving
overall health security and social stability. Physical and
physiological disorders, a significant research focus with
27 publications, cover a broad spectrum of conditions primar-
ily affecting the aging population and those with substantial
lifestyle impacts. Conditions such as coronary artery disease,
COPD, and osteoarthritis necessitate extensive research due
to their widespread prevalence and the considerable health-
care resources they command. The focus on these diseases
is strategic, aimed at enhancing life expectancy and quality
of life through improved treatment protocols and preventive
measures, highlighting the significant societal and economic
impacts these conditions hold. Overall, allocating research
across these health conditions illustrates a strategic approach
to addressing the most pressing health challenges. The
emphasis on diseases with high societal burdens and com-
plex management needs reflects a targeted effort to optimize
healthcare outcomes through focused and sustained research
investments. This distribution informs about current scien-
tific endeavors in chronic disease management and indicates
potential shifts in health priorities and resource allocation
essential for future healthcare strategies.

Figure 5 showcases the various data types used in chronic
disease research, illustrating the preference for specific
methodologies based on their practical application, reliability,
and the depth of insights they provide. Imaging data tops
the chart at 35.5%, highlighting its indispensable role in
the field due to its non-invasive nature and ability to offer
precise, real-time visual insights into the body’s internal state.
Such technologies as MRI and CT scans are crucial for
diagnosing and monitoring disease progression and assessing
treatment efficacy, making them a cornerstone in chronic
disease research. Clinical data, which includes detailed med-
ical records and laboratory test results, represents 26.3% of
the usage. This data type is fundamental because it provides

a direct insight into the patient’s health status, treatment
history, and biological markers, all essential for personal-
ized treatment plans and longitudinal studies. Conversely,
the relatively lower utilization of sensor data (1.3%) and
gait data (1.3%) can be attributed to the niche applications
and the specific types of chronic diseases they are relevant
for, such as multiple sclerosis, where movement metrics
are critical. Additionally, the complexity and the required
infrastructure to collect and analyze such data accurately
might limit their broader application in the field. Social
media and genomic data, accounting for 2.6% and 3.9%,
respectively, represent emerging fields in chronic disease
research. Social media offers a unique perspective through
patient-reported experiences and outcomes, but its subjec-
tive nature and potential privacy concerns might hinder its
broader acceptance. Genomic data, though increasingly cru-
cial for understanding genetic predispositions and tailoring
treatments, requires high-tech equipment and specialized
knowledge, contributing to its lesser usage than more tradi-
tional data types.

Table 5 outlines the computational demands of various arti-
ficial intelligence models utilized in chronic disease research.
It categorizes them based on their space complexity and
the computational expense involved during the training and
prediction phases. In this table, the variable n represents
the number of samples in the dataset, which is a common
factor in complexity calculations, affecting how algorithms
iterate over data points. The variable d denotes the number of
features or dimensions in the dataset, influencing operations
across data features. For SVM, v indicates the number of
support vectors crucial for defining the model’s decision
boundaries, and s refers to the size of each support vector
in memory. In ensemble methods like Random Forest and
XGBoost, t signifies the number of trees, which directly
impacts both training and prediction complexity due to the
ensemble nature of these models. The variable m varies in
meaning; in SVMs, it can reflect the output space’s dimen-
sionality, while in CNNs, it often pertains to the number of
feature maps. The number of neurons or layers in neural
networks is captured by q, and h details the number of units
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TABLE 4. Distribution of research studies by health condition category.

FIGURE 5. Data types used in chronic disease research.

in a hidden layer, which is relevant to both ANNs and RNNs.
For CNNs, k represents the number of filters, which is crucial
for understanding the processing depth of these networks.
The variable f may relate to the storage requirements for
feature maps in CNNs, whereas p in RNNs indicates the
sequence length, reflecting how many time steps the network

processes in each input sequence. Understanding these vari-
ables is essential for assessing an algorithm’s feasibility and
efficiency concerning data size, features, and computational
capacity.

The information in Table 5 reveals that SVM demands
considerable computational resources. The training time
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TABLE 5. Computational complexities of AI models in chronic disease research.

complexity can rise exponentially with data size, making
SVMs less ideal for large-scale datasets commonly found in
chronic disease studies. This is compounded by their space
complexity, which is influenced by the number of support
vectors and the dimensionality of the data. Despite these
challenges, SVMs remain valuable for smaller, well-defined
datasets where the high dimensionality needs to be effec-
tively managed. On the other hand, ensemble methods like
RF and XGBoost demonstrate their robustness in handling
large and complex datasets, a typical scenario in chronic
disease research. These models, characterized by their deep
integration of multiple decision trees, show a significant
computational cost that scales with the number and depth
of each tree. However, their ability to improve predictive
accuracy and control over-fitting makes them indispensable,
especially in scenarios where predictive reliability is critical.
KNN and LR present lower prediction complexities, indi-
cating faster operational capabilities during the deployment
phase. However, KNN’s significant space complexity, due to
its need to store the entire dataset, limits its practicality in
large-scale applications. While more scalable in its training
phase, Logistic Regression offers a balance between com-
putational efficiency and predictive performance, making it
a go-to model for baseline assessments in many studies.
Furthermore, advanced deep learning models such as ANN,
CNN, and RNN exhibit considerable complexities both in
space and time. These models require extensive computa-
tional resources due to their intricate architectures involving
multiple layers and numerous parameters. However, their
ability to handle unstructured and complex data types, like
medical imaging and sequential patient data, makes them
particularly useful in extracting nuanced patterns and deliv-
ering high-accuracy predictions crucial for diagnosing and
managing chronic diseases.

The selection of evaluation criteria is a critical step in
chronic disease research, as it directly impacts the inter-
pretation and applicability of AI model outcomes. Figure 6
describes how frequently variousmetrics are utilized to assess
AI performance in this field. The dominance of accuracy,
used in 63 studies, highlights its status as a fundamen-
tal metric, suggesting that researchers prioritize the correct

classification of the presence or absence of disease. Recall,
employed in 14 publications, is acknowledged for its role in
minimizing false negatives, which is paramount in a clini-
cal setting where missing a positive case can have serious
consequences. Precision, cited in 12 studies, is valued for
its measure of result relevancy, ensuring that the identified
cases are indeed correct and reducing the rate of false pos-
itives. With 68 publications using it, the AUC is the most
frequently applied metric. The AUC’s significance lies in
its comprehensive evaluation of a model’s performance at
various thresholds, providing a singular measure of effective-
ness that encompasses both the true positive and negative
rates. The F-measure, employed in 18 publications, offers
a balanced view by combining precision and recall into a
single metric. This is especially useful in scenarios where
both false positives and false negatives carry significant con-
sequences, ensuring a harmonized assessment of the model’s
accuracy in predicting true positive and actual negative cases.
Its utilization in a smaller subset of studies may indicate a
more targeted approach where both errors are equally critical
to the research outcomes. These metrics together form a
multifaceted evaluation framework essential for developing
and validating AI tools in diagnosing and managing chronic
diseases. The balance of these metrics ensures that AI mod-
els are accurate, clinically reliable, and relevant, leading to
improvements in patient care and health outcomes.

B. FEATURES
The role of features in the diagnosis of chronic diseases is of
paramount importance, particularly within the disciplines of
ML and DL. In the case of chronic diseases, features could
include a wide array of data points, from basic demographic
information like age and gender to complex biological mark-
ers such as gene expressions or protein levels. These features
are vital because they are the fundamental inputs that feed
into predictive models. The quality and relevance of these
features directly impact the model’s ability to learn from data.
For example, in a dataset concerning heart disease, relevant
features might include blood pressure readings, cholesterol
levels, smoking status, and exercise frequency. Each feature
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FIGURE 6. Metrics used in chronic disease research.

captures a different aspect of a patient’s health profile that
could indicate their risk for heart disease.

In ML and DL models, the feature extraction process
involves selecting data pieces that are most likely to reveal
patterns related to the onset and progression of chronic dis-
eases. The significance of this process lies in its ability to
transform raw data into a format that predictive models can
use to discern complex relationships within the data that
may not be immediately apparent to human observers [176].
Once the features are identified and extracted, ML algorithms
can be trained to detect patterns and anomalies that signify
the presence of a disease. DL models, which are particu-
larly adept at handling vast amounts of unstructured data,
can identify even subtler patterns within complex features,
such as those derived from medical imaging. The predictive
power of these models hinges on the careful selection and
processing of features. High-quality features allow models
to achieve greater accuracy, leading to earlier and more reli-
able detection of chronic diseases. This can inform treatment
decisions and lead to better patient outcomes. For instance,
early detection of a chronic condition like diabetes can lead
to interventions that prevent complications, reduce the burden
on healthcare systems, and ultimately save lives [177].
Below, we present the most critical features identified by

the studies for the diagnosis of chronic diseases.
• Geneticmarkers: Geneticmarkers are specific sequences
in the genome indicating an increased likelihood of
developing certain diseases [178]. They are critical
for conditions with a hereditary component, such as
Alzheimer’s and Parkinson’s disease, as well as many
heart conditions. Identifying these markers can lead
to preemptive measures and personalized treatment
plans [179], [180]. For instance, in Alzheimer’s, genetic
markers like the APOE ε4 allele have been associated
with a higher risk, and their detection can warrant closer
monitoring and early intervention strategies. In Parkin-
son’s, mutations in genes such as LRRK2 and PARK7
are insightful for risk assessment [181]. In cardiology,

genetic markers can signal the propensity for conditions
like hypertrophic cardiomyopathy [182]. The analysis
of genetic markers is a complex field in which machine
learning can significantly benefit, as it can handle large
datasets and uncover patterns that may not be readily
visible to human researchers [63].

• Imaging data: Imaging data from MRI, CT scans, or X-
rays provide a non-invasive window into the body’s
internal structures [9], [183]. In neurological disorders,
imaging can reveal the size and volume of brain regions,
which may shrink or show lesions in diseases likeMulti-
ple Sclerosis (MS) or Alzheimer’s. MRI scans can show
the plaques and tangles associated with Alzheimer’s,
while MS is characterized by brain and spinal cord
lesions, which can be detected via these imaging tech-
niques.Machine learningmodels trained on this data can
help radiologists and neurologists identify these signs
earlier than ever, which is crucial because earlier diag-
nosis can lead to more effective management of these
conditions. They can also monitor changes, providing
insight into disease progression and treatment effective-
ness [61].

• Speech patterns: Speech pattern analysis is a rich domain
within machine learning applications for diagnosing
neurological and psychiatric conditions [184]. Subtle
changes in speech, such as pauses, intonation, and word
selection, can be early indicators of Alzheimer’s disease
as cognitive decline begins to affect language centers
in the brain. In depression and schizophrenia, speech
can become monotone or disjointed, reflecting the
underlying psychological disturbances. Machine learn-
ing algorithms excel at detecting these subtle changes by
analyzing large datasets of speech recordings, which can
be particularly helpful for tracking disease progression
or response to treatment [185].

• Movement data: Regarding diseases like Parkinson’s
and other motor disorders, movement data is critical to
diagnosis and monitoring [186], [187]. Gait patterns, for
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example, can reveal much about the severity and type of
a motor disorder. Patients with Parkinson’s disease often
have a shuffling gait with reduced arm swing and some-
times freezing of gait, where they temporarily are unable
to move. Tremor analysis is another essential feature,
as resting tremors are a hallmark of Parkinson’s disease,
while intention tremors are more associated with cere-
bellar diseases [188], [189]. Advanced machine learning
algorithms can analyze these movement patterns, often
captured by motion sensors or video recordings, to dis-
cern subtle differences in motor function that may not
be noticeable to the naked eye. This data can be used
to track the disease’s progression over time, evaluate the
efficacy of treatments, and adjust medications or ther-
apy as needed. Moreover, movement data can provide
insight into the risk of falls and help develop preventive
strategies, which are crucial for maintaining the quality
of life in patients with motor impairments [190].

• Blood test results: Blood tests provide a wealth of
information through various biomarkers that reflect the
functioning of different body systems [191], [192].
In the case of inflammatory diseases like rheumatoid
arthritis, markers such as C-reactive protein (CRP) and
erythrocyte sedimentation rate (ESR) can indicate the
presence and intensity of inflammation [193], [194].
For Hepatitis C virus infection, liver enzymes such as
AST, ALT, and viral load measurements are critical.
Anemia, elevated inflammatory markers, and nutrient
deficiencies may indicate inflammatory bowel diseases
like Crohn’s disease and ulcerative colitis. Blood mark-
ers can also help monitor the effectiveness of treatments,
such as reducing inflammation in response to medica-
tion. Machine learning models can use these markers
to identify patterns that may predict disease flares or
remissions. Additionally, by analyzing changes in blood
markers over time, machine learning can help predict
the course of a disease and tailor personalized treatment
plans, which can be vital for chronic conditions that
require long-term management.

• Electrophysiological signals: Electrophysiological sig-
nals, especially those derived from electroencephalogra-
phy (EEG), are critical in diagnosing and understanding
neurological conditions like epilepsy, characterized by
abnormal brain activity that can lead to seizures and
other severe symptoms [195]. EEG signals capture the
brain’s electrical activity and reveal telltale patterns
associated with seizure activity. Additionally, EEG fea-
tures are studied in autism spectrum disorders (ASD),
where theymay indicate neural connectivity differences,
and in depression, where they can reflect altered brain
function [196]. By analyzing these signals, machine
learning algorithms can learn to recognize the unique
electrical patterns associated with these conditions, aid-
ing in early detection and intervention. Moreover, EEG
data can be valuable in monitoring treatment response,

adjusting medications, and developing neurofeedback
therapies to help patients manage their conditions more
effectively [197].

• Cognitive test results: Cognitive test results are a rich
data source for machine learning models that identify
and track the progression of cognitive impairments and
mental health issues [198], [199]. These tests often
assess various aspects of cognition, including memory,
attention, problem-solving skills, and language abilities.
For conditions like Alzheimer’s disease or mild cog-
nitive impairment, declining scores in memory-related
tasks can indicate the progression of the disease. In men-
tal health, cognitive tests can help diagnose conditions
such as depression or schizophrenia, where patients may
show difficulties in concentration, memory, or execu-
tive function. Machine learning can analyze longitudinal
test data to predict the trajectory of a disease, monitor
changes over time, and evaluate the effectiveness of
interventions. The nuanced analysis can also help dif-
ferentiate between similar cognitive conditions, aiding
in more accurate diagnoses and personalized treatment
strategies [200].

• Ocular measurements: Ocular measurements, like
intraocular pressure (IOP) and optic nerve health,
provide quantifiable data crucial for diagnosing and
managing eye diseases [201]. In glaucoma, elevated
IOP can lead to optic nerve damage and vision loss;
therefore, monitoring IOP is essential for early detection
and prevention of the disease’s progression. Similarly,
in diabetic retinopathy, changes in retinal blood ves-
sels can be quantified and monitored [202]. Machine
learning algorithms can analyze these ocular parameters
to identify patterns that may indicate disease before
significant damage occurs. They can also track the
effectiveness of treatments like pressure-lowering med-
ications in glaucoma or anti-VEGF injections [203] in
diabetic retinopathy. Furthermore, advanced imaging
techniques like optical coherence tomography provide
detailed images of the retina, enabling the detection of
subtle changes that may not be visible during a standard
eye exam [204].

• Histopathological data: Histopathological data gathered
from tissue samples under a microscope includes cel-
lular morphology, tissue architecture, and the presence
of specific markers [205], [206]. This data is pivotal
in diagnosing conditions such as cirrhosis, where liver
tissue undergoes fibrosis and loses its typical architec-
ture, or cancer, where abnormal cell growth patterns are
evident. Machine learning models trained on histopatho-
logical images can assist pathologists in detecting
disease characteristics that might be too subtle or com-
plex for the human eye to discern consistently [207].
They can also help quantify the extent of disease,
which is critical for staging cancer or assessing liver
damage. Furthermore, these algorithms can uncover
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correlations between histopathological features and
patient outcomes, aiding in prognosis and the tailoring
of therapy to individual patient profiles [208].

• Patient history: Patient history encompasses a wealth of
information vital for personalized healthcare [209]. This
includes past medical diagnoses, treatment regimens,
medication adherence, and lifestyle choices such as diet,
exercise, and smoking status. This historical context can
help machine learning systems predict disease progres-
sion and potential complications for chronic diseases.
Patient history can inform risk stratification and preven-
tive heart disease or asthma strategies [210]. For mental
health conditions, historical data on symptom onset,
duration, and response to previous treatments can guide
therapeutic decisions. Machine learning can analyze
these complex, multidimensional data to identify pat-
terns that inform risk prediction models, enhance under-
standing of disease etiologies, and optimize treatment
approaches tailored to individual patient histories [211].

Figure 7 shows the distribution of critical features consid-
ered crucial for diagnosing chronic diseases as identified by
various studies. The largest segment, at 28.6%, is devoted
to imaging data, emphasizing its pivotal role in diagnos-
ing conditions through MRI, CT scans, and X-rays. Genetic
markers constitute 14.3%, reflecting the growing recognition
of genetics in the development and progression of chronic dis-
eases. Blood test results, capturing 11.4% of the pie, are also
significant, likely due to their role in revealing physiological
abnormalities. Movement data and cognitive test results each
account for 10% and 8.6%, respectively, highlighting their
importance in diagnosing diseases that affect motor skills and
cognitive functions. Electrophysiological signals, which can
indicate various conditions, from heart rhythm disorders to
neurological diseases, make up 5.7% of the chart. Speech
patterns are considered in 4.3% of the cases, which could
be critical in conditions like Parkinson’s disease or after a
stroke. Patient history and ocular measurements each have
7.1%, signifying the value of comprehensive medical histo-
ries and eye-related metrics in chronic disease management.
Histopathological data, the analysis of tissue changes caused
by disease, accounts for 2.9%, showing its specific but vital
role in diagnosing certain conditions.

V. DISCUSSION
This study highlights the application of cutting-edge technol-
ogy in the automated diagnosis of chronic diseases. Through
a thorough analysis of 76 scholarly articles, we have explored
various automated methods for chronic disease detection
spanning the last decade, from 2014 to 2024. Our investiga-
tion has tracked the evolution and development of automated
detection systems tailored to chronic illnesses, focusing on
ML and DL strategies as documented in references. Our
review found that ML was the primary method used in
65 studies for the automatic detection of insomnia, with only
11 studies utilizing DL models, as illustrated in Figure 4.
The trend indicates that ML was the dominant approach in

automated chronic disease detection until 2019. Post-2019,
DL has surged in popularity, recognized for its ability to man-
age large datasets and achieve enhanced outcomes. DL differs
from ML’s minimal need for manual feature engineering and
selection, offering a more automated process. This automa-
tion streamlines the data processing and supports the flexible
use of various algorithms, making DL a powerful and increas-
ingly preferred tool in chronic disease diagnosis.

The reliability and success of AI applications in diagnosing
chronic diseases are deeply dependent on the integrity of
the underlying data. AI systems require a robust dataset—
complete, consistent, and accurate—to make precise predic-
tions and diagnoses. The data collection process, which often
falls under the purview of nursing staff, is a critical step;
any discrepancies, omissions, or inaccuracies at this stage
can significantly compromise the effectiveness of AI diag-
nostic tools. Nurses play a vital role in ensuring the quality
of patient data. They are on the front lines, providing care
and meticulously documenting various patient metrics and
clinical findings. Their contributions to the medical records
form the foundation upon which AI algorithms are trained
and tested. Therefore, any variation in data quality, whether
due to human error or systemic issues, can lead to AI systems
making unreliable predictions. Moreover, the volume of data
is just as important as its quality. AI models, especially those
employing deep learning techniques, require large datasets to
learn the complex patterns associated with chronic diseases.
Inadequate data can hinder the model’s generalization of
its findings to broader patient populations. Training AI sys-
tems with comprehensive and accurately annotated datasets
allows for more sophisticated and nuanced understandings
of chronic conditions. This, in turn, can lead to earlier and
more accurate identifications of such diseases, potentially
improving patient outcomes. Consequently, the healthcare
industry must emphasize the critical role of data collection
and encourage rigorous training and protocols to minimize
errors in data entry and maintenance. This will ensure that
AI-assisted diagnostic tools can reach their full potential in
the fight against chronic diseases.

The AI models scrutinized in our review reveal specific
data-related constraints. The complexity lies in the intricate
interplay between the available data and the data processing
methods used to extract relevant insights. A notable data
challenge is the prevalence imbalance between classes, where
data for non-disordered instances outweighs that for disor-
dered cases. For AI models to function without bias, it is
crucial to establish a balanced dataset. Data augmentation
strategies are frequently employed to rectify this discrepancy,
primarily to bolster the representation of the less prevalent,
disordered class. This step is vital to counter the issues that
arise from such imbalances, ensuring that the AI models can
learn to identify disorders with equal precision across varied
instances.

Automated methods for chronic disease detection and
intense learning models are often described as black boxes
because their decision-making processes are not easily
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FIGURE 7. Feature types used in chronic disease research.

interpretable by humans. Nurses may need help trusting
or acting on AI recommendations if they understand their
rationale. This lack of transparency can hinder the effective
integration of AI tools into clinical decision-making pro-
cesses. The inability to interpret AI decisions affects trust
and limits the nurse’s ability to explain treatment choices to
patients, potentially impacting patient satisfaction and adher-
ence to treatment plans. Moreover, the black-box nature of AI
models raises significant challenges regarding accountability
and error tracing. In cases where an AI-driven diagnosis leads
to an adverse outcome, it can be challenging to analyze the
decision-making process and identify where errors occurred.
This ambiguity complicates efforts to improve AI systems
and can lead to legal and ethical dilemmas about responsibil-
ity for medical decisions. To address these issues, there is a
growing call for developingmore interpretable AImodels and
incorporating explainable AI (XAI) principles into health-
care applications. XAI aims to make AI decision-making
processes more transparent and understandable to human
users, thereby increasing trust and facilitating more informed
decision-making by healthcare professionals. In addition to
improving AI interpretability, enhancing nurse education
and training regarding AI technologies is crucial. Providing
nurses with a better understanding of how AI tools function,
their potential benefits, and limitations can empower them
to use these technologies more effectively and confidently.
Training should focus not only on the technical aspects of
AI but also on ethical considerations, data privacy, and the
importance of integratingAI assistance with human judgment
and patient-centered care. Furthermore, involving nurses and
other healthcare professionals in designing and developingAI

tools can lead to more user-friendly solutions that are better
aligned with clinical workflows and the practical needs of
care providers. Collaborative efforts between AI developers,
healthcare professionals, and patients are essential to create
AI systems that enhance rather than complicate healthcare
delivery.

Chronic diseases, characterized by their long-lasting and
persistent nature, frequently exhibit a wide range of symp-
toms that can vary significantly among individuals, particu-
larly in the context of aging. These conditions, such as heart
disease, diabetes, arthritis, and Alzheimer’s disease, often
involve multiple factors, including genetic predisposition,
lifestyle choices, and environmental exposures, making their
diagnosis and management a challenging task. The progres-
sion and manifestation of symptoms in chronic diseases are
not linear and can be influenced by the intricate interplay
between these factors. For AI models to effectively capture
the complexity of chronic diseases, especially in elderly pop-
ulations, they must be designed to account for the nuanced
ways these diseases present and progress. Physiological
changes that come with aging, such as decreased organ func-
tion, altered metabolism, and reduced physical resilience, can
significantly affect the manifestation of diseases. For exam-
ple, an elderly individual might show atypical symptoms
of a heart attack, such as fatigue and shortness of breath,
rather than the classic chest pain. Similarly, the response to
treatment in older adults can differ from younger individuals
due to changes in drug metabolism and increased suscepti-
bility to side effects. Incorporating these complexities into AI
models requires a multifaceted approach that includes diverse
datasets encompassing various ages, ethnicities, and comor-
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bidities. Advanced algorithms capable of processing and
learning from these heterogeneous data sources are essential.
Moreover, AI systems need to be dynamic and capable of
adapting to new information and evolving patterns of disease
manifestation. Interdisciplinary collaboration among clini-
cians, gerontologists, data scientists, and AI experts is crucial
to ensure that the models are clinically relevant and capable
of handling the intricacies of chronic diseases in the elderly.
Furthermore, ethical considerations and biases in AI devel-
opment must be addressed to ensure equitable and effective
healthcare outcomes. Elderly populations are often underrep-
resented in clinical trials and datasets, leading to potential
biases in AI models. Ensuring the inclusion of robust and
representative data from older adults in developing AI sys-
tems is essential for creating models that accurately capture
the complexity of chronic diseases in this demographic.

Future works in chronic disease detection in geriatric care,
leveraging AI technologies, could consider several avenues
to address the identified gaps and enhance the precision
and reliability of current methods. These potential directions
include:

• Developing Interpretable AI Models: Future research
could focus on creating more interpretable AI models
that allow healthcare professionals, particularly nurses,
to understand the rationale behind the AI’s decisions.
This transparency could improve trust in AI-assisted
diagnostics and enable nurses to make more informed
decisions regarding patient care.

• Expanding Dataset Diversity: To improve the robustness
of AI models, future studies should aim to incorporate
a broader range of data sources, including electronic
health records, imaging data, and wearable device data.
Diverse datasets can help train more comprehensive
models capable of detecting a wider array of chronic
conditions in elderly patients.

• Integrating Multimodal Data Analysis: Combining vari-
ous data types (e.g., clinical notes, lab results, patient-
reported outcomes) through multimodal AI models
could provide a more holistic view of the patient’s health
status. This approach can enhance the early detection of
chronic diseases by capturing subtle signs that might be
overlooked when analyzing data sources in isolation.

• Personalized AIModels: Future works could explore the
development of personalized AI models that take into
account the unique characteristics of each patient, such
as genetic information, lifestyle factors, and comorbidi-
ties. Personalized models could lead to more accurate
predictions and tailored interventions, improving patient
outcomes.

• Real-time Monitoring and Prediction Systems: Imple-
menting AI systems capable of real-time monitoring and
predictive analytics could enable more timely interven-
tions. Future research could focus on creating systems
that detect existing conditions and predict the risk of
developing new chronic diseases or exacerbations of
existing ones.

• Ethical and Privacy Considerations in AI: As AI
technologies become more integrated into healthcare,
addressing ethical concerns and ensuring patient pri-
vacy will be crucial. Future studies should explore
frameworks and guidelines for ethical AI use in clin-
ical settings, ensuring that these technologies benefit
patients without compromising their rights or autonomy.

• Cross-disciplinary Collaborations: Encouraging collab-
orations between computer scientists, healthcare profes-
sionals, and ethicists could lead to more effective and
ethically sound AI solutions. These collaborations can
ensure that AI technologies are developed with a deep
understanding of clinical needs and ethical standards.

• Longitudinal Studies on AI Implementation: Conduct-
ing longitudinal studies to assess the long-term effects
of AI integration in geriatric care can provide insights
into its efficacy, patient outcomes, and potential chal-
lenges. These studies could help refine AI applications
for chronic disease management in elderly populations.

VI. CONCLUSION
This systematic literature review emphasizes the transforma-
tive impact of AI on geriatric clinical care. Adopting ML
and DL technologies, including Random Forest, Logistic
Regression, and CNNs, has significantly improved real-time
health monitoring and early disease detection. These AI
tools play a vital role in addressing the complex health
requirements of older adults, who typically contend with
various chronic conditions that demand comprehensive care
strategies. AI’s integration into geriatric care enhances the
precision and efficiency of diagnosing and managing neu-
rological, mental health, and physical disorders, which
are common among elderly populations. Advanced algo-
rithms that process extensive and intricate datasets boost
decision-making effectiveness, leading to prompt and precise
interventions. Furthermore, AI supports ongoing monitoring,
enabling the early identification of potential health declines
to prevent severe complications and enhance overall patient
outcomes. This capability is precious in environments like
nursing homes or home care, where continuous professional
supervision is challenging. Although the benefits of AI in
geriatric care are clear, continued research and technological
improvement are essential to maximize its effectiveness and
ensure dependable integration into daily clinical settings.

To enhance the credibility of our findings and guide future
research, it is essential to address the limitations identified
in our review. A primary concern is the generalizability of
our results, drawn mainly from high-impact journals. This
selection may overlook pioneering studies from lesser-known
or nascent platforms. Future research should include a wider
variety of sources, thereby enriching the diversity and inclu-
sivity of the research examined. Additionally, while our
study categorizes articles into three major disorder groups,
it needs to adequately investigate the interactions among
these disorders or assess the impact of multimorbidity on the
effectiveness of AI technologies. A more detailed exploration
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of these dynamics would deepen our understanding of how
AI can manage complex health scenarios in older adults.
Moreover, integrating AI with fields like bioinformatics,
pharmacology, and gerontology could spawn more innova-
tive solutions specifically designed for the aging population.
Addressing ethical and privacy concerns in the deployment
of AI in healthcare is also critical. Developing robust frame-
works to safeguard patient data whilemaximizing the benefits
of AI is imperative, especially in sensitive areas like geri-
atric care. Taking these steps will allow future studies to
significantly enhance our comprehension of AI’s role in
geriatric care, ensuring that technological advancements lead
to practical improvements in the management of elderly
care.

ABBREVIATIONS
The following abbreviations are used in this study:

NN Neural network.
SVM Support vector machine.
ANN Artificial neural network.
AUC Area Under the Curve.
MRI Magnetic Resonance Imaging.
COPD Chronic Obstructive Pulmonary Disease.
LSN Siamese neural-network.
XGBoost Extreme gradient boosting.
DBN Deep belief network.
KNN K-nearest neighbors.
MLP Multilayer neural networks.
ML Machine learning.
DNN Deep neural networks.
CNN Convolution neural network.
LSTM Long Short-Term Memory.
RF Random forest.
LR Logistic regression.
DT Decision tree.
DL Deep learning.
GBT Gradient boosting.
GBM Gradient boosting machine.
BN Bayesian network.
PCA Principal component analysis.
NLP Natural language processing.
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