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Deepfakes refer to a wide range of computer-generated synthetic media, in which a person’s appearance or likeness is altered to
resemble that of another. This systematic review is aimed at providing an overview of the existing research into people’s ability
to detect deepfakes. Five databases (IEEE, ProQuest, PubMed, Web of Science, and Scopus) were searched up to December
2023. Studies were included if they (1) were an original study; (2) were reported in English; (3) examined people’s detection of
deepfakes; (4) examined the influence of an intervention, strategy, or variable on deepfake detection; and (5) reported relevant
data needed to evaluate detection accuracy. Forty independent studies from 30 unique records were included in the review.
Results were narratively summarized, with key findings organized based on the review’s research questions. Studies used
different performance measures, making it difficult to compare results across the literature. Detection accuracy varies widely,
with some studies showing humans outperforming AI models and others indicating the opposite. Detection performance is
also influenced by person-level (e.g., cognitive ability, analytical thinking) and stimuli-level factors (e.g., quality of deepfake,
familiarity with the subject). Interventions to improve people’s deepfake detection yielded mixed results. Humans and AI-based
detection models focus on different aspects when detecting, suggesting a potential for human–AI collaboration. The findings
highlight the complex interplay of factors influencing human deepfake detection and the need for further research to develop
effective strategies for deepfake detection.
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1. Introduction

Deepfakes encompass a wide range of computer-generated
synthetic media, in which a person’s appearance or likeness
is altered to resemble that of another. The term itself com-
bines the words deep (from deep learning) and fake, denot-
ing that artificial intelligence (AI) techniques are used to
produce hyperrealistic fake media.

The term itself has been around since 2017, when a
Reddit user named u/deepfakes shared their created videos
on the platform. This led to the formation of a hobbyist
community built around the (now banned) subreddit r/
deepfakes [1]. Although digital manipulation of images is
not new, deepfakes alarmed the public due to the scale,
scope, and sophistication of the resulting media and the ease
with which they can be produced. Recent software develop-
ments (e.g., DeepFaceLab) and mobile apps (e.g., ZAO and
FaceApp) enable users to create deepfakes with minimal

programming or technological expertise. Concerns about
potential malicious uses of this technology prompted
research into the public’s ability to detect deepfakes (e.g.,
[2–4]). This study, therefore, is aimed at providing a com-
prehensive review of the existing research into human detec-
tion of deepfakes.

Facial manipulation methods can be traced as far back as
1997 with the Video Rewrite Program [5]. The program was
designed for dubbing movies using computer vision and
morphing techniques. Computer vision was used to follow
the movements of the speaker’s mouth while morphing
was used to create a new video in which the mouth move-
ments synced to a different audio.

Since then, numerous automated facial and speech
manipulation technologies have evolved. Within the facial
manipulation literature, techniques used for manipulations
can be categorized into five types: face swap, face morphing,
lip-syncing, retouching, and face synthesis [1, 6, 7]. These

Wiley
Human Behavior and Emerging Technologies
Volume 2025, Article ID 1833228, 15 pages
https://doi.org/10.1155/hbe2/1833228

https://orcid.org/0000-0001-7521-1425
https://orcid.org/0000-0002-3230-2631
https://orcid.org/0009-0001-0764-8024
https://creativecommons.org/licenses/by/4.0/
http://crossmark.crossref.org/dialog/?doi=10.1155%2Fhbe2%2F1833228&domain=pdf&date_stamp=2025-08-03


different approaches are visually summarized in Figure 1.
Face swapping involves the replacement of one person’s face
with that of another. Face swapping can also include
swapping expressions (e.g., angry to sad). Face morphing
combines two or more faces to create a result that reflects
each contributor’s characteristics to varying degrees [7].
Lip-syncing (also known as audio or text-to-video conver-
sion) is the process of creating video clips by integrating
content from previous videos with new audio or text input
[8]. Mouth movements are then aligned with new audio.
Retouching includes alterations of facial features, such as
makeup application or changing one’s eye color, usually to
enhance visual appearance [7]. Finally, face synthesis gener-
ates entirely new faces using a multitude of face images, result-
ing in the creation of faces that do not exist in reality [1].

AI-synthesized audio manipulation is another form of
deepfakery. This technology replicates a target’s voice to
produce fabricated speech via text-to-speech synthesis or
voice conversion [8]. Audio manipulations can be particu-
larly challenging to detect due to the lack of visual cues to
draw from [2].

Different techniques produce output of varying quality.
For instance, within the DeepFake Detection Challenge
(DFDC) [9] (Figure 2a) and Celeb-DF v2 [10] datasets
(Figure 2b), a range of quality can be observed.

Face swapping, morphing, and lip-syncing have more
potential for malicious use (as they involve replacing the
image of one person with the likeness of an existing person),
in contrast to retouching and face synthesis. Accordingly,
the current review focuses on human detection of video
deepfakes generated using face swapping, morphing, or lip-
syncing techniques, as well as audio deepfakes in which an
existing person’s voice is imitated.

Existing studies and reviews on deepfake detection have
predominantly concentrated on AI-based detection methods
[1, 11]. These methods display a wide range of accuracy,
from approximately 60% to 100%. Accuracy ratings are
influenced by factors including, but not limited to, the spe-
cific dataset from which stimulus videos are taken (stimulus
dataset) and the particular algorithm applied in the detec-
tion process [11]. Despite the existence of these technologies,
deploying these techniques on a large scale requires signifi-
cant computational resources. The implementation of AI-
based detection on social media platforms is yet to be seen.
Consequently, media consumers must rely on their own
judgments when discerning whether the content they are
consuming is real or fabricated.

In the same way that AI tools for spotting deepfakes
show varying levels of accuracy, we expect people’s accuracy
levels to also vary depending on a range of factors. It can be
argued that humans are more susceptible to errors in spot-
ting deepfakes due to inherent cognitive biases—biases not
present in AI-based detection technologies. However, some
researchers argue for the “wisdom of the crowd” concerning
human performance in deepfake detection [2]. For instance,
studies have shown that under some circumstances people
can surpass certain computer models in the detection of
deepfakes [2]. This superior human performance has been
attributed to our specialized ability to holistically visually

process faces [2]. Deepfakes, being computer-generated syn-
thetic media, often contain unintended visual “artefacts.”
These artefacts, which may not be salient enough for
computer vision, might be perceptible to humans due to
our ability to process faces holistically.

Furthermore, it is important to understand the factors
that influence people’s ability to detect deepfakes. There
are concerns that deepfakes pose a significant threat to the
trustworthiness of the information we consume—or even
“reality” so to speak [12]. By understanding how people
detect deepfakes, media organizations can develop better
strategies to authenticate content and restore public trust.
Research into human detection of deepfakes can also com-
plement AI-based detection technologies. Understanding
human strengths and weaknesses can lead to the develop-
ment of hybrid detection systems that leverage both AI
efficiency and human intuition.

1.1. The Current Study. While technical reviews have
examined algorithmic approaches to deepfake detection
(e.g., [1, 11]), our systematic review comprehensively syn-
thesizes research specifically focusing on human detection
capabilities. This paper centralizes the human element, syste-
matically analyzing factors that enhance or impede human
detection accuracy across different contexts. This human-
centered approach addresses a critical gap in the literature,
particularly important given that end users—not algorithms
—are often the first line of defense against deepfake misinfor-
mation in everyday media consumption. Thus, the current
paper is aimed at providing a comprehensive review of the
literature on the human detection of deepfakes.

Specifically, the systematic review is aimed at addressing
the following research questions:

• RQ1: What existing studies have examined people’s
ability to detect deepfakes?

• RQ2: What interventions or variables influence peo-
ple’s ability to detect deepfakes?

2. Methods

2.1. Search Strategy. This review was carried out according to
the preferred reporting items for systematic reviews andmeta-
analyses (PRISMA) guidelines ([13]; see Table S1 for the
checklists). The review was registered on OSF (https://osf.io/
admgn/). The registration followed the PROSPERO template
and included research questions, databases, inclusion/
exclusion criteria, data extraction, and synthesis strategies.

A comprehensive search of five electronic databases
(IEEE, ProQuest, PubMed, Web of Science, and Scopus)
was conducted in December 2022 (see Table S2 for the full
search strategy). We ran an updated search in December
2023 to identify any new literature. To reduce the
possibility of publication bias, unpublished works and
dissertations were included. While no language restriction
was applied to the search, articles written in languages
other than English were excluded. No time limits were
imposed. Our search strategy included keywords relating to
deepfakes and people (subject or participant). The articles
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included in the data extraction were searched for forward
and backward citations using SpiderCite [14].

2.2. Selection Process. Rayyan.ai was used for the screening
process, which involved two phases: (1) title and abstract
review and (2) full-text review. For both phases, two
reviewers independently screened the identified studies,
and any discrepancies between reviewers were resolved
through a third reviewer.

As per the registration, we included studies that met the
following criteria: the record should (1) be an original study;
(2) be reported in English; (3) have examined people’s detec-
tion of deepfakes; (4) have examined the influence of an inter-
vention, strategy, or variable on deepfake detection, and (5)
have reported relevant data needed to evaluate detection

accuracy. Studies were excluded if they (1) focused exclusively
on AI-based detection methods without human participants,
(2) examined general media literacy without specific deepfake
detection tasks, (3) lacked criteria to assess detection accuracy,
and (4) used synthetic stimuli not mimicking the likeness of an
existing person or used stimuli subjected to retouching
methods merely to enhance a person’s features rather than
substantively alter their identity. The final exclusion criterion
was included to focus the review on the types of deepfakes
which have the greatest potential for harm (i.e., those in which
replicate an existing person’s likeness).

While limiting our review to English-language publica-
tions potentially excludes relevant international research,
our preliminary search indicated that most significant work
in this field is published in English.
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Figure 1: Different techniques used for face and speech manipulation.
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2.3. Data Extraction and Quality Assessment. The following
information was extracted from the full-text articles by the
first author: (1) details of the study (e.g., sample size, recruit-
ment information); (2) details of the deepfake used (e.g.,
what type of media was used, what dataset was used); (3)
intervention (if present) or variables assessed in relation to
detection performance; (4) performance outcomes; and (5)
how performance was measured.

The Joanna Briggs Institute (JBI) Critical Appraisal tools
were used to assess the methodological rigor of the studies
and to determine the extent to which a study has addressed
and mitigated potential sources of bias in its design, conduct,
and analysis. For the review, we specifically used the following
checklists: (1) quasiexperimental studies [15], (2) analytical
cross-sectional studies [16], and (3) qualitative research [17].

2.4. Synthesis Methods. We conducted a narrative synthesis
of the data. Given the substantial variability in the design
and outcomes measured in the included studies, we deter-
mined that a meta-analysis was not a suitable approach for
synthesizing the findings.

3. Results

3.1. Study Selection. A flow diagram showing the selection
process is provided in Figure 3. As shown, records were

mostly excluded during the full-text screening stage for not
using deepfake stimuli, using synthetic stimuli, lacking
human participants, or not including a detection perfor-
mance measure.

3.2. RQ1: What Existing Studies Have Examined People’s
Ability to Detect Deepfakes?

3.2.1. Study Characteristics. In total, 30 records with 40 inde-
pendent studies were included at the data extraction stage.
Sample sizes ranged from 19 to 11,088 and the majority of
the records were published after 2020. Most were experi-
mental studies (n = 31, 77.5% of the studies), and the media
used as deepfake stimuli were mostly videos with audio
(n = 22, 73.3% of the records). All audio stimuli were voice
conversions. Almost all video/image stimuli used face swap-
ping or lip-sync technique, except for three studies that used
morphing techniques [6, 7, 18]. See Figure 4 for a visual
breakdown of the characteristics of the reviewed studies
(see Table S3 for the extended summary of the study
characteristics).

Media were sourced from various datasets including
DFDC [9], Perceptual Experiments on Face Swaps (PEFS)
[19], trusted media challenge (TMC) [20], FaceForensics++
+ [21], and Celeb-DF [10]. A small number of studies used
stimuli that were created by the researchers themselves

(a)

(b)

Fake

Real

Fake

Real

Low quality High quality

Figure 2: Different qualities of deepfakes between and within different datasets. Note. Images were taken from the (a) DeepFake Detection
Challenge dataset and (b) Celeb-DF v2 dataset.
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(n = 7, 23.3%) using software such as DeepFaceLab and
JPsychmoph. One study asked participants to generate their
own deepfakes [22]. Some studies also used popular and
readily accessible deepfake videos of politicians created by

organizations such as Future Advocacy, Buzzfeed, the
Belgian Socialist Party, as well as from unknown sources.
Most of the subjects in the deepfake videos were regular
people (i.e., nonpopular figures; n = 17, 56.7%). Eight studies

Identification of studies via databases

Duplicates records removed (n = 186)Records identified from
databases (n = 1,696)

Title and abstracts
screened for eligibility
(n = 1,510)
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Figure 3: Flow diagram of the screening process.

1
2

3

6

8

10

0

2

4

6

8

10

12

2018 2019 2020 2021 2022 2023

C
ou

nt

Year of publication

Year of publication

73.3%

10.0%

10.0%

3.3%

3.3%

0 10 20 30 40 50 60 70 80

Video with audio

Facial images

Video only

Audio only

A facebook post and a deepfake video

Percentage (%)

D
ee

pf
ak

e m
ed

ia

Type of deepfake media

77.5%

20.0%

2.5%

0 10 20 30 40 50 60 70 80 90

Experimental

Cross-sectional (inc. user studies)

Qualitative

Percentage (%)

Re
se

ar
ch

 d
es

ig
n

Type of research design

17

8

4
1

0
2
4
6
8

10
12
14
16
18

Regular
people

Political
figure

Celebrity Political and
celebrity
figures

C
ou

nt

Deepfake media subject

Type of deepfake media subject

Figure 4: Characteristics of reviewed studies—year of publication, subject and type of deepfake media used, and type of research design.
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used political deepfakes, four used popular celebrity deep-
fakes, and one study used both political and celebrity figures.
The algorithms used for deepfake creation included deep
learning techniques and generative adversarial networks
(GANs). The stimuli presented to participants ranged from
1 deepfake clip to 100 deepfake–authentic clip pairings.

3.2.2. Risk of Bias Assessment. All records were assessed by
the first author, and a random selection of 20% of full-text
records (n = 6) was reviewed by another author (D.J.M.).
In cases where there was a disagreement on a criterion, the
two authors discussed the discrepancy until arriving at a col-
lective decision (see Table S4 for the result of the risk of bias
assessment). Most of the experiments were generally effective
in addressing bias in their design, conduct, and analysis.
However, none of the experimental studies had any follow-
up, and only two studies had pre–post measurements of the
outcome [6, 18]. Six of the experiments did not have a
control group or control condition.

For the cross-sectional studies, the research design (or at
the very least, reporting) could be improved. For example,
only one study had clear inclusion criteria [23]. Only half
of the studies clearly described their subjects and the
research settings, and two studies did not clearly identify
or control any potential confounding factors. One study
was unclear about their analysis. There was only one qualita-
tive study, and while there was congruence between the
research methodology, questions, data analysis, and inter-
pretation, other elements important to qualitative research,
such as the researchers’ philosophical perspective, localiza-
tion, and participants’ voice representation, were not
reported. However, it is important to note that qualitative
research in information sciences may not always follow the
same reporting conventions as in the social sciences or
health disciplines. In information sciences, qualitative stud-
ies often prioritize pragmatism over theoretical grounding
or reflexive positionality of the researcher [24].

3.2.3. How Well Do People Perform in Deepfake Detection?
As anticipated, performance varied significantly across
studies depending on the deepfake dataset used as well as
how detection was measured. As shown in Table 1, the
studies reviewed used a variety of performance metrics to
measure detection performance. These metrics include
forced choices, Likert scales, open-ended questions, area
under the curve (AUC), F1 score, precision, true positive
rates, false positive rates, and false negative rates. These met-
rics are summarized in Table 1. In some studies, measures
are converted into other metrics. For instance, Chen et al.
[20] converted participant’s Likert ratings into AUC to
compare people’s performance with AI detection models.
In Groh et al.’s [2] study, participants’ accuracy rating was
calculated based on their correct identification minus confi-
dence rating (i.e., if a participant responded “82% confident
this is a DeepFake” and the participant was correct, then the
participant was assigned an accuracy score of 0.82).

It is difficult to compare people’s detection abilities
across studies primarily due to the variety of metrics
employed. The most common approach is presenting a

stimulus to participants one at a time and directly asking
participants to indicate whether the stimulus was fake or
authentic (n = 19). Choices were often presented in either a
two-forced choice format (yes, no), but some used a three-
forced choice format (yes, no, I do not know). In some
studies, participants were shown both the deepfake and real
stimuli, at the same time, and participants had to choose
which one was fabricated [2, 7].

With these direct measures, detection accuracy ranged
from 57.6% to 75.43% (on average). These accuracy ratings
were often then used to calculate other metrics such as AUC,
F1 score, and recall. Metrics such as the AUC, F1 score, and
recall are often used in machine learning to evaluate the per-
formance of classification models, including those designed
for deepfake detection, allowing human performance to be
compared to machine learning detection models.

In some studies, judgment of the authenticity of videos
was assessed on ordinal or continuous rating scales. Thirteen
studies used a Likert scale format. For example, Dobber et al.
[30] used the items, “I find the video authentic” and “I find
the video credible” on a 1–7 Likert scale. In some cases, stud-
ies followed up Likert scales with open-ended questions ask-
ing participants to expand on their chosen rating. In Dobber
et al.’s [30] study, participants who scored below 4 on either
or both of the first two items were asked an open-ended
question about why they considered the authenticity and
credibility of the stimuli to be (somewhat) low.

Some studies measured participants’ detection judg-
ments in an indirect manner. For instance, Wohler et al.
[35] asked participants “did you notice anything in the
video?” to capture participants’ perceptions while watching
the videos. Detection was recorded if participants mentioned
that the video was fake (or mentioned suspecting as much).
In such studies, participants were not made aware that they
were watching manipulated videos. The detection rates of
these studies ranged from 0% to 83.5%.

Several studies assessed detection by asking participants
to evaluate the veracity of specific statements made within
the video (e.g., “did Obama called Trump a dipshit?” [26]),
suggesting that deepfake detection may not solely depend
on identifying visual or auditory manipulations but also
scrutinizing the plausibility and truthfulness of the content
presented. This metric is valuable when assessing deepfake
videos of popular figures, particularly those in politics. Studies
have shown the importance of assessing message content itself
as people’s agreement with the content of a message signifi-
cantly affects judgments of the authenticity of videos [38, 39].

3.2.4. Humans Versus Computers. As mentioned previously,
most studies on deepfake detection focused on the effi-
cacy of detection algorithms. Within the studies reviewed,
eight studies compared people’s detection abilities with
machine learning detection algorithms, but the algorithms
used varied across studies. For instance, Groh et al. [2]
used the machine learning detection model that won a
competition hosted by Partnership for AI, Facebook,
Microsoft, and Amazon. Out of 2116 submissions, the
top model achieved a 65% accuracy rate on the DFDC
dataset on the holdout set of 4000 videos (i.e., a portion

6 Human Behavior and Emerging Technologies
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of the original dataset that is completely set aside and not
used during model training or tuning). Groh et al. [2]
compared human performance with the winning model

using videos from DFDC and found that, among the par-
ticipants who saw at least 10 videos, 82% outperformed
the winning model.

TABLE 1: Performance metrics used in the reviewed studies.

Metric Performance measurement Overall detection performance (and some examples)

Correct identification/
accuracy

Participants classify videos as fake or real, typically via
forced-choice of yes/no or yes/no/I do not know. Some

use side-by-side comparison

Participants’ average score: 60.70% accuracy [4]; 57.6%
[3]; 75.43% (forced-choice) and 69.92% (sequential) [7]
Proportion of participants who correctly detected the
fake videos: ~30% participants [25]; 50.8% not deceived,
16% were deceived, and 33.2% were uncertain [26]; 6/20
participants correctly identified all videos [27]
Detection varies by video type and quality: Lip-sync:
52.6%, face swaps: 91.3%, real videos: 78.6% [28]; high
quality: 66.57%, low quality: 58.73% [21]

Likert scale

Participants rated stimuli realism/authenticity/
credibility/technical manipulation on a Likert scale;
sometimes assesses perceived accuracy of the claim

made by the deepfake subject

Realism: Five options “real,” “rather real,” “rather fake,”
“fake,” and “no idea.” Responses of “no idea” (which
constituted 14% of the total) were excluded from the
analysis, and answers of “rather real” or “rather fake”
were assigned a score of 0.5 [29]; authenticity/credibility:
Likert scale of 1–7, deepfake video was rated 3.70 out 7,
authentic video rated 4.18 out of 7 [30]; technically
manipulated: Likert scale of 1–7, Boris Johnson’s video was
rated 5.34 vs. Barack Obama’s video was rated 4.91 [23]
Perceived accuracy of claim: Likert scale of 1–7 “how
believable were the following elements of the political
speech?” Average rating was 3.44 out of 7 [31]; Likert scale
of 1–4, “…how accurate is the claim that Kim Kardashian
said that she manipulates people online for money?”
Average rating was 2.88 [32]; Likert scale of 1–7 of two
items: (1) “this video is fake/real” and (2) “what Mr.
Donald Trump/Mr. Barack Obama said in this video is
fake/real.”Donald Trump’s video was rated 4.55 vs. Barack
Obama’s video was rated 3.19. Perceived message fakeness
rating for Trump’s video was 4.88 vs. Obama’s video was
3.08 [33]

Open-ended
questions

Detection measured by participants mentioning
suspicion of inauthenticity

• Participants were interviewed and asked to identify
which videos they watched were real or fake and what
aspects of the videos that lead to their conclusions. 6
out of 20 participants correctly detected all videos [27]

• When participants were asked to summarize the
study’s aim in their own words, none commented
suspicion of video manipulation [34]

• In a free description task, participants were asked to
comment about video quality. In high-quality swaps,
participants reported artifacts 44.44% of the videos vs.
83.49% for the lower quality swaps [35]

Area under the curve
(AUC)

AUC represents the area under the ROC curve (which is
a two-dimensional measure of classification

performance—the true positive rate vs. false positive
rate). Scores range from 0 to 1

• The best algorithm model: 0.985 vs. participants: 0.870
[20]

• The best algorithm model: 0.7397 vs. participants
0.08747 [36]

• The best algorithmmodel: 0.957 vs. participants: 0.936 [2]

F1 score and
precision

Precision= true positives/true + false positives
F1 score (aka F-score) combines precision and recall

F1 score = 54%, precision = 81% [37]

True positive rate
(TPR)

True positive rate (TPR) aka hit rate or recall refers to
the proportion of actual deepfake stimuli that were

correctly identified as deepfake
TPR = 38% [37]

False positive rate
(FPR) and false
negative rate (FNR)

False positive rate (FPR) = authentic stimuli incorrectly
classified as fake; false negative rate (FNR) = deepfake

stimuli incorrectly classified as authentic

FPR = 23 8% – 42 6%; FNR = 24 0% – 41 0% [7].
Performance varied by manipulation difficulty

7Human Behavior and Emerging Technologies
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In a second experiment, Groh et al. examined the crowd
mean, which is the average response from participants for
each video [2]. Using a sample of the holdout videos, the
crowd mean accurately identified 74%–80% of the videos.
The crowd’s accuracy ratings were comparable to the win-
ning model’s accuracy rating of the sampled videos (which
is 80% for the sampled videos). In another study that used
DFDC videos, Korshonuv and Marcel [36] found that par-
ticipants outperformed state-of-the-art machine learning
detection models, achieving average AUC scores of 87.47%
compared to EfficientNet-trained-on-Google at AUC of
73.97%.

Other studies have conflicting findings, with one study
concluding that algorithms are “far better at detecting deep-
fake content than crowd cognitive abilities” [25]. Using the
same DFDC dataset, Salini and HariKiran [25] found that
approximately 70% of participants failed to detect the fake
videos, with over 40% also misclassifying real videos as fake
(i.e., false positives). In their study, detection algorithms
achieved an accuracy rating of over 90% for the same videos.
However, it is important to note that Salini and HariKiran
[25] only presented participants with three pairs of videos.
The authors also acknowledge that publicly available AI
detection tools are currently nonexistent.

Using another deepfake dataset (TMC), Chen et al. [20]
found that the best machine learning detection model
achieved an AUC of 0.985. In comparison, the overall
human performance scored an AUC of 0.870. In Kramer
et al.’s [6] study of facial morphs, the automated detection
model performed better than the best-performing human
(68.4% vs. 64%, respectively), revealing a significant advan-
tage for the automated detection model. Lastly, in the case
of audio deepfakes, humans tend to perform very poorly
compared to automated detection [29].

It is important to note the differences in performance
between human and machine learning in deepfake detection.
For instance, Korshonuv et al. [36] noted that machine
learning algorithms struggled the most with deepfake videos
that were easily discernible to human participants. Tahir
et al. [37] suggested that this disparity could stem from dif-
fering focuses between humans and machines on detection
tasks. Humans tend to prioritize main facial features such
as eyes, hair, and nose, often overlooking smaller details,
while detection systems prioritize more detailed aspects such
as ear placement and facial outline. This attention disparity
could be attributed to automated systems’ capacity to ana-
lyze images down to individual pixels. Furthermore, Groh
et al. [2] point out that the brain possesses a specialized
region for processing faces holistically. In their research,
humans were adversely affected by manipulations obstruct-
ing specialized face processing (e.g., inversion, misalign-
ment, and eye occlusion), whereas computer performance
remained unaffected. Overall, these studies suggest that peo-
ple perform comparably to detection algorithms at detection
tasks, possessing certain advantages that machines lack.

3.2.5. Eye-Tracking and Electroencephalography (EEG). Two
studies employed eye-tracking methodology to detect peo-
ple’s performance in deepfake detection [35, 37]. In Wohler

et al.’s [35] study, the distribution of eye fixations differed
between real and high-quality face-swapped videos. For both
real and low-quality videos, participants tended to fixate on
the nose, mouth, and eyes, with no significant difference in
their distributions. However, for high-quality face-swapped
videos, participants tended to fixate on the nose and mouth,
with fewer fixations on the eyes.

One study used EEG to assess cross-cultural perception
of deepfakes [40]. Participants (N = 10) were more accurate
in distinguishing between real and deepfake videos when the
video actor was speaking in a language that the participant
understood (e.g., English) and when the video actor was of
a similar ethnic background to the participants. The EEG
data suggested notable differences in brain activity patterns
related to the perception of authentic and deepfake videos
[40]. Brain activity patterns changing depending on whether
people are watching real or deepfake stimuli highlights the
adaptive nature of human perception, particularly in the
context of digital media manipulation. The findings point
to the potential for combining the strengths of both humans
and AI in a collaborative effort—a human-in-the-loop
(HITL) system. Such systems could leverage the unique
abilities of both humans and machines, leading to more
powerful and reliable deepfake detection systems [41].

3.3. RQ2: What Factors Influence People’s Ability to Detect
Deepfakes? The ability of people to detect deepfakes is influ-
enced by a variety of factors, which can be categorized at the
person level (factors inherent to individuals; see Table 2) or
stimuli level (factors related to stimuli themselves; see
Table 3). The effectiveness of potential interventions to
improve deepfake detection is also outlined (see Table 4).
For an overall summary of each study finding, see Table S5.

3.3.1. Person-Level Factors

3.3.1.1. Demographics. A few studies have examined the
impact of demographic factors on one’s ability to detect
deepfakes, either as main predictors or control variables
[32, 33, 37]. Overall, deepfake detection does not seem to vary
based on gender, education, income, or profession [7, 32, 37].
Multiple studies found that ethnicity does not impact deepfake
detection. However, one study found that deepfake detection
improved when the detector was familiar with the language
being spoken by the model or had a similar background to
the model [40]. Doss et al. [43] observed that older age is asso-
ciated with poorer detection. In Doss et al.’s [43] study, educa-
tors were more vulnerable to deepfakes than students. In
contrast, other studies have found no relationship between
detection and age [32, 33, 37].

3.3.1.2. Cognitive Ability, Analytical Thinking, and Truth
Bias. Cognitive ability and analytical thinking seem to be
associated with better detection of political and celebrity
deepfakes. Appel and Prietzel [23] found that an individual’s
tendency to think analytically is correlated with general
skepticism, which in turn is associated with being better able
to discern between genuine and manipulated information.
However, people also tend to display a “truth bias,” a
tendency to automatically assume that information is true

8 Human Behavior and Emerging Technologies
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by default [46]. In Son’s [44] study, truth bias was associated
with a higher likelihood of miscategorizing deepfake videos
as real.

3.3.1.3. Political Interest, Knowledge, Distrust, and Partisanship.
Some studies have assessed the impact of political interest,
knowledge, distrust, and partisanship on detection of political

TABLE 2: Person-level factors impacting deepfake detection.

Factor
Influence on

detection ability
Findings

Demographics

Ethnicity Mixed (—)
Ethnicity has no effect on detection ability [42] but people may be better at
detecting deepfakes when the model is the same ethnicity as the detector or

speaking a language the detector is familiar with [40].

Age Mixed (—)
Mixed results found between age and detection accuracy: Doss et al. [43] found
that older participants were more susceptible to deepfakes while others found that

accuracy has no relationship with age [32, 33, 37].

Other demographics (gender,
education, income, profession)

No effect (=/=)
Gender, education, income, and profession have no effects on detection

performance [32, 42, 7, 37].

Cognitive ability/analytical thinking Improves (↑)
Cognitive ability and analytical thinking are positively associated with detection

accuracy [32, 23].

Truth bias (i.e., uncritically
accepting belief of honesty)

Decreases (↓) Truth bias is associated with miscategorizing deepfakes as real [44].

Political interest, knowledge, and
distrust/partisanship

Mixed (—)

Political interest or partisanship has no association with deepfake detection
performance across most studies [23, 32]. Those with conservative political

attitudes may be less likely to correctly identify deepfakes, especially when video
content aligns with their political views [38].

Political distrust and prior held beliefs about the video subject are associated with
higher skepticism, regardless of whether the video is real or not [31].

Intuition and participant’s
emotional states

Mixed (—)
Individuals rely on intuition when doing detection tasks [27]. Anger is associated

with being more likely to miscategorize real videos as fake [2].

TABLE 3: Stimuli-level factors impacting deepfake detection.

Factor
Influence on
detection
ability

Findings

Familiarity with the deepfaked subject Improves (↑)
Familiarity with the video model was associated with better deepfake

detection [29, 27].

Perceived character of the deepfaked subject Decreases (↓)

Participants were more likely to categorize the real videos as fake when
they viewed the depicted subjects (in this case, Trump and Obama) as
dangerous. The opposite is observed for trust—participants who trusted
the depicted politician were less likely to categorize the deepfake video as

fake [33].

Quality of the deepfake video Mixed (—)

Higher-quality deepfakes are associated with fewer visual artifacts, making
them more difficult to detect [20, 35, 36, 42].

However, video perturbations can impact human judgment. Specifically,
imperfections in authentic videos can lead to them being miscategorized

as fake [2, 22, 37, 27, 35].

Type of stimuli (video vs. audio) Mixed (—)

Mehta et al. [22] found that one-third of audio-only deepfakes were
perceived as somewhat convincing but none of the combined audiovisual
deepfakes were considered realistic enough to be believable. However,
Ahmed and Chua [42] found no significant differences in perceived

accuracy between video deepfakes and audio-only deepfakes.

Technique used for deepfake generation Mixed (—)

Face swaps are easier to detect than morphs [7]. Lip-syncs are harder to
detect than face-swapped videos [28]. Lip-syncs are easier to detect when
there are unnatural or inconsistent lip/mouth movements [20, 30, 7, 28].
Morphs are easier to detect when they get to a 50% blend ratio. Error rates

also differ depending on the quality of the morph [7].

9Human Behavior and Emerging Technologies
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deepfakes. The effects of these variables are mixed. Overall,
political interest and partisanship do not appear to have an
impact on detection [23, 32]. However, one study found that
participants with conservative political attitudes were less
likely to correctly identify deepfakes, especially when the
deepfake content aligned with their political views [38].
Hameeler et al. [31] also showed if a statement made by the
video subject seemed out of character or unlikely for the
subject to make (i.e., “he would never say anything like this”),
participants were more likely to question the credibility of
the video, regardless of whether the video was a deepfake or
not. Hameeler et al.’s [31] study suggests that perceived
authenticity is influenced by how well the content aligns with
the participants’ expectations of the video subject’s character
or typical behavior.

3.3.1.4. Intuition and Participants’ Emotional State. Thaw
et al. [27] found that participants rely on their intuition to
determine whether videos are fake. Intuition, however, may
be influenced by various factors, including emotional states.
For instance, Groh et al. [2] induced anger in participants,
and while anger did not affect overall detection accuracy,
further analysis focusing solely on authentic videos revealed
that angered participants were more prone to incorrectly
identifying real videos as deepfakes. Thus, relying solely on
intuition may lead to inaccurate assessments, particularly
when emotions are heightened, as emotional responses
appear to cloud judgment and critical analysis.

3.3.2. Stimuli-Level Factors. Given that deepfakes are
computer-generated synthetic media, they often contain
visual artifacts, such as poorly rendered eyes, odd skin tex-
tures, or imperfect lip-syncing. These artifacts can usually
be detected with close examination. Thus, video features
such as these can impact detection rates [2, 20, 22, 27, 35].
It is not surprising that higher-quality fakes (with fewer visual
artifacts) are more difficult to detect than lower-quality fakes

[20, 22, 35, 36]. However, some studies also showed that video
imperfections (rather than computer-generated artifacts) can
impair human judgment, leading detectors to miscategorize
authentic videos as fake [2, 20, 22, 27].

Audio artifacts (e.g., distorted speech) can also occur. As
mentioned above, humans tend to perform very poorly in
detecting audio deepfakes [29], which may be attributable
to the lack of more obvious visual cues. In a study by Mehta
et al. [22], participants were instructed to assess the quality
of audio and video deepfakes produced by inexperienced
creators. When participants were asked to evaluate the audio
clips in isolation (i.e., without the accompanying video),
34.76% of clips were reported as sounding “vaguely” like
the person was being impersonated. However, when partici-
pants were presented with audio and video simultaneously,
none of the stimuli were considered realistic enough to con-
vince participants that the target individual was saying the
intended statement. In contrast, Ahmed and Chua [42] did
not find any significant differences in perceived accuracy
levels between deepfake and audio deepfakes.

The technique used to generate deepfake stimuli can also
impact detection performance. For instance, face swaps are
easier to detect compared to facial morphs [7] and lip-sync
videos are harder to detect than face swap videos [28].
However, unnatural lip movements, or speech and mouth
movement inconsistencies, are critical tell-tale signs of
manipulation [7, 20, 28, 30], suggesting that poor quality
lip-syncs are quite easy to detect.

Detection performance also varies within the same deep-
fake generation technique. For instance, morphs are easier to
detect when they get to a 50% ratio—i.e., equal blend of two
faces [7]. Furthermore, Nichols et al. found that participants
were more likely to make false-negative errors (i.e., saying a
photo is fake, when it is real) for lower-quality morphs. The
inverse was true for higher-quality morphs—participants
were more likely to make false-positive errors (i.e., saying a
photo is real, when it is fake). This suggests that the

TABLE 4: Interventions to improve deepfake detection.

Factor
Influence on
detection
ability

Explanation

Raising awareness about deepfakes No effect (=/=)
Raising awareness about the dangers of deepfakes has no impact on

detection performance [3]

Warnings Mixed (—)

Warnings that a video might be faked yields mixed results. Providing a
warning label that a video may be deepfaked results in detectors

doubting the authenticity of both deepfake and authentic videos [39].
Withholding warnings results in decreased likelihood of questioning

the veracity of deepfake videos [32]

Revealing AI prediction Improves (↑)
Providing the predictions of AI detection programs increases the

performance of human detectors [2]

Financial incentives No effect (=/=) Financial incentives do not impact detection performance [3]

Media literacy training Improves (↑) Media literacy training improves detection performance [45]

Deepfake detection training with example videos Improves (↑)
Deepfake detection training module with example videos improves

detection accuracy [37]

Providing written tips Mixed (—)
Mixed results as to whether providing written detection tips improves

detection performance [6, 18, 4]

10 Human Behavior and Emerging Technologies
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relationship between error rates (FPR and FNR) reverses for
easy and hard-to-detect morphs.

The identity of the person being deepfaked may also
impact detection judgments. In general, familiarity with the
deepfaked subject enhances one’s ability to identify discrep-
ancies or anomalies in the content [27, 29]. However, the
perceived character of the depicted individual can compli-
cate this effect. In Ng’s [33] study, participants rated videos
of Donald Trump as more fake (4.55 out of 7) than videos
of Barack Obama (3.19 out of 7). When Trump or Obama
was considered dangerous by participants, they were more
likely to categorize the real videos as fake. The opposite is
observed for trust—participants who trusted the depicted
politician were less likely to categorize the deepfake video
as fake [33].

3.3.3. Potential Interventions. A number of interventions to
improve detection performance have been tested in the liter-
ature, showing mixed results. Raising awareness about the
dangers of deepfakes or offering monetary incentives for
correct detections do not impact detection performance
[3]. Providing warnings that a video might be faked is
associated with increased accuracy ratings [32]. However,
providing warning labels may have the unintended conse-
quence of causing participants to doubt the authenticity of
all videos watched, regardless of whether they fake or not
[39]. Other studies investigated the effectiveness of targeted
detection strategies in the form of written tips outlining
common visual artefacts found in deepfakes. Some examples
of these tips include instructions to pay attention to whether
“skin appears too smooth or too wrinkly” [4] or smoother
than in normal photographs [6] or to look for “ghost-like”
outlines around the face [18]. Providing this kind of basic
detection guidance yielded no improvement on detection
accuracy [4, 6]. In contrast, Robertson et al.’s [18] study
involved an additional element of training whereby feedback
was provided to participants after each trial, which resulted
in improved detection performance.

Intervention that incorporated interactive training
seemed to be the most effective, especially if coupled with
example videos and feedback. Studies that utilized a similar
approach include El Mokadem’s [45] study whereby partic-
ipants went through a media literacy training program based
on Inoculation Theory delivered via a lecture format. The
lectures highlighted the threat of misinformation and deep-
fakes. Examples of misinformation posts and deepfake
videos were also provided, with guidance on how to detect
them and how to verify content on social media. Tahir
et al. [37] developed a short training module with example
videos highlighting visual anomalies (e.g., skin discoloration,
facial flickering, and unnatural features). Trainees were
warned against relying solely on inconclusive factors, like
unprofessional looking logos. In both studies, participants
who underwent the training showed better deepfake detec-
tion performance compared to a control group.

Another promising intervention is to provide humans
with predictions generated by AI-based detection models.
Groh et al. [2] found that participants performed better on
a detection task when shown an AI’s assessment of a video’s

authenticity. This suggests that AI can serve as a valuable tool
in assisting humans to identify deepfakes more effectively.

4. Discussion

This review was aimed at synthesizing the current state of
research on human deepfake detection. In total, 40 studies
from 30 records were reviewed. This review differs from pre-
vious reviews, which focus primarily on the performance of
automated deepfake detectors [1]. Despite the general efficacy
of automated deepfake detectors, this technology is yet to be
deployed on a mass scale (e.g., integrated into social media
feeds), meaning that humans are still largely reliant on their
own detection abilities when exposed to deepfakes while
browsing social media. Thus, it is crucial to understand human
performance in detecting AI-manipulated media.

4.1. Person-Level and Stimuli-Level Factors Impacting Deepfake
Detection. Our review found that detection accuracy varied
across studies, highlighting the complexity and challenges of
identifying manipulated media. This variation in performance
can be attributed to methodological variations between studies
and also to a range of other factors occurring at both the person
and stimuli level. At the person level, higher cognitive ability,
analytical thinking skills, and the tendency not to accept infor-
mation at face value are all associated with better deepfake
detection [23, 32]. Demographic factors such as gender, educa-
tion, and income level appear to have no discernible effect on
detection performance [7, 32, 37, 42], while studies into the
effects of ethnicity and age yield inconsistent results [32, 37,
43]. Interest in and knowledge of politics and political distrust
demonstrate inconsistent effects on detection performance [23,
32], so too do intuition and emotional arousal [2, 27].

At the stimuli level, greater familiarity with the deep-
faked subject and poorer quality deepfakes detect are both
associated with better deepfake detection. However, several
caveats should be discussed. First, the relationship between
familiarity and detection accuracy is complicated by viewers’
pre-existing perceptions of the depicted individuals [33].
Second, while lower-quality deepfakes are generally easier
to detect [20, 35, 36, 42], imperfections in authentic videos
(e.g., lighting inconsistencies or unusual framing) can lead
viewers to miscategorize genuine content as manipulated
[2, 22, 27, 35, 37]. This suggests that detection accuracy
depends not only on the presence of deepfake-specific arti-
facts but also on viewers’ ability to distinguish between
intentional manipulation and incidental quality issues in
digital media. Type of stimuli (video versus audio) and the
technique used for deepfake generation (e.g., face swapping,
lip-syncing, and level of morphing) demonstrated mixed
results [7, 20, 22, 28, 30, 42]. This variability likely stems
from the differing perceptual demands each manipulation
type places on viewers.

4.2. Consistency in Performance Metrics. We also found that
it was difficult to compare people’s detection abilities across
studies primarily due to the variety of metrics employed to
measure detection. Given the variability in measurement
found in the studies reviewed, we provide the following
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recommendations to standardize the field of human detec-
tion of deepfakes, with an overall aim to improve reporting
and ease of quantifying effects across this literature. First,
we suggest that authors avoid using Likert scales or other
continuous measures in relation to the categorization of
stimuli as fake or real, as these kinds of nondichotomous
response formats impede the calculation of useful statistics
such as hit rate and specificity.

If authors do wish to make use of nondichotomous
response formats (for example, to capture participant uncer-
tainty), they may consider either a three-point format (fake,
unsure, real) or the use of a Likert-type scale with real and
fake as anchor points (see Figure 5). If using Likert-type
scales with even-numbered response options, data can be
dichotomized during analysis (e.g., grouping response
options 1–3 and 4–6 as categorizations of fake and real,
respectively), although issues regarding dichotomization of
continuous variables should be noted (see [47]).

When using dichotomous response formats, overall
accuracy can be calculated as a simple and intuitive measure
of performance. The mean accuracy of a sample may be
reported in a percentage (e.g., “on average, the control group
correctly categorized 61.4% of stimulus videos”) or raw score
format. In the latter case, the number of stimuli presented to
participants should be made clear so that raw scores can be
converted to percentages if needed (“of the 15 stimulus
videos presented, participants correctly categorized 9 on
average”). It is also recommended that researchers indicate
the accuracy that would be expected by chance alone to pro-
vide context for accuracy scores.

We recommend that researchers, in addition to report-
ing overall accuracy, also report participant performance
statistics separately for real and deepfake stimuli. This infor-
mation can be presented in a confusion matrix (which
reports the frequency of true positives, true negatives, false
positives, and false negatives; see Figure 6). From the confu-
sion matrix, several elementary classification measures can
be derived, such as accuracy, error rate, sensitivity, specific-
ity, precision and the F measure. Some of these (e.g., F mea-
sure) are frequently reported in relation to the performance
of machine learning models. Providing the information
required to calculate these measures would therefore facili-
tate the comparison of human raters under various condi-
tions to machine learning models. For studies that draw
randomly from video databases (e.g., [20]), accuracy can be
presented at the trial level (e.g., “2702 out of 4510 fake trials
were correctly identified”).

Researchers should also report the characteristics of the
stimuli used, at the bare minimum, the source of the stimuli,
the type of models depicted (whether celebrities, political fig-
ures, regular people, or a mixture), and information about
the intervention if applicable. These factors can influence
detection difficulty; thus, reporting these kinds of details
can help contextualize findings.

4.3. Interventions to Improve Human Detection of Deepfakes.
The ease with which high-quality deepfakes can now be gen-
erated, coupled with the potential for this technology to be
used maliciously, has resulted in research interest in devel-

oping interventions to enhance the public’s ability to detect
deepfakes. Despite this growing interest, it appears that, with
a few exceptions, the interventions applied up to this point
have been ineffective. Incentivizing performance, by raising
awareness of the dangers of deepfakes or providing financial
incentives for good performance, does not appear to bolster
detection [3], while providing warnings about the potential
for a video being deepfaked seems to increase detection of
deepfakes, but at the expense of mistrust of authentic videos
[39]. Furthermore, explicitly teaching detection skills by pro-
viding written detection tips does not appear to improve
detection compared to control [4, 6].

These findings suggest that interventions should go
beyond raising awareness about deepfakes and the use of
labeling techniques (as in recent social media initiatives to
label AI-generated content; Bickert, [48]). Our review
suggests that media literacy training may be effective in
improving performance. Interactive training activities in
which feedback and/or example videos are provided also
appear to bolster detection performance [18, 37]. Therefore,
the most promising approach to improve detection ability, at
least in the short term, appears to be general media literacy
training focused on developing analytical thinking skills,
coupled with interactive training activities in which immediate
feedback is provided. Additional testing may be required to
assess whether incorporating practice sessions with increasing
difficulty levels can further build detection performance.

4.4. Human–AI Collaboration. As noted, humans and AI
systems tend to focus on different aspects during deepfake
detection. On the one hand, AI can quickly analyze vast
amounts of data at a granular level, focusing on specific
details that may elude the human eye. For example, Fake-
Catcher detects synthetic videos by detecting changes in
faces to infer blood flow [49]. FakeCatcher assesses whether
skin color changes naturally over time as the heart pumps
blood and whether there is coherence across facial regions.
In one test, the detector reached a 91% accuracy rating.

Humans, on the other hand, excel at holistic facial
processing and can process contextual information. For
instance, an AI-generated image of Joe Biden was circulated
online, depicting Biden in military fatigues while seemingly
in discussion with military personnel [50]. However, some
people may be aware that it would be atypical for a president
to dress in a military combat uniform and thus may be
skeptical of the image based on their prior contextual
understanding.

Consideration should be given to how to integrate feed-
back from AI-based deepfake detection models to bolster
human performance (and vice versa). Given the speed at
which AI can process videos, there is scope for AI to be used
to do an initial “first-pass” check for manipulated media.

Ο Ο Ο

Ο Ο Ο Ο Ο Ο Real

Option 1

Option 2

Fake

Fake

Unsure Real

Figure 5: Suggestions for Likert-type scales.
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Knowing that there will be errors, human raters can then
focus on classifying these errors. Feedback from humans
can then be used to refine the AI algorithms, making algo-
rithms more attuned to the types of errors that humans are
good at catching. AI systems could be trained to mimic
human scanning patterns of faces, potentially improving
their ability to detect deepfakes in ways that humans find
intuitive. This could involve training algorithms on datasets
that have been annotated according to human focus areas
like eyes, nose, and mouth, as suggested by the differing
focuses observed between humans and machines [35].
Furthermore, humans are capable of providing context and
analyzing and tracing sources of information, processes that
are still hard to automate [51].

The complementary nature of human and AI capabilities
suggests that there is potential to leverage human–AI
collaboration to improve deepfake detection. By developing sys-
tems that combine the strengths of both humans andmachines,
we may be able to achieve higher levels of detection accuracy
and resilience against increasingly sophisticated manipulations.

4.5. Limitations and Future Studies. The current review
focused on deepfakes in which the likeness of an existing
person was imitated. Accordingly, studies that examined face
retouching or face or voice synthesis were excluded from this
review. This narrower focus limits the generalizability of the
findings to these types of manipulated digital media.

Furthermore, it is also important to recognize that deep-
fake technology is continuously evolving and that the rapid
development of these technologies may limit the applicability
of the findings to the latest deepfake techniques. For instance,
there is currently very little research on audio-based deepfakes.
As new deepfake methods emerge and existing ones become
more sophisticated, the strategies and findings discussed in
this review will need to be updated and reassessed.

This review was limited to English-language publica-
tions. We acknowledge that because of this, our review is
restricted in its global representation and thus may have
overlooked important cultural and societal factors that could
influence detection accuracy. For example, countries are
likely to differ on sociocultural variables, like trust in govern-
ment and media, variables which could impact general skep-
ticism toward videos. Future research should investigate
these possibilities.

Another limitation to consider is the lack of longitudinal
data in the included studies. Most of the studies in this
review are cross-sectional or experimental. This makes it dif-
ficult to draw conclusions about the long-term effectiveness
of deepfake detection interventions or how detection abili-
ties are changing as deepfakes become more embedded in
our popular media over time. We suggest interventions that
can be consistently demonstrated to be efficacious in the
short term should be longitudinally investigated to demon-
strate that these training effects are not merely transitory.

4.6. Conclusion. In conclusion, this systematic review pro-
vides valuable insights into the current state of research on
human deepfake detection. The findings highlight the
complex interplay of factors influencing people’s ability to
identify manipulated media, including person-level character-
istics, stimuli-level features, and potential interventions. While
some studies suggest that humans perform comparably to, or
even outperform, machine learning algorithms in certain con-
texts, the rapidly evolving nature of deepfake technology pre-
sents ongoing challenges. The general lack of efficacy for the
tested interventions underscores the need for further research
to inform our understanding of how to enhance human detec-
tion capabilities. As deepfakes become increasingly sophisti-
cated and prevalent, a multifaceted approach that combines
technological tools, human expertise, andmedia literacy educa-
tion may be necessary to combat the threats posed by AI-
manipulated media. Collaboration between humans and AI,
leveraging their respective strengths, is a promising solution.
By shedding light on the current landscape of human deepfake
detection research, this review provides a foundation for future
studies and informs the development of countermeasures to
mitigate the potential harms associated with deepfakes.
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Figure 6: Confusion matrix.
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