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Significance

Predicting the capacity of 
migratory animals to adjust to 
environmental change is a key 
challenge in ecology. We 
developed a modeling framework 
to predict migrations of several 
shorebird species, using past 
(1960s), present (2010s), and 
potential future (2060) 
conditions, in one of the world’s 
most rapidly changing flyway—
the East Asian- Australasian 
Flyway. By comparing model 
predictions with empirical tracks, 
we show how much migrations 
need to change and how the 
required changes differ markedly 
among species. Overall, larger 
species require more 
fundamental changes, such as 
using entirely different sites and 
routes, to maintain optimal 
strategies, whereas smaller 
species need less- profound 
adjustments. Our framework 
provides a powerful tool to 
identify required adaptations in 
migratory behavior due to 
multiple concurrent 
environmental changes.
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The pace and scale of environmental change represent major challenges to many 
 organisms. Animals that move long distances, such as migratory birds, are especially 
vulnerable to change since they need chains of intact habitat along their migratory 
routes. Estimating the resilience of such species to environmental changes assists in 
targeting conservation efforts. We developed a migration modeling framework to predict 
past (1960s), present (2010s), and future (2060s) optimal migration strategies across 
five shorebird species (Scolopacidae) within the East Asian- Australasian Flyway, which 
has seen major habitat deterioration and loss over the last century, and compared these 
predictions to empirical tracks from the present. Our model captured the migration 
strategies of the five species and identified the changes in migrations needed to respond 
to habitat deterioration and climate change. Notably, the larger species, with single or 
few major stopover sites, need to establish new migration routes and strategies, while 
smaller species can buffer habitat loss by redistributing their stopover areas to novel or 
less- used sites. Comparing model predictions with empirical tracks also indicates that 
larger species with the stronger need for adaptations continue to migrate closer to the 
optimal routes of the past, before habitat deterioration accelerated. Our study not only 
quantifies the vulnerability of species in the face of global change but also explicitly 
reveals the extent of adaptations required to sustain their migrations. This modeling 
framework provides a tool for conservation planning that can accommodate the future 
needs of migratory species.

global change biology | optimal migration | habitat deterioration | avian migration |  
stochastic dynamic programming

Environmental change threatens biodiversity worldwide (1). Migratory animals are especially 
vulnerable since they rely on intact chains of resources along their migration routes (2). 
While some migrants have responded by adjusting their migration routes and schedules, 
the responses have typically been insufficient to keep pace with recent environmental change 
(3, 4). Migrants increasingly encounter multiple and often independent threats across sites 
they visit during their journeys (5, 6). Among these changes, climate change is altering the 
optimal timing of migration (7, 8), leading to phenological mismatches between migrants 
and their food sources (9, 10). Habitat deterioration, on the other hand, threatens the 
integrity of the network of sites that connect breeding and nonbreeding locations, notably 
if it extends into considerable or complete loss of habitat. Even if only occupied for a short 
period of time, specific staging sites within a migration network can be crucial to sustaining 
overall migration flow and hence the persistence of entire populations (2). Consequently, 
even low levels of habitat deterioration at critical sites can lead to rapid declines or even 
extinction when alternative sites are lacking, particularly when migrants possess inadequate 
adaptive capacity to compensate for these changes (11, 12). Thus, predicting the capacity 
of migrants to adaptively adjust to environmental change is one of the key challenges in 
ecology (13). Until recently, limited possibilities to track individual migration behavior have 
hampered understanding of whether migrants have responded to past and ongoing changes, 
whether these responses are sufficient, and what type and degree of response is needed to 
persist under future environmental change scenarios.

The East Asian- Australasian Flyway has seen profound habitat degradation and loss due 
to pollution, overexploitation, and land reclamation over the last six decades (14). Millions 
of shorebirds migrate along this flyway coannually and rely on intertidal mudflats along 
the coast for resting and refueling. In the Yellow Sea region, habitat deterioration has been 
most intense with an estimated loss of intertidal mudflats of over 50% (15), a number 
which only includes the shrinking and complete loss of sites but not the concurrent reduc-
tion in the quality of remaining habitats and sites. This particular region, however, hosts a 
large proportion of the flyway’s migratory shorebirds during migration (15, 16). The rapid 
declines of many shorebird species and populations are a likely consequence of these changes 
(17–19), and there is concern that with the loss of these and other migrants across the D
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globe, a major component of biodiversity will be lost along with 
their important functional roles in ecosystems worldwide (20, 21).

Migratory birds in general, and shorebirds in particular, are 
declining across most of the world’s major flyways (e.g., refs. 13 
and 22). Yet, even within the East Asian- Australasian Flyway, there 
is great variation in the magnitude of declines (18): Some species 
are declining by up to 11% per year (e.g., Curlew Sandpiper, 
Calidris ferruginea), while others seem relatively stable (e.g., 
Red- necked Stint, Calidris ruficollis). Although the exact reasons 
for these varying declines remain unclear, they are presumably 
driven by a combination of the varying speed and magnitude of 
environmental changes in different sites interacting with each 
species’ intrinsic migration strategy (12, 23, 24). Migration strat-
egies are at least partly dependent on body size (25), which sets 
physiological capacities, including factors such as how far a bird 
can fly in a single bout, the amount of body reserves it can accu-
mulate, and the energetic cost of flight. Migration strategies 
mainly differ in the number of intermediate stopover sites used 
and the distances covered between them. Environmental changes 
may affect species with different migration strategies differently. 
For instance, if a migrant with a single stopover site and long 
migration bouts faces habitat deterioration at its only stopover 
site, it must either change migration strategy or it will go extinct 
(26), whereas the loss of one stopover site might only require slight 
adjustments to the overall migration strategy if that site is part of 
a well- connected network of many stopover sites (23).

Here, we develop a modeling framework to predict the optimal 
migration strategies of shorebirds. We focus on both ecological and 
species- specific features, including body size and physiological capac-
ity, and relate these to observed changes in environmental conditions 
across the East Asian- Australasian Flyway. For specific populations 
of five closely related shorebird species (Scolopacidae) with contrast-
ing body sizes, we predict optimal historical (1960s), present (2010s), 
and future (2060s) migration strategies and compare model predic-
tions with empirical tracking data (n = 61) collected between 2013 

and 2019. Specifically, we test the hypotheses that a) species with 
smaller body sizes require more stopover sites distributed along the 
flyway and can thereby buffer adverse changes at specific sites, and 
b) the observed migrations of smaller species today are closer to their 
predicted optimal migrations, whereas larger species require more 
significant changes in their migrations and are more likely to display 
suboptimal journeys given the recent period of rapid environmental 
change. In addition, we identify the relative importance of stopover 
regions across the flyway and predict how this may shift to novel 
areas and require the establishment of novel stopover sites under 
future environmental changes.

Modeling Optimal Migration

We developed a state- dependent dynamic migration model to 
calculate the fitness- maximizing movement decisions of a migra-
tory bird (27–29) on its (northward) migration from nonbreeding 
to breeding sites. We particularly focused on spring migration 
because of its explicit relevance for individual fitness (e.g., ref. 30). 
In each time- step, a bird can choose between remaining and for-
aging on its present site or migrating to one of the next sites. 
Decisions depend on body stores, time of the year, and expected 
conditions at present and subsequent sites. The model was param-
eterized for specific populations of five closely related shorebird 
species (Fig. 1) for which empirical tracks (n = 61) of their migra-
tions along the East- Asian Australasian flyway exist: Bar- tailed 
Godwit Limosa lapponica baueri, Great Knot Calidris tenuirostris, 
Red Knot Calidris canutus (5 rogersi and 1 piersmai), Curlew 
Sandpiper, and Red- necked Stint. We calculated the optimal, i.e., 
fitness- maximizing, decisions, which included trade- offs between 
gaining energy and avoiding predation, and also weighed the ben-
efits (or costs) of being closer to the breeding grounds against the 
benefits (or costs) of staying at the present site (for details on how 
optimal decisions are calculated, see Materials and Methods and 
SI Appendix, section S1).

Fig. 1.   Major input data and parameter calculations of the model, leading to predictions of optimal routes and migration timing in shorebirds along the East 
Asian- Australasian Flyway. Remotely sensed data on intertidal mudflat extent, snow cover, and modeled surface temperature were summarized into daily 
grids spanning the flyway. Species- specific parameters, such as maximum fueling rates, temperature- dependent energy expenditure, and flight capacities, 
were calculated using established allometric relationships and the species’ lean body mass. The spatially explicit datasets were then combined with the species 
parameters to derive grid- based optimal arrival dates (figure shows optimal arrival dates for locations of individual- specific breeding sites), fueling rates, and 
energy expenditure over time. The state- dependent optimization routine produces decision matrices (probability of moving to any site on a given day and for 
any possible body condition) that are used to predict optimal migration routes and timing. Bird illustrations by José A. Sencianes, courtesy of Conservation of 
Arctic Flora and Fauna (CAFF).D
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The most relevant model parameters define species- specific phys-
iological identities such as subsistence energy (temperature- dependent 
energy expenditure), maximal fueling rates, and flight costs. The 
East Asian- Australasian Flyway was divided into a hexagonal grid 
(diameter of 400 km and area of 138.564 km2). Environmental 
conditions in each cell were defined for scenarios of past (1960s), 
current (2010s), and predicted future conditions (2060s). We used 
a set of three variables—daily temperature, intertidal mudflat extent, 
and snowmelt date—assuming that i) ambient temperatures influ-
ence energy expenditure, ii) intertidal mudflat extent characterizes 
food availability and thus foraging options, and iii) snowmelt date 
determines optimal arrival time at the breeding grounds. Their spe-
cific values were extracted from remote sensing and climate reanal-
ysis modeling products for past and present conditions as well as 
for future temperature projections. Potential habitat availability and 
optimal arrival timing for future scenarios were extrapolated from 
the trend and inferred by temperature projections, respectively (for 
details, see Materials and Methods and SI Appendix, section S2).

For each empirical track, with its specific major nonbreeding 
site and breeding site combination, we simulated 200 species- specific 
optimal migration trajectories for each period (1960s, 2010s, and 

2060s). From all modeled tracks, as well as from the empirical 
tracking results, we extracted values characterizing migration strat-
egies: migration duration as the period from the departure in spring 
to the arrival at the breeding site and migration distance as the 
distance traveled from major nonbreeding site to the breeding site. 
In addition, we grouped the number of stopover sites of empirical 
tracks based on the spatial grid of the model to allow comparison 
between model prediction and empirical tracks. The duration of 
the stopover per site was also used to derive individual and 
species- specific migration strategies.

Results

Empirical Tracks. Individual geolocator tracks indicate distinct 
species- specific spring migration strategies (Fig.  2, Left panel) in 
terms of distances, number of stopover sites, and relative time spent 
on each site. The largest species, the Bar- tailed Godwit [250 g lean 
body mass (lbm)], migrated the longest distances (16,200 ± 550 
km), employing the extreme “jump” strategy with only one major 
stopover site in the Yellow Sea where individuals spent on average 
88.2% (95th percentile; 71.8 to 100%) of the entire migration 
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Fig. 2.   Empirical tracking results for the five species (Left panels: Bar- tailed Godwit, Great Knot, Red Knot, Curlew Sandpiper, and Red- necked Stint) and model 
predictions for the past (1960s), the present (2010s), and future (2060s) periods. The colored circles indicate stopover sites with the size showing the relative time 
spent during the prebreeding migration period and across all individuals of the species. The Right bar- plot panels for each modeled prediction show the general 
migration strategy of relative site use. The x axis indicate the number of stopover sites ordered by the time spent on this site in relation to the entire migration 
duration. Orange color illustrates the percentage of new sites in relation to the 1960s model prediction. Bird illustrations by José A. Sencianes, courtesy of CAFF.D
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duration. Only a small fraction of time (11%, 95th percentile; 0 to 
30.7%) was spent on a second site, close to the major stopover site. 
Great Knots (144 g lbm) and Red Knots (105 g lbm) made use of 
several stopover sites (range: 4 to 8 sites) of which one or two sites 
were used for a much longer period of time compared to the other 
sites [58.2% (34.8 to 76.4) and 63.5% (52.6 to 81.9) of the entire 
migration duration, respectively]. The major stopover site of Great 
Knots was in the Yellow Sea region, used for 78.8% (55.4 to 94.5) 
of total migration duration, Red Knots extensively used shorelines in 
northern Australia (e.g., Gulf of Carpentaria) and southern Indonesia 
[61.3% (52.6 to 81.9) of total migration duration]. The two smaller 
species, the Curlew Sandpiper (55 g lbm) and the Red- necked Stint 
(23 g lbm), generally used more stopover sites (range of 3 to 6 and 4 
to 10, respectively) with a larger spatial spread and tended to spend 
time on those sites more evenly (Fig. 2).

Model Predictions and Comparisons. The model predicted 
different migration strategies for the species, which generally also 
changed markedly over time, with the exception of Red- necked 
Stint (Fig. 2). Comparing empirical tracks with model predictions 
showed apparent similarity between empirical tracks and present- 
day scenario (2010s) predictions for the two smaller species, while 
for the three larger species there was a better apparent similarity 
with the predictions for the past scenario (1960s) (Fig. 2). This 
was corroborated by comparing the distribution of time spent at 
stopover sites between model predictions for the three different time 
periods and the empirical tracks (Fig. 3A). In the three larger species, 
the similarity was higher for predictions under past environmental 
conditions (1960s) (with r- squares of r2 = 1, r2 = 0.96, and r2 = 0.98 
in Bar- tailed Godwits, Great Knots, and Red Knots, respectively). 
In Curlew Sandpipers, the present and future scenarios had a higher 

similarity (r2 = 0.99, 0.98) compared to the past scenario (r2 = 0.88), 
and similarities did not differ between past and present predictions 
in Red- necked Stints (r2 = 0.97 to 0.99).

We quantified the necessary adaptations to maintain optimal 
migration strategies by comparing the predictions for the present 
(2010s) and future (2060s) scenarios with those for the past (1960s) 
scenario (Fig. 3 B, Left). Great Knots required the largest adapta-
tions to remain within the optimal scope (r2 = 0.26; values between 
0 and 1 indicate the strength of the discrepancy between migration 
strategies in the 1960s to the respective period). Curlew Sandpiper 
(r2 = 0.17) and Bar- tailed Godwit (r2 = 0.12) also required a sub-
stantial adaptation, followed by Red Knots (r2 = 0.1), whereas 
Red- necked Stints (r2 = 0.01) did not need major changes to their 
migration strategy. In the comparison between past conditions and 
future scenarios, a strong correlation with body size was apparent, 
suggesting that the need to adapt would be largest in the three 
larger- bodied bodies species (Bar- tailed Godwits r2 = 0.16, Great 
Knot r2 = 0.22, Red Knot r2 = 0.18) and considerably less in Curlew 
Sandpiper (r2 = 0.07) and Red- necked Stint (r2 = 0.03).

Model predictions also suggested a major change in the use and 
importance of sites between the different time periods (Fig. 3 B, 
Right). Comparing the present- day (2010s) simulation with the 
past simulation showed that the percentage of time spent in novel 
sites, i.e., sites not used before, is highest in Curlew Sandpiper 
(95.4%), intermediate in Bar- tailed Godwits (52.8%), Great 
Knots (54.7%), Red- necked Stints (43.0%), and lowest in Red 
Knots (19.6%). A strong body size relationship was found in the 
changes from the past to the future conditions, with the largest 
species stopping at sites that were almost never used in the 1960s 
simulation (99.9% in Bar- tailed Godwits, and 100% in Great 
Knot). High proportions of time spent in new sites were also 
found in Red Knot (88.9%) and Curlew Sandpiper (91.1%), 
while this was considerably lower in Red- necked Stints (52.1%).

In all species except for the Red- necked Stint, predicted migra-
tion durations increased over time (Fig. 4; relative increase from 
past to future predictions, Bar- tailed Godwit 159%, Great Knot 
185%, Red Knot 170%, Curlew Sandpiper 119%, Red- necked 
Stint 93%). In Curlew Sandpipers, the predicted migration dura-
tion was longest under present conditions (165% of past optimal 
migration). The predicted longer migration duration is a result of 
individuals leaving the wintering site considerably earlier (most 
pronounced differences between the past and the present scenar-
ios) while also arriving slightly earlier on the breeding sites (due 
to earlier optimal arrival window in northern latitudes due to 
climate change: See details in SI Appendix).

The relative time spent at different latitudes changed across the 
three model predictions. Under past conditions (1960s), most indi-
viduals relied on the Yellow Sea region and notably Bohai Sea (~37 
to 41 °N). This reliance on the Yellow Sea changed already for present 
(2010s) and even more so for future (2060s) conditions, under 
which birds increasingly use alternative locations that lie more south-
erly (20 to 33 °N and near the equator) and are more dispersed.

Discussion

We have shown that simple body size and related allometric rela-
tionships can explain fundamental differences in migration strategy 
among species and how environmental change might differentially 
affect them. Indeed, morphology constrains the movement and 
dispersal of animals and can often explain bird and mammal 
responses to landscape structure (23, 31–33). Our model applies 
this concept to long- distance migration and demonstrates that 
general migration strategies, including timing and routes, can be 
predicted based on body size.
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A striking difference in migration strategies across species was 
the continuum of “hop, skip and jump” strategies (34), ranging 
from frequent stops in the small- bodied Red- necked Stint, through 
to extreme jump strategies in the much larger Bar- tailed Godwit 
that covers the distance from New Zealand to Alaska with a single 
major refueling stop (Fig. 2). The variation in migration strategy 
across this gradient therefore seems fundamental in influencing 
the resilience of species and populations to environmental change 
(e.g., ref. 23).

Within the East Asian- Australasian Flyway, the Yellow Sea 
region represents one of the most rapidly changing coastal envi-
ronments on earth, with substantial decline of intertidal habitat 
(15) and concomitant pressure on the remaining areas (14). For 
shorebirds, and notably species belonging to the family 
Scolopacidae, the Yellow Sea with its vast extent of intertidal mud-
flats, rich food resources, and strategic location between the south-
ern bounds of the flyway and the northern breeding sites, has 
shaped the evolution of migration strategies. As a result, we find 
some of the most stunning migrations at the “capital” end of the 

“migratory capital- income continuum” (35), where larger- bodied 
species (e.g., Red Knot, Great Knot, and notably Bar- tailed 
Godwit) can achieve long- distance migrations of over 15,000 km 
with a single major refueling stop in the Yellow Sea (Fig. 2; refs. 
36–38). These species at the capital extreme, which have each 
developed an advantageous strategy relying on strong environ-
mental predictability, may now be trapped in their migratory niche 
(26, 35). Indeed, our model predicts that the migrations of these 
species would require the greatest changes to remain adaptive in 
the face of the ongoing environmental changes. In particular, 
Bar- tailed Godwit, and to a lesser extent Great and Red Knot, 
would require a shift toward a more “skipping” and “income” 
strategy, exploiting a higher number of sites (for shorter periods) 
along the flyway to compensate for deteriorating conditions on 
their historically established major fueling sites in the Yellow Sea 
(and notably Bohai Bay: ref. 4). However, as noted earlier, migrants 
making only very few refueling stops (i.e., near- capital migrants) 
tend to be highly faithful to their favored sites, maneuvering them-
selves into an ecological trap in which they fail to identify newly 
available, better- quality sites and stick to old sites and routes. Our 
model predictions indeed illustrate that the larger- bodied species 
still migrate in a fashion, notably with respect to the routes, that 
was optimal under the environmental conditions of the 1960s and 
have apparently scarcely modified their strategy to fit current con-
ditions (3). In contrast, the much smaller Red- necked Stint 
requires no or only small changes in migration strategies to cope 
optimally with the changing environment. In this species’ case, 
only a slight spatial shift in the time spent away from the sites that 
experienced the largest habitat deterioration might suffice to buffer 
these changes (Figs. 3 and 4).

Many migratory animals shift the timing of migration, e.g., to 
adapt to earlier springs (e.g., refs. 7 and 39), but potentially also 
to buffer changes in conditions en route (e.g., refs. 4 and 40), even 
though these adaptations in timing often seem weak or inadequate 
(3). Our model predictions suggest that significant phenological 
changes are required across species to adaptively respond to habitat 
deterioration and earlier springs, allowing for longer stopover 
durations for refueling en route and ensuring optimal arrival at 
the breeding grounds (Fig. 3A). With our parameterization of the 
environment, all species, except the Red- necked Stint could cover 
the migration distance in significantly shorter time periods in the 
past than nowadays. The small- sized Red- necked Stint seems to 
profit from higher temperatures and lower energy expenditure in 
the future scenario, allowing a shorter migration duration. As the 
currently observed migration durations match the model predic-
tions for the current conditions, their timing might have adapted 
with earlier departure over the last decades. Indeed, a recent study 
showed that Bar- tailed Godwits have advanced their departures 
by around 0.5 d per year over the last decade (4). However, this 
earlier spring departure did not result in a significantly earlier 
arrival at the breeding grounds. Instead, this extra time was spent 
for longer stopovers on the major refueling sites in the Yellow 
Sea—a change that was also predicted by the model and indicative 
of the strong selection pressure to adapt to the deteriorating con-
ditions (see also ref. 41).

Migratory birds are considered to be relatively consistent in 
both timing and routes (42), but both observational and experi-
mental studies show that at least timing is often more flexible, 
especially in response to environmental changes (39, 43). In addi-
tion, evolutionary responses can play a significant role in changing 
stopover site locations and phenology through the recruitment of 
young individuals with alternative routes (44, 45) and earlier 
migration timing (46). However, given the unprecedented rate of 
changes in crucial habitats in this flyway and in the phenology of 
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Fig. 4.   Predicted changes in general migration phenology (A) and migration 
duration (B) for the five modeled shorebird species. The Top panel includes the 
timing of key migration events including the start of fueling on the wintering 
site (circle), the departure from the wintering site (square), and the arrival on 
the breeding site (diamond) for the three predicted time scenarios (1960s, 
2010s, and 2060s). Gray rectangles indicate premigratory fueling periods. 
To be able to compare model predictions and empirical tracks, migration 
duration in B) is defined as the period between departure from the wintering 
site and arrival on the breeding site. Bird illustrations by José A. Sencianes, 
courtesy of CAFF.
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Arctic breeding grounds [e.g., snowmelt timing (30, 47)], it is 
doubtful whether phenotypic plasticity and individual adaptations 
are sufficient to keep up with the rapid changes. The smaller- sized 
species might have another advantage here—due to their shorter 
generation times, intergenerational adaptations will take effect 
faster compared to the larger, longer- lived species (48, 49).

Our modeling approach highlights the potential of a predictive 
framework to integrate multiple concurrent changes and their 
complex interactions with species’ behavior over large spatial 
scales. In running such models over past and potential future 
scenarios, they can provide insights across spatial and temporal 
scales and identify nonintuitive, complex responses and patterns. 
Our modeling approach focused on the flyway scale and on pre-
dictions in relation to environmental changes. Although we delib-
erately left out specific ecological characteristics that differ between 
species and sites, such as foraging preferences and prey availability, 
the model adequately captured the general broader migration 
behavior of the species. However, some discrepancies between 
empirical tracks and model predictions, e.g., major differences in 
stopover sites in the Red Knot (Fig. 2), may indicate regions that 
are not well parameterized with our large- scale approach and may 
warrant closer investigations. With more detailed and fine- scaled 
information on species and environments, this model framework 
can be adapted to also tackle important questions on habitat 
choice and regional changes in migration patterns. By running 
scenarios of change and/or planned habitat alterations, such mod-
els may also assist in identifying efficient conservation and man-
agement measures and where and when in the flyway they would 
be most beneficial (50).

Materials and Methods

Empirical Tracking Data. Northward migration routes from 61 individuals 
(Table 1) of five closely related shorebird species (Bar- tailed Godwit; n = 18, 
Great Knot; n = 8, Red Knot; n = 6, Curlew Sandpiper; n = 14, Red- necked 
Stint; n = 16) were derived from light- level geolocators, deployed and recap-
tured on the wintering sites in Australia and New Zealand. Migration routes were 
derived from published datasets (Table 1 and refs. 36 and 51–54). Locations were 
estimated from light recordings using the R packages SGAT (Great Knot, Curlew 
Sandpiper, Red- necked Stint) and FLightR (Bar- tailed Godwit, Red Knot) follow-
ing standardized protocols (55). Both packages yield the most likely tracks with 
error estimates and include a movement model and a spatial mask. Due to the 
distinct behavior between movements and distant stationary periods, location 
estimates are considered relatively precise and comparable between the two 
methods (55, 56). To allow comparison with the modeling results, the location 
estimates of stationary periods (stopover/resting sites) during northward migra-
tion were assigned to the hexagonal grid cells of the modeling framework (see 
model description). For each species, the cumulative time spent within each cell 
and the sum of movements between cells were used to create species- specific 
networks (Fig. 2). Migration distance and duration were calculated for each indi-
vidual, as the distance and duration of the estimated track from the wintering 
to the breeding sites, respectively (Table 1). The general migration strategy of 

species was characterized by calculating the relative time individuals spent at 
each stopover site and summarizing it for the population.

State- dependent Dynamic Optimization Model. We developed a state- 
dependent dynamic optimization model to calculate the behavioral decisions 
that maximize fitness during northward migration. In addition to the general 
model description section above, we here outline additional relevant model 
characteristics but reduce redundancy to earlier publications that have used the 
same general modeling framework by referring the reader to the detailed model 
descriptions (27, 28, 57, 58). The model requires parameters to define species- 
specific physiological identities and environmental conditions.

Environmental Conditions. The migration period was divided into whole days, 
and the spatial extent of the East Asian- Australasian Flyway was divided into a 
hexagonal grid with a cell size (diameter) of 400 km. NCEP- NCAR Reanalysis 1 
daily surface temperature data on a 2.5 × 2.5 degree resolution were down-
loaded for the periods from 1960 to 1970 and 2010 to 2020 from the NOAA 
data repository (59), and for the future 2060 to 2070, the “middle of the road” 
1 to 2.6 (SSP2) degree temperature increase projection was downloaded from 
the Copernicus Climate Data Store (CMIP6 SSP1- 2.6 AWI- CM- 1- 1- MR; ref. 60). 
Data were extracted for each grid cell, and the median per day and the three 
time periods were used to describe the daily temperature across the migration 
period for past (1960 to 1970), present (2010 to 2020), and future (2060 to 2070) 
conditions. The mean temperature across grid cells included in the model and 
for the northward migration period increased from 14.8 °C in the past, to 15.3 
°C in the present, and 17.6 °C in the future scenario.

Several datasets were used to define the quality and thereby daily rates of 
energy intake and expenditure for each grid cell, that is ultimately linked with 
species- specific fueling. First, the present extent of intertidal mudflats on a 30 × 
30 m resolution was processed and downloaded via Google Earth Engine using 
the dataset published by Murray et al. (61). To avoid cutting mudflat areas by 
the border of grid- cells (and underestimating the true extent of the mudflats), 
the extended area around each grid cell (400 km radius from the center of each 
grid cell) was taken to define the km2 of mudflats for each grid cell. The buffer 
also accounts for the potential movements of birds during stopover periods and 
provides a more realistic relative quality measure for the respective region. A 
polygonized historic dataset on the intertidal mudflat extent for the Yellow Sea 
Region and the entire Chinese coastline was used to define the past (1960s) 
habitat availability for all cells represented in this dataset (15). For all other cells, 
we assumed that no change in mudflat extent occurred. In addition to intertidal 
mudflats, a third of the area of mangrove forests [not part of the Murray et al. (61) 
dataset] growing in intertidal areas that partly provide resting and fueling habitat 
for migrating shorebirds, was added to the mudflat extent of each grid cell. The 
Global Distribution of Mangroves USGS v1.3 in km2 units was downloaded from 
the UNEP- WCMC repository (62). Lakes in Australia, China, and Russia are known 
to provide important fueling and staging sites for shorebirds during migration 
(63). Each cell without any mangrove or intertidal mudflat extent but with overlap 
of a lake with larger than 1,500 km2 (n = 28, 90th percentile of lakes within 
the flyway, based in Natural Earth 10 m Lake Dataset the free vector and raster 
map data @naturalearthdata.com) was flagged. For each grid cell that lies in the 
estimated breeding site of individuals (as derived from the empirical tracks), the 
snowmelt timing for past (1960s) and present (2010s) conditions was defined 
using the NOAA Northern Hemisphere Snow Cover Extent daily dataset (v01r01) 
with an approx. 250 km spatial resolution (64). Snowmelt timing was calculated 

Table 1.   Empirically tracked species, location of tracking device deployment, year of tracking, number of collected 
tracks, individual migration distances (flown distance), and reference of published datasets

Deployment Year Tracks Distance (km) Duration (d) Ref

Bar- tailed Godwit New Zealand 2013–14 18 16,210 (±550) 64 (±8) (51)

Great Knot Australia 2013 8 9,920 (±465) 44 (±11) (36)

Red Knot New Zealand 2013 6 12,504 (±2,561) 77 (±25) (52)

Curlew Sandpiper Australia 2018–19 13 15,775 (±905) 71 (±9) (53)

Red- necked Stint Australia 2016–19 16 14,707 (±1,019)* 65 (±22) (54)
Mean values with SD are provided.
*In a subset of Red necked Stints, the breeding sites could not be estimated and were set to the center of known breeding range (104°4′E and 72°80′N).D
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using a double sigmoidal fit for snow cover values (between 0 and 1) across the 
day of the year and applying a 0.75 threshold in spring, pooling data from 1960 
to 1970 as well as 2010 to 2020. Due to the lack of snow cover projections, future 
(2060s) timing of snowmelt was set as the date when the cell- specific temper-
ature projection surpasses the median value of the temperature that has been 
recorded at snowmelt timing in the 1950s and 2010s scenario (see SI Appendix 
for more details). Future habitat availability was extrapolated based on the trends 
between past and present conditions.

Species Parameterization. The relevant species- specific parameters were 
defined using established allometric relationships adjusted for shorebird taxa. 
For these, lean and maximum body masses (Table 2) provide the basis and were 
extracted from refs. 64 and 65. Based on empirically measured daily metaboli-
zable energy intake (DME) and the daily energy expenditure (DEE) for birds of 
different body mass, a theoretical relationship was established to define maxi-
mum fat deposition rates (FDRmax) in relation to body mass (66). Comparison 
with empirical data summarized in ref. 67 shows that this relationship captures 
species differences well but slightly underestimates maximum fat deposition 
rates (likely because empirical data were collected at different sites with different 
underlying food quality). Thus, in our modeling, we multiplied the maximum fat 
deposition rates of the sites with their mudflat size scaled between 0.5 and 1.5 
(cells with major lakes received the value of 1). The scaling results in low (50% of 
the estimated FDRmax) possible fuel deposition rates (FDR) for sites with at least 
some intertidal or/and mangrove habitat. Furthermore, only 2% of the largest sites 
in the past scenario exceed the 1 × FDRmax, which corresponds well with the 
proportion (2.2%) of empirical measurements that exceeds the established FDR 
relationship with lean body mass (see SI Appendix for more details).

Animals always expend energy, even when they are inactive. BMR is the 
energy expenditure of a nonproductive, postabsorbtive animal resting in ther-
moneutrality during the circadian rest phase (68). In our modeling framework, 
BMR is implicitly incorporated with the estimate of energy expenditure that 
also includes the costs of thermoregulation. Based on ref. 68, the relationship 
between BMR and body weight of shorebirds is best described by the allometric 
relation BMR[Watts] = 5.06 × BW[kg]0.704. Below thermoneutrality, metabolic 
rate increases linearly with decreasing air temperature. The extra temperature- 
dependent daily energy expenditure was calculated using established allo-
metric relationships of conductivity (Watts) and critical lower temperature (°C) 
as well as transfer functions to derive kJ/day values (ref. 68, see SI Appendix 
for details).

Flight speed slightly differs across species and marginally increases with 
body mass. Given the small differences and the large variation between empir-
ical measurements (69), we used a median air speed of 16.7 m/s for all five 
species. Maximum flight range was extracted from the geolocator tracking data 
(entire migration period) showing that experimental estimates of maximum flight 
ranges (e.g., from Red Knots in a wind tunnel, ref. 70) are slightly lower and 
that potential wind support might lead to larger distances. See Table 2 for most 
important species parameters in the models, and SI Appendix for more details.

Optimization Routine. A model bird was characterized by body reserves and 
location on a particular day. Body reserves, x, could vary between 0, when the 
bird reached a minimum body mass and was assumed to die of starvation, and 
xmax = 100 where the maximum fuel load was reached. The model calculates 
the fitness- maximizing series of daily decisions, i.e., whether to stay and forage 
on its present site or migrate to one of the next sites. Decisions depend on body 

stores, time of the year, and expected conditions on present and subsequent 
sites and included trade- offs between gaining energy, avoiding predation, and 
considering the benefits (or costs) of being closer to the breeding grounds against 
the benefits (or costs) of staying at the present site. If staying on the present 
site, a bird requires energy, for maintaining its metabolism and may choose to 
forage with a certain intensity. If gain from foraging exceeds expenditure, the 
bird increases, and otherwise depletes, its energy reserves. Since there might be 
stochastic differences in individual foraging success, we modeled the gain rate 
at a specific site as a discrete random variable and the probability of achieving a 
particular gain. Stochastic differences in foraging success imply that a bird might 
experience (a series of) “bad luck” in foraging, which elevate starvation risk when 
reserves are insufficient. Therefore, accounting for such stochasticity will often 
yield a higher “best” foraging intensity (see below) than under deterministic 
foraging success (71).

A bird may also decide to migrate to another site if its body reserves permit 
it to cover the distance to the destination site. If an individual decides to depart, 
it should fly to the site yielding the maximum expected fitness at the destina-
tion. Once the bird has reached the breeding grounds, its expected reproductive 
success is determined by time of arrival and body reserves at arrival, assum-
ing that successful breeding is only possible if birds arrive within a rather short 
time window and that reproductive output is related to the amount of reserves 
(“capital breeding,” for review, see ref. 72). Yet, empirical studies have shown 
that arctic breeding shorebirds arrive without extensive body fat and are rather 
“income breeders” (73). Thus, the parameter defining the minimum required 
body reserves for maximum fitness at optimal arrival was set to 10% of maximum 
fuel load. The arrival window was set according to the snowmelt date (see below) 
and used a sigmoidal relation between body reserves upon arrival and expected 
number of young. When birds failed to reach the breeding grounds within this 
time window or with insufficient body reserves, they cannot reproduce in the pres-
ent year but may do so in subsequent year(s). Expected fitness gains from future 
breeding attempts depend on survival and future reproductive success (for more 
details on parameters and optimization routine, see SI Appendix, sections S1–S3).

Simulations. With the dynamic programming equations, we calculated matrices 
containing the optimal behavioral decisions for all combinations of fuel stores, 
times and sites and for all three scenarios of past, present and future environmental 
conditions and for all empirically tracked individuals with their specific start and end 
point of migration. Furthermore, we used the errors in decision- making approach, 
which allows deviations from perfectly optimal behavior given such deviations 
have only little cost (74). Consequently, decisions, i.e., behavioral alternatives, are 
chosen based on a probability, which depends on its fitness consequences. These 
probabilities are then used in subsequent forward simulations to follow individual 
birds during their journeys and to generate predictions of individual migratory 
behavior, i.e., departure, arrival, and staging times. For each scenario and each 
empirically observed starting (wintering) and end (breeding) point, we initialized 
a population of 200 individuals with randomly distributed initial body reserves of x 
(with 30 < x < 50) start in the wintering site at t = 15 (15th of January). Thereafter, 
all individuals are assumed to behave nearly optimally according to their present 
body reserves, site, and time by performing an action, i.e., migrating to site j or 
staying and foraging with intensity u, with probabilities corresponding to their 
fitness reward. The resulting individual migration tracks were summarized and 
analyzed in the same way as described for the empirical tracking data.

All analyses were done in R [Version 4.1, R Core Team (75)], with integration 
of C++ code using the R package Rcpp (76).

Table 2.   Species parameters derived from the literature (body weight BW), allometric relationships (kJ per g of BW, 
FDR, days to refuel DTR, basal metabolic rate BMR, and conductance Kesm), and empirical tracking (flight range)
Species BWmin [g] BWmax [g] g|x|kJ FDRmax [x/d] DTR [d] BMR [x/d] Kesm [°C] Flight range [km]

Bar- tailed Godwit 250 534 1|2.84|93.2 5.16 19.66 1.84 20.6 12.650

Great Knot 144 303 1|1.59|52.3 5.99 16.66 1.23 23.6 9.540

Red Knot 105 208 1|1.19|39.2 6.45 15.50 1.01 24.9 8.335

Curlew Sandpiper 55 110 1|0.49|16.1 7.98 12.52 0.56 29.2 5.700

Red- necked Stint 23 45 1|0.13|4.5 10.22 9.78 0.29 31.2 3.800

Maximal FDR and DTR correspond to the allometric relationship derived via empirical measurements (summarized in 70) and multiplied by 1.5 (see Materials and Methods for details), 
providing the assumed maximum FDR in optimal (ad libitum) conditions and constant 12 h feeding intensity.D
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Data, Materials, and Software Availability. Tracking data have been depos-
ited in Movebank (https://doi.org/10.5441/001/1.g2n3ps20/2, https://doi.
org/10.5441/001/1.s07tk38d). Previously published data were used for this work 
(53). Movebank Data Repository (54). Movebank Data Repository. Tracking data 
for: Bar- tailed Godwit, Great Knot, and Red Knot are in the process of publishing 
on movebank.org.
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