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A B S T R A C T   

Lithological identification and mapping using remote sensing (RS) imagery are challenging. Traditional litho
logical mapping relies mainly on multispectral data and machine learning methods. However, inadequate 
spectral information and inappropriate classification algorithms are major problems for RS geological applica
tions. Moreover, satellite hyperspectral images (HSI) at low spatial resolution and convolutional neural network 
(CNN)-based methods with incomplete feature extraction remain challenging because of the limitations of sensor 
imaging and convolutional kernels for lithological mapping. To address the above issues, in this study, smoothing 
filter-based intensity modulation (SFIM) fusion technology is first employed to fuse GaoFen-5 hyperspectral 
images and Sentinel-2B multispectral images. This approach significantly improves spatial details and enriches 
spectral information. Subsequently, a novel Vision Transformer Dynamic Graph Convolutional Network (ViT- 
DGCN) is proposed for lithological mapping of the Cuonadong dome, Tibet, China. ViT-DGCN is a joint model 
consisting of a transformer and a dynamic graph convolution module that enhances feature extraction capa
bilities by exploring long-range interaction sequence features and dynamic graph structure information in a 
targeted manner. The proposed algorithm exhibits superior performance compared to the others, achieving an 
overall accuracy of 97% for the Cuonadong dome using only 1% of the available training samples.   

1. Introduction 

As a basic task in regional geological surveys, lithological mapping 
can be used to determine the relationship between the formation and 
storage of minerals and the lithology (Lyon, 1972), which has important 
guiding significance in the study of regional geological minerals (Fan 
and Wang, 2020; Wan et al., 2021). However, the lithological mapping 
of areas with complex geological environments and inaccessible areas 
requires considerable manpower, materials, and financial resources. 
Lithological mapping based on remote sensing (RS) technology is an 
accessible and low-cost solution that provides an efficient means of 
identifying lithologies (Girija and Mayappan, 2019). 

Traditional RS lithological mapping relies mostly on multispectral 
images (MSI), such as Landsat satellites data, WorldView-3 data, 
Sentinel-2 multispectral data, and advanced space-borne thermal 
emission and reflection radiometer (ASTER) data (Ye et al., 2017; Ge 
et al., 2018; Xi et al., 2022; Ousmanou et al., 2023). Although MSI data 

perform well in lithological classification, insufficient spectral infor
mation of the MSI data is the main limitation. As a current frontier field 
of RS technology, hyperspectral technology uses hundreds of narrow 
bands for the continuous imaging of ground objects to obtain rich 
spectral information, which is more conducive to identifying and clas
sifying mineral and rock units (Peighambari and Zhang, 2021). Thus, 
lithological mapping based on hyperspectral images (HSI) has received 
attention in recent years to address the low spectral resolution of MSI 
data. There are some precedents for utilizing HSI to update lithological 
maps, exemplified by the application of data from Hyperion (Zhang and 
Li, 2014), GaoFen-5 (GF-5) (Ye et al., 2020), and ZY-1 02D satellites (Yu 
et al., 2021), These instances are not only noteworthy but also suggest 
important and meaningful directions for future applications. However, 
increases in spectral resolution often result in reduced spatial resolution 
due to sensor imaging limitations. All the aforementioned satellite-based 
data exhibit a spatial resolution of 30 m. Thus, satellite-based high- 
resolution HSI data are rarely accessible, and the inadequate spatial 
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resolution of HSI compromises the advantages of practical application 
(Tong et al., 2016). 

Technologically, for a single type of RS data, an increase in the 
spectral resolution leads to a relative decrease in the spatial resolution, 
resulting in greater image element mixing, which affects the mineral 
identification effect (Liu et al., 2018). Thus, image fusion techniques for 
multiple RS data provide an effective solution for regional lithological 
mapping (Yang et al., 2018; Manap and Bekir, 2022; Khashaba et al., 
2023). A typical example is based on HSI and MSI fusion techniques, in 
which MSI data often have a higher spatial resolution than HSI data. 
Fusing low spatial resolution HSI and high spatial resolution MSI can 
yield new data with both high spatial and spectral resolution, which can 
provide more accurate geological mapping applications than all avail
able individual data (Vivone, 2023). 

The most common HSI and MSI image fusion techniques are the 
component substitution methods. Component substitution methods 
enhance spatial resolution via the projection transformation. Such as 
Gram-Schmidt (GS), intensity-hue-saturation (IHS), Brovey transform 
(BT), and decimated wavelet transform (DWT) (Yokoya et al., 2017; 
Zhang et al., 2023). Nevertheless, these methods exemplified by GS 
often suffer from spectral distortion due to the component substitution 
changing the spectral properties of the original data (Sun et al., 2022a). 
Thus, difficulties remain in HSI and MSI image fusion for lithological 
classification owing to serious spectral distortion and noise (Pal et al., 
2020). A common solution is to inject spatial details from a high- 
resolution image into a low-resolution image depending on their cor
relation (Ren et al., 2020). Inspired by this, this study applied a 
smoothing filter-based intensity modulation (SFIM) for spectral preser
vation fusion technique (Liu, 2000) to fuse the high spatial details of MSI 
(i.e., Sentinel-2B data) with the enriched spectral information of HSI (i. 
e., GF-5 data). The SFIM method minimizes spectral distortions and 
maximizes the retention of spectral information while improving the 
spatial quality of HSI data (Kabolizadeh et al., 2022). 

A series of lithological mapping algorithms were proposed based on 
the acquired RS images. Machine learning (ML)-based approaches 
including metric learning, support vector machine (SVM) and random 
forest (RF) have been successfully used in lithological mapping. (Bachri 
et al., 2019; Girija and Mayappan, 2019; Wang et al., 2020; Latif et al., 
2023). Although these studies have shown that this lithological mapping 
concept has particular advantages under specific geological conditions, 
they only focused on shallow spectral features, ignoring the spatial 
relationship among pixels. 

With the continuous advancement and expansion of deep learning 
(DL) techniques, recent studies have been conducted on deep feature 
extraction for lithological mapping (Shirmard et al., 2022b; Kim et al., 
2022). Examples include autoencoder (AE) (Xiong et al., 2022), gener
ative adversarial networks (Zhang et al., 2021), convolutional neural 
networks (CNN) (Brandmeier and Chen, 2019; Wang et al., 2021a; Pan 
et al., 2023), graph convolutional networks (GCN) (Zuo and Xu, 2023). 
These DL methods show considerable potential for extracting spatial 
information from geological big data to support lithological mapping 
(Wang and Zuo, 2022; Wang et al., 2023a). However, most existing 
CNN-based lithological mapping methods suffer from the locality limi
tation of convolutional kernel operations, which cannot fully extract the 
relations of hidden rock bodies and ignore global information (Hong 
et al., 2021; Zou et al., 2022; Dang et al., 2023). 

To promote better spatial-spectral features, a stronger Vision 
Transformer (ViT) model has been successfully applied from natural 
language processing (NLP) in the RS field. ViT can capture high-level 
feature representations of input data, and shows superior performance 
in HSI classification (Qing et al., 2021; Sun et al., 2022b; Dang et al., 
2023). The key module of the transformer is called the multi-head self- 
attention (MHSA) mechanism, which has the capability of modeling 
content-dependent long-distance interactions to efficiently extract 
sequence features (Yang et al., 2022). Nevertheless, ViT does not 
generalize well for training with an insufficient data volume (Liu et al., 

2021; Lee et al., 2023). To alleviate this problem, we consider HSI 
classification from a graphical perspective, because GCN can construct 
graph-structured features and establish connections between them in 
non-Euclidean space (Kipf and Welling, 2016). GCN can effectively 
reduce the large amount of training data required for the transformer 
and achieve good classification results (Liu et al., 2022). 

This study provides an alternative approach for lithological mapping 
in the Cuonadong dome study area using HS and MS data fusion tech
nology and a lithology identification model based on ViT. A large Sn-Be- 
W deposit at the Cuonadong dome has been discovered and reported (Li 
et al., 2017). First, we integrate Sentinel-2B and GF-5 RS images by 
applying the SFIM fusion algorithm, producing better-quality data with 
both high spatial and spectral resolutions. Second, the fused data are 
entered into the designed vision transformer dynamic graph convolu
tional network (ViT-DGCN) model to classify seven lithological cate
gories and map lithological results of the Cuonadong dome. ViT is used 
for the first time in HSI lithological mapping and has never been per
formed in this field. On this basis, we design a dynamic GCN module and 
integrate it into ViT, which can adaptively aggregate features with a 
graph view, thereby accelerating the feature extraction efficiency. The 
ViT-DGCN model can obtain a highly accurate lithological classification 
task using a small amount of training data. This work’s main contribu
tions include:  

1. To further enhance the spatial information of the HSI data, we use 
the SFIM algorithm to fuse Sentinel-2B with GF-5 data for a more 
accurate description of spatial information. The classification results 
demonstrate the excellent performance of the fusion process.  

2. To address the problem of inadequate feature extraction in CNN for 
lithological mapping, we design a ViT-DGCN model with transformer 
and dynamic GCN module that can fully learn sequence features and 
adaptively extract topological characteristics of input data. 

3. The proposed ViT-DGCN model is illustrated for lithological map
ping in the Cuonadong dome, Tibet, China, using GF-5 and Sentinel- 
2B fusion imagery. Satisfactory results are obtained compared with 
other state-of-the-art DL methods. 

The remainder of this paper is organized as follows the following 
structure. Section 2 presents a detailed literature review of previous 
work. Section 3 presents a geological overview of the study area and the 
data used. Section 4 focuses on the data preprocessing, data fusion 
processes, and the proposed ViT-DGCN. Section 5 describes the experi
mental detail. Section 6 analyses the lithological classification results of 
the comparison methods. The performance of the model in terms of the 
sample size and generalization power is discussed in Section 7. Finally, 
Section 8 concludes the paper and presents the prospects for future 
research. 

2. Literature review 

Lithological mapping is essential for determining the targeted lith
ological units within surrounding rocks, and is one of the fundamental 
approaches to the geological evaluation concerning of mineral explo
ration (Shirmard et al., 2022a). RS techniques and digital satellite image 
processing are now increasingly used to prepare geological and litho
logical maps of land surfaces (Bhan and Krishnanunni, 1983; Bachri 
et al., 2019; Shayeganpour et al., 2021; Lee et al., 2024). In addition, 
low-cost RS methods are used to map areas that are difficult to access 
and provide an excellent alternative to routine fieldwork. Based on the 
principles of RS, diverse materials reflect unique electromagnetic energy 
owing to their physicochemical features, which help to identify the 
spectral properties of rock minerals that are necessary to automate 
lithological classification (Bachri et al., 2019). In this section, we review 
some key developments regarding datasets and methods similar to those 
used. 
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2.1. Lithological mapping using multiple RS data 

In the RS dataset, the most commonly used were MSI data, including 
Landsat-8 OLI, ASTER, and Sentinel-2 (Ge et al., 2018), which effec
tively show the lithological mapping of rock units that were previously 
difficult to reveal using optical images. These studies demonstrated the 
successful application of RS lithological mapping (El-Omairi and El 
Garouani, 2023), however, there were some limitations and shortcom
ings of the single RS data. The integration of various sources of RS data is 
conducive to improving the accuracy of lithological maps and provides 
more useful and complete information (Manap and Bekir, 2022). For 
example, Bachri et al (2019) combined Landsat 8 and digital elevation 
model (DEM) data for automatic lithological mapping. Kabolizadeh 
et al. (2022) applied an optimum fusion method using sentinel-2 and 
ASTER images to improve the lithological mapping of sedimentary 
rocks. Marzouki and Dridri (2023) used Landsat 8 and ASTER data for 
lithological discrimination in a Tiwit case study. 

Despite its wide utilization, MSI has limitations owing to its lower 
spectral resolution, whereas HSI opens new possibilities for lithological 
mapping (Ding and Ding, 2022). There are many precedents for using 
HSI to map lithological classes. For example, Zhang and Li (2014) 
improved the spectral angle mapper for lithological mapping using 
Earth Observing-1 Hyperion data with a spatial resolution of 30 m. Ye 
et al. (2020) applied different convolutional CNN methods and explored 
the potential and applicability based on GF-5 hyperspectral data of 30 m 
Yu et al. (2021) processed ZY-1 02D data (30 m) for lithological map
ping in the Liuyuan area and achieved an excellent performance. 
Nevertheless, the lower spatial resolution of HSI data is a minor disad
vantage compared with MSI data. Inspired by the idea of data fusion, we 
integrated MSI and HSI for lithological mapping. MSI data behaves 
better in the fusion of HSI data, because of higher correlations of their 
spectral bands (Sun et al., 2019). Considering the advantages of the 
higher spectral resolution of GF-5 data and higher spatial resolution of 
Sentinel-2B (S2B) data, this study uses S2B and GF-5 images to enhance 
lithological mapping. 

2.2. Lithological mapping based on DL methods 

In the methods, due to the popularity of DL research (Wang et al., 
2022a; Deng et al., 2023), many approaches for the lithological mapping 
task have adopted DNNs currently. These networks were used to extract 
high-level features, which were then used to map various lithological 
categories. Recent methodological advancements in geoscience mainly 
focused on using CNN algorithms for lithological mapping tasks (Shir
mard et al., 2022b). Ye et al. (2020) explored the potential and appli
cability of CNN for lithological mapping. This was achieved by 
evaluating the classification performance of the multi-scale 3D deep 
CNN, hybrid spectral CNN, and spectral–spatial unified network on the 
GF-5 data. Wang et al. (2021a) integrated multi-source geological data, 
including ASTER images, DEM, geochemical, and aeromagnetic data, 
along with a fully CNN for lithological mapping. Their findings 
demonstrated the efficacy of incorporating multi-source data and CNN 
in identifying lithological features. Yu et al. (2021) introduced an un
supervised 3D convolutional autoencoder algorithm to process ZY-1 02D 
data for lithological mapping of the Liuyuan area. The algorithm ach
ieved outstanding performance in generating lithological maps. Wang 
et al. (2023a) proposed an adversarial semi-supervised segmentation 
network based on RS data to obtain a lithological map. CNN has proven 
to be a powerful feature extractor for lithological classification (Wang 
et al., 2023b). However, because of the limitations of the inherent 
network structure and convolution kernel operation, CNN cannot 
adequately explore and represent the sequential attributes of spectral 
features. CNN focuses overly on local spatial content information, which 
may neglect global sequential information in the learned features at the 
spectral level. 

The development of the transformer model brings a new approach to 

image classification. Dosovitskiy et al. (2020) proposed the first 
transformer-based model for images, named ViT, which demonstrated a 
strong performance. The transformer is very effective at processing 
sequence data and can extract global features of the input data through 
the MHSA. However, the simple application of the ViT model to HSI 
classification has many limitations (Dang et al., 2023). The ViT model 
achieved excellent results only when it relied on a large amount of 
training sample data. To address this limitation, we introduced a dy
namic GCN (Liu et al., 2022), as it can mitigate the model’s reliance on 
the number of training samples. Unlike classic CNN, we propose a 
modified transformer model with a dynamic GCN that focuses on the 
channel relationships and topological features. This transformer-based 
model was first applied to lithological mapping, which is a novel 
exploration of the geological applications of transformer. 

3. Study area and data description 

The Cuonadong dome is located approximately 20 km north of the 
Tibet South Demolition System in the Himalayan orogenic belt of the 
Tibet Autonomous Region, in the northern part of Cuona County, 
Shannan City, as shown in Fig. 1. The dome covers approximately 600 
km2 (Wang et al., 2020). Research on Himalayan leucogranites has al
ways been a hot topic in geosciences, especially in rare metal mineral
ization (Cao et al., 2022). With further development of prospecting and 
exploration, geologists have discovered that the Cuonadong dome is the 
first rare Sn-Wu-Be polymetallic deposit in the Himalayan region to be 
surveyed and circled for rare metal ore bodies (Cao et al., 2021; Wang 
et al., 2022b). The predicted reserves of BeO exceed 500,000 tons, 
manifesting as potential exploration targets for rare metal deposits in 
Himalayan leucogranite (Li et al., 2017). Since the Cuonadong deposit 
has a mineralization background similar to that of a large number of 
mineralized areas in the Himalayas, it is important to consider Cuona
dong as a research area. Thus, it is meaningful but challenging to map 
the distribution of lithology in the study area. 

Seven lithological units have been detected in the Cuonadong area: 
Jurassic sandstone and slate, Quaternary strata, Early Paleozoic marble, 
Triassic sandstone and slate, Cambrian granitic gneiss, Paleozoic biotite 
quartz schist, and Himalayan leucogranite (Wang et al., 2021b). The 
typical lithological features and major ore minerals of the Cuonadong 
dome are shown in Table 1. Fig. 2 shows the spectral profiles of several 
rocks in the visible and near-infrared regions. The spectral characteris
tics of rock minerals are related to their mineral composition, weath
ering characteristics, and structural backgrounds. These petrographic 
properties determine the special spectral characteristics of rocks or 
minerals and create a theoretical basis for the identification of rock 
bodies based on RS images. 

Two types of RS data were obtained for lithological mapping S2B and 
GF-5, as shown in Table 2. S2B covers 13 bands with varying resolutions 
from the visible and near-infrared (VNIR) to the short-wave infrared 
(SWIR) ranges, providing a maximum spatial resolution of 10 m. 
Sentinel-2 data are available for free from the European Space Agency 
(https://dataspace.copernicus.eu/). The GF-5 HSI includes 330 bands 
ranging from the VNIR to SWIR and has a spatial resolution of 30 m (Liu 
et al., 2019) (https://geogf.agrs.cn/search/). S2B data were acquired on 
December 02, 2021, and GF-5 data were acquired on October 13, 2019. 

4. Methodology 

In this section, we begin by illustrating the RS data used for litho
logical mapping and their pre-processing steps. Then, we perform the 
data fusion process, after which, the fused data are fed into the ViT- 
DGCN model and finally output the lithological classification results. 
Fig. 3 illustrates the framework of this study. 
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4.1. Data preprocessing 

It is essential for some preprocessing of raw RS images. This includes 
atmospheric correction, orthorectification, spatial registration, image 
stitching, and cropping. Atmospheric correction of the S2B image uses 

the Sentinel Application Platform (SNAP) software and the Sen2cor 
software package (Main-Knorn et al., 2017). During the correction 
process, the 10th band, which is the water vapor absorption band, is 
eliminated. Band 2 with a 10 m spatial resolution is used as the reference 

Fig. 1. Simplified geological map of Cuonadong dome, southern Tibet, China (after from Cao et al., 2021).  

Table 1 
Typical lithological features and major ore minerals of Cuonadong dome.  

Class name Exposure area Major ore minerals 

Jurassic 
sandstone and 
slate 

Situated around the dome phyllite, sandstone, calcareous 
slate 

Early Paleozoic 
marble 

Located in the dome mantle 
part, banded and undergone 
intense silicification 

calcite, dolomite 

Triassic 
sandstone and 
slate 

Located at the bottom of the 
dome, smaller area 

feldspar, shale, slate, fine 
sandstone, quartz sandstone, 
sandy slate 

Cambrian 
granitic 
gneiss 

Located in the core of the 
dome and associated with 
leucogranite, Gneiss tectonics 

potassium feldspar, 
plagioclase, quartz, biotite, 
muscovite, et al. 

Paleozoic 
biotite quartz 
schist 

Located in the mantle part of 
the dome, faceted 
distribution characteristics 

strongly metamorphosed and 
deformed quartz diamictite 
schist interbedded with 
mylonitized carbonate rocks 

Quaternary 
Strata 

Covered the entire dome and 
weathered highly 

gravel, clay 

Himalayan 
leucogranite 

Located in the core of the 
dome, mostly in the form of 
small rock lines or veins 

quartz, plagioclase feldspar, 
potassium feldspar, muscovite, 
biotite, et al.  

Fig. 2. Spectral curves of several rocks in VNIR.  
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for bilinear interpolation. The S2B data is resampled to 10 m. GF-5 HSI 
data preprocessing is performed in ENVI software (Cooley et al., 2002), 
using 30 m DEM data (https://eop-cfi.esa.int/index.php/docs-an 
d-mission-data/dem) for orthorectification of GF-5 data, and the Fast 
Line-of-Sight Atmosphere (FLAASH) module is used for atmospheric 
correction. Furthermore, we remove bands (151–154, 192–204, 206, 
246–264, 314–316, 326–330) from the GF-5 image because they are 
affected by the atmosphere and water. The remaining 285 bands are 
used for the experiments. The GF-5 data are registered using multi
spectral data (S2B data) as a reference image to ensure a spatial error of 
less than one pixel. Finally, the data sets obtained in the study are 
clipped and spliced for fusion. The size of the GF-5 dataset in the study 
area is 805 × 825, and the size of the S2B dataset is 2415 × 2475. 
Subsequently, we fuse these two RS images with different resolutions 
obtained by preprocessing as basic data and acquire the fused data for 

training the network. 

4.2. Data fusion 

SFIM (Liu, 2000), a classical pixel-wise fusion method, improves the 
distortion of image spectral properties. This is a straightforward spectral 
preservation fusion technique with reduced solar radiation and a land 
surface reflection model. Using the ratio between the high-resolution 
(HR) image and its low-pass filtered version, the spatial features of the 
co-registered low-resolution (LR) image can be modified without 
changing its spectral characteristics, as shown in Fig. 4. More specif
ically, by multiplying the texture of the HR image and the spectral 
reflectance of the original LR image, fused high spatial and spectral 
resolution image can be obtained, which retain most of the spectral 
information of the LR image. Thus, SFIM enhances the spatial clarity of 
the original LR image while reducing spectral aberrations. 

The steps of the SFIM fusion algorithm are as follows (An and Shi, 
2014).  

1) Find the degraded version of HR image by using an averaging filter;  
2) Compute the ratio between the HR image and the degraded version;  
3) Obtain the fused image by multiplying the LR image with the ratio. 

Here, the HR image represents the multispectral data (i.e., S2B 
image), and the LR image represents the hyperspectral data (i.e., GF-5 
image). Generally, the SFIM algorithm is a ratio method that in
troduces spatial details without changing the spectral information and is 
defined as 

Table 2 
Main parameters of the S2B multispectral sensors and GF-5 hyperspectral 
sensors.  

Satellite payloads Multispectral sensors Hyperspectral sensors 

S2B GF-5 

Nations Europe China 
Launch time 2015.7.23 2018.5.9 
Spectral range/μm 0.4–2.4 0.4–2.5 
Number of bands 13 330 
Spectral resolution/nm – 5(VNIR)/10(SWIR) 
Spatial resolutions 

of used bands/m 
10 30 

Swath width/km 290 60  

Fig.3. Basic workflow of this paper.  
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IMAGESFIM =
IMAGE′

low × IMAGEhigh

IMAGEmean
(1)  

IMAGE′
low = Interpolation (IMAGElow) (2)  

where IMAGEhigh is an HR image, and IMAGEmean is a simulated LR 
image derived from IMAGEhigh using a low-pass averaging filter. 
IMAGE′

low is the resampled LR image IMAGElow, which has the same pixel 
size as the HR image. Otherwise, the spatial details of the HR image 
cannot be completely incorporated into the LR image (Liu, 2000). In this 
study, we use bilinear interpolation method for the GF-5 data to obtain 
the same spatial resolution as the S2B data, which is specified in equa
tion (2). 

The filter kernel size is based on the spatial ratio between the HR and 
LR images. For instance, to fuse a 30 m resolution GF-5 image with a 10 
m resolution S2B image, the minimum smoothing filter kernel size for 
calculating the local mean of the S2B image pixels is 3 × 3 defined as 

1
9

⎛

⎝
1 1 1
1 1 1
1 1 1

⎞

⎠

Moreover, the ratio in equation (1) cancels the spectral and topo
graphical contrast of the HR image but retains its HR texture informa
tion (Li et al., 2004). The results were unrelated to the spectral 
characteristics of the HR image used for modulation fusion. Therefore, 
SFIM is dependent on the spectral information and context of the orig
inal LR image (Behnia, 2005). 

4.3. Vision transformer dynamic graph convolutional network 

The framework of the proposed algorithm is illustrated in Fig. 5. 
First, the ViT-DGCN uses principal component analysis (PCA) for 
dimensionality reduction. Second, the fused image is divided into 
patches. The patch size is set to 4 × 4, and the total number of patches is 

373, 272. The patch embedding is then sent to the transformer to cap
ture spatial sequence relationships. Next, the sequential features are 
input into another dynamic GCN module. Finally, the obtained struc
tural representations are used to output the classification results through 
a fully connected layer. In this work, the proposed ViT-DGCN model has 
two key components, a transformer and a dynamic GCN module, which 
are elaborated as follows. 

4.3.1. Transformer encoder 
Fig. 6 shows the detailed layers of the transformer encoder. 

Fig. 4. The process schematic of the SFIM fusion algorithm.  

Fig. 5. A brief framework of the proposed ViT-DGCN.  

Fig. 6. Network structure of transformer encoder module.  
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Considering the pixel-level and small sample classification tasks, we use 
only four blocks of the encoder. Owing to the fixed kernel size and 
limited number of layers in the CNN, it is challenging to capture long- 
range dependencies from HSI data, which ignores the sequence infor
mation of the inputs (Wang and Tax, 2016). By utilizing the self- 
attention mechanism, it is possible to examine the correlation between 
every pair of patches and obtain a better representation of internal 
features with less reliance on external information. The transformer 
encoder block mainly includes the layer normalization (LN), MHSA 
mechanism, and multilayer perceptron (MLP) layer. 

Unlike the classic transformer structure, we use the encoder module 
of a transformer without using the decoder module. In addition, we 
remove the position encoding to reduce the computational effort and 
speed up the computation. For the flattened patches, a linear projection 
is performed to obtain tokens, and then all tokens are fed to the MHSA 
mechanism. When extracting vector sequence features, the MHSA splits 
a self-attentive module into multiple heads to focus on different patches 
of the sequence signal in parallel and projects their joint output, which 
can capture richer feature information. The attention operation of each 
head is defined as follows 

Attention (Q,K,V) = Softmax (
QKT
̅̅̅̅̅
dk

√ )V (3)  

where queries Q = XWq, keys K = XWk, values V = XWv are the linear 
transformation to input X, W ∈ Rdk×1 denotes the linear projection 
matrix, and dk represents the dimension of the vector in K. 

This is repeated several times to generate Q, K, and V, and then these 
results are concatenated. This process is referred to as the MHSA. 

Multi - head (Q,K,V) = Concat (head1, head2, ..., headh)Wo (4)  

headi = Attention (Q,K,V) (5)  

where Wo is a parameter matrix and h denotes the number of heads. The 
MHSA mechanism is beneficial for increasing the regularization and 
robustness of the model. 

Subsequently, it is delivered to the MLP layer to further transform 
features learned in the MHSA mechanism. Here, the MLP consists of two 
fully connected layers separated by the Gaussian error linear unit 
(GELU) nonlinearity. The GELU activation function is calculated as 
follows 

GELU = xΦ(x) = x⋅
1
2

[

1 + erf (
x
̅̅̅
2

√ )

]

(6)  

erf (x) =
∫ x

0
e− t2 dt (7)  

where Φ(x) indicates the standard Gaussian cumulative distribution 
function. 

The LN always precedes the MLP, both of which decrease the training 
time by normalizing the neurons and alleviating the problem of gradient 
disappearance or explosion. The GELU activation function introduces 
stochastic regularization, which enables the network to converge faster 
and improves its generalization ability. Furthermore, an identity MLP 
layer is added to increase the nonlinear mapping capability of the model. 
In conclusion, the transformer has the advantage of obtaining sequence 
relationships over patch embedding, which aims to capture the in
teractions between all patches by encoding global contextual 
information. 

4.3.2. Dynamic graph convolutional module 
To further mine the dynamic graph features among the data and 

compensate for the fact that the transformer lacks some of the inductive 
biases inherent to the CNN, we introduce dynamic GCN, which can 
efficiently process non-Euclidean structure data and have the ability to 

learn topological information (Liu et al., 2022). The designed dynamic 
graph convolutional network consists of two main modules, the vertex 
encode module (VEM) for obtaining vertex features and the dynamic 
graph convolutional layer for adaptively acquiring graph structure fea
tures. As shown in Fig. 7, the VEM first calculates the category-specific 
activation maps and passes them into the dynamic graph convolution 
layer to acquire the global topology information. 

VEM refers to vertex-wise encoding and pooling for graph classifi
cation. Its objective is to generate a set of vertex feature that represent 
the content related to different labels from an input feature map p . The 
first step of VEM is to compute activation maps M = {m1,m2, ...,mc}

C
c=1 

specific to each category, and C is the number of categories. These maps 
are then utilized to transform the input feature map into sequence rep
resentations N = {n1, n2, ..., nc}

C
c=1. Formula (8) gives its calculation 

process. 

nc = mT
c p′ (8)  

where mT
c denotes the transposed weight of the cth activation map. 

Vertex information can then be used to selectively aggregate relevant 
category-specific features. 

We develop a novel dynamic GCN that adaptively extracts the 
structural features of aggregated neighbor nodes. The objective of the 
dynamic GCN layer is to update the value of N using a learnable weight 
matrix W and adjacency matrix A for state updates. 

In particular, the first GCN layer is a regular graph convolution 
operation. The process can be formulated as 

N′ = δ(ANW) (9)  

where the adjacency matrix A records the relations between the features 
of each node. 

δ(⋅) denotes an activation function LeakyReLU. It can be defined as 

LeakyReLU(x) =
{

x, x > 0
ηx x < 0 (10)  

where the value of η is 0.01 and it represents a negative slope coefficient. 
We then introduce the adjacency matrix A′ to update the node N′ in 

the next layer. The A in the previous layer is fixed, while A′ can be 
dynamically updated with change in the input features. We apply the 
fully connected network to transform the feature vectors F , G, and H to 
obtain new representations. 

αji =
exp(Fi⋅Gj)

∑S
i exp(Fi⋅Gj)

(11)  

A′ = β
∑S

i=1
(αjiHi) + Nj (12)  

where β is the learnable parameter. Because every patch has a different 
A , it enhances its representative ability and decreases the risk of over- 
fitting caused by a static graph. Formally, the output N″ of the dy
namic graph convolution layer is expressed as 

N″ = δ(A′N′W′) (13)  

where W′ represents learnable parameters. Our dynamic GCN can 
improve content-aware category representations thanks to its dynamic 
graph convolutional layer. 

To overcome the limitations of the local context in deep neural 
networks, we utilize a transformer-based architecture to extract image 
features. The proposed ViT-DGCN can fully learn global sequence fea
tures and topological graph structure information, demonstrating its 
powerful feature extraction ability. 
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5. Experiments 

In this section, we describe the experimental setup, including the 
comparison algorithms, parameter settings, and analysis of ViT-DGCN. 
1 % of samples are randomly selected as training set and the remain
ing are regarded as testing set in our classification experiments. Table 3 
shows the training samples selected for each category. of Cuonadong 
dataset. There are 7 lithological classes in the Cuonadong dataset. The 
water and clouds in the images are masked and regarded as class 8. 

5.1. Comparative methods 

Seven classic or recently proposed supervised classification methods 
are used comparison methods, including a traditional and typical ML 
algorithm RF (Breiman, 2001) and six DL-based methods, namely 
spectral–spatial residual network (SSRN) (Zhong et al., 2018), deep 
feature fusion network (DFFN) (Song et al., 2018), deformable HSI 
classification networks (DHCNet) (Zhu et al., 2018), fast dense spec
tral–spatial convolution network (FDSSC) (Wang et al., 2018), HSI 
classification with transformers SpectralFormer (Hong et al., 2021) and 
fast dynamic GCN and CNN (FDGC) (Liu et al., 2022). The DL methods 
code can be found at (https://github.com/Candy-CY/Hyperspectral-Ima 
ge-Classification-Models). Note that RF uses pixel-based samples, DFFN, 
DHCNet, SSRN, FDSSC, SpectralFormer, FDGC, and the proposed ViT- 
DGCN use patch-based samples. The overall accuracy (OA), kappa co
efficient, and accuracy of each class are calculated to quantitatively 
measure classification effectiveness. For a fair comparison, the experi
mental results are obtained five times and averaged. 

5.2. Experimental settings 

The setup of network parameters has a considerable impact on the 
performance of deep networks. For the parameters inside the proposed 
model, the token embedding dimension t is 64, the self-attention in the 
MHSA has 4 heads, and the number of neurons for the hidden layer of 
the model is 64, with an increased ratio of 4 for the MLP hidden layer. 
The number of training iterations is 100. The activation function is 
LeakyReLU and the optimizer is Adam with label smoothing. The 
detailed parameters of the ViT-DGCN model are listed in Table 4. Our 
experiments were performed using Python-3.8.13 and PyTorch-1.10.0. 

5.3. Parameter analysis 

The accuracy and efficiency of the ViT-DGCN model are significantly 
influenced by certain hyperparameters, including the model depth, 
batch size, input patch size, and learning rate. The optimal values of 
these hyperparameters are determined using a controlled variable 
method. Thus, we examine the parameters affecting the training per
formance of the model.  

1) Dimensions of HSI: Hyperspectral data have hundreds of bands, and 
processing high-dimensional hyperspectral images without data 
dimensionality reduction has the potential to increase the compu
tation. Therefore, the dimensional setting value of PCA dimension
ality reduction is a key parameter. Fig. 8 shows the performance of 
the ViT-DGCN for different dimensions. The results show that as the 
number of dimensions increases from 5 to 50, the OA reaches nearly 
97 % at 20 dimensions achieving a relatively good result, and reaches 

Fig. 7. Network structure of dynamic GCN module.  

Table 3 
Randomly select the sample size for each category.  

Class label Class name Area (km2) Training samples: 1 % 

1 Jurassic sandstone and slate 286.6 28,558 
2 Early Paleozoic marble 11.5 1146 
3 Triassic sandstone and slate 13.0 1297 
4 Cambrian granitic gneiss 29.5 2955 
5 Paleozoic biotite quartz schist 47.8 4149 
6 Quaternary Strata 125.9 12,557 
7 Himalayan leucogranite 62.8 6201 
8 Water and clouds 26.2 2617  

Table 4 
The detailed parameters of the ViT-DGCN model. Note: S, T and B denote the 
length, width and number of bands of the input dataset, respectively.  

Layers ViT-DGCN 

Input S × T × B 35 × 27 × 27 
Tokenization Patch embedding 64 
Transformer block × 4 Attention head 

MLP ratio 
4 
4 

Dynamic GCN Graph convolution layer 
Fully connection layer 

64 
64 

Output Softmax 1 × C  

Y. Dong et al.                                                                                                                                                                                                                                    

https://github.com/Candy-CY/Hyperspectral-Image-Classification-Models
https://github.com/Candy-CY/Hyperspectral-Image-Classification-Models


International Journal of Applied Earth Observation and Geoinformation 129 (2024) 103780

9

a maximum of 97.38 % at 35 dimensions. Therefore, the ViT-DGCN 
model with 35 dimensions is set owing to its excellent classification 
accuracy.  

2) Depth of the ViT-DGCN: Network depth plays a crucial role in 
determining the complexity of the transformer network. A higher 
depth can result in a larger number of parameters and increased 
complexity, leading to potential challenges such as computational 
burden and overfitting. On the other hand, a lower depth reduces 
complexity and offers advantages in terms of computational re
sources, but may result in underfitting issues. Therefore, determining 
an appropriate depth configuration can effectively optimize the 
trade-off between classification accuracy and computational effi
ciency for lithological mapping tasks. As shown in Fig. 9, as the depth 
of the network increases, the training time increases proportionally. 
The OA first increases and then decreases, indicating that as the 
complexity of the model increases, the model requires more data and 
time to adjust the weights. However, HSI data are limited, hindering 
the performance of the algorithm. Therefore, considering the time 
efficiency and classification effect, the network depth is set to 4.  

3) Learning rate: As the crucial hyperparameter, the learning rate 
controls the convergence speed of the DL model. A suitable learning 
rate can contribute to stable and rapid convergence of the model. 

Fig. 10 shows the classification accuracy of ViT-DGCN for different 
learning rates. By comparison, 0.0005, with the highest accuracy, is 
selected as the learning rate value for ViT-DGCN.  

4) Training Batch size: Batch training is a crucial operation in DL that 
allows for the parallel processing of multiple input data, improving 
memory utilization and network optimization capability. To deter
mine the appropriate batch size, we conduct experiments to deter
mine and compare the accuracy and efficiency of the classification. 
Fig. 11 presents the classification results of the ViT-DGCN model for 
batch sizes ranging from 64 to 512. From the perspective of the 
classification accuracy, we can observe that the highest OA and 
reasonable training time is achieved when a batch size of 128. 
Therefore, 128 is selected as the discounted batch size.  

5) Input Patch size: The input size of the HSI patches plays a vital role in 
determining the amount of information that can be effectively uti
lized by the DL model. If the patch size is excessively small, it may 
lead to insufficient valid information. Conversely, using a large patch 
size would increase computational costs and introduce potential 
distractions. To find the appropriate patch size, Fig. 12 shows the 
performance of the ViT-DGCN under different patch size ranging 
from 15 × 15 to 35 × 35. The results indicate that a patch size of 27 
× 27 achieve the best accuracy, while maintaining an acceptable 

Fig. 8. Performance comparison of the ViT-DGCN model with 
different dimensions. 

Fig. 9. Performance comparison of the ViT-DGCN model with different 
network depth. 

Fig. 10. Performance comparison of the ViT-DGCN model under different 
learning rates. 

Fig. 11. Performance comparison of the ViT-DGCN model with different 
batch size. 
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time cost. Consequently, a 27 × 27 patch size is selected as the final 
input. 

6. Results 

In this section, we first evaluate the impact of integrating GF-5 and 
S2B data. Next, we quantitatively assess and interpret the practical 
classification results of the algorithms using the Cuonadong dataset. 
Finally, we demonstrate the visualized lithological classification maps 
and analyzed the distribution of the rock units. 

6.1. Fusion of GF-5 and S2B data 

Fig. 13 presents the visualized RGB false-color maps and magnified 
part of GF-5 data, S2B data, and the fused data, which demonstrate the 
spatial enhancement achieved by the fused data compared to the orig
inal datasets. The performance of the downstream classification appli
cation is selected as the evaluation standard to verify the fusion effect. It 
has usually been found that the RF method has better classification re
sults than other widely used ML algorithms in lithological mapping 
(Shayeganpour et al., 2021; Xi et al., 2022). The RF and ViT-DGCN 
methods are chosen to compare the effects of fusion before and after 
fusion. 

Table 5 and Table 6 present the quantitative assessment results of the 
GF-5 and S2B image and fused image. Bold type indicates the best result. 
It is clear that the classification accuracy after fusion increased by about 
10 % compared with the original data. There is a significant 

improvement in the classification accuracy after the fusion of Class 2 
Early Paleozoic marble and Class 3 Triassic sandstone and slate, which 
demonstrates the effectiveness of SFIM fusion. 

The RF and ViT-DGCN classification results and magnified bound
aries before and after fusion are shown in Fig. 14 and Fig. 15. It is 
obvious that the misclassification is greatly reduced, and the geological 
boundaries are clearer. The visual analysis also indicates that fusion 
process is effective and beneficial for lithological discrimination and 
classification. 

6.2. Classification results 

Table 7 lists the evaluation metrics comparison of seven methods for 
the Cuonadong dataset. The optimal value for each indicator is in bold. 
RF yields lower accuracy compared to other DL-based methods, which 
may result from ignoring the spatial characteristics of the neighboring 
data. Also, due to the intra-class variability and spectral variability 
phenomena of HSI, RF cannot effectively distinguish these lithological 
categories. 

The distribution of rocks and minerals in the Cuonadong dome is 
highly unbalanced. For class 1 Jurassic sandstone and slate with wide 
coverage, the recognition accuracy based on both RF and DL-based 
models reach more than 93 % with no noticeable improvements 

Fig. 12. Performance comparison of the ViT-DGCN model with different 
patch size. 

(a) GF-5 data (b) S2B data (c) Fused data

Fig. 13. The visualized RGB false-color map and magnified part of different data.  

Table 5 
Fusion results comparison of RF classification.  

Class label S2B GF-5 SFIM_GF-5 + S2B 

1 94.12 ± 0.07 93.57 ± 0.32 96.18 ± 0.06 
2 9.72 ± 0.51 7.45 ± 1.04 30.56 ± 0.72 
3 12.84 ± 0.35 15.10 ± 0.23 35.38 ± 0.77 
4 37.13 ± 0.57 37.78 ± 1.91 59.99 ± 0.89 
5 16.35 ± 0.44 13.82 ± 0.95 40.93 ± 0.49 
6 66.86 ± 0.16 71.00 ± 0.61 80.75 ± 0.08 
7 46.46 ± 0.32 47.20 ± 0.35 66.67 ± 0.48 
OA (%) 70.71 ± 0.12 71.85 ± 0.66 80.95 ± 0.07 
kappa × 100 53.93 ± 0.13 57.09 ± 0.39 70.76 ± 0.12  

Table 6 
Fusion results comparison of ViT-DGCN classification.  

Class label S2B GF-5 SFIM_GF-5 + S2B 

1 93.46 ± 0.11 96.45 ± 0.04 98.83 ± 0.23 
2 66.24 ± 1.45 71.27 ± 1.85 88.48 ± 0.11 
3 82.38 ± 0.15 89.30 ± 0.35 95.41 ± 0.79 
4 77.38 ± 0.05 87.45 ± 0.58 95.19 ± 0.23 
5 76.39 ± 1.26 78.58 ± 0.24 92.89 ± 0.33 
6 88.00 ± 0.18 90.20 ± 0.30 96.37 ± 0.35 
7 81.64 ± 0.55 84.47 ± 1.42 95.52 ± 0.30 
OA (%) 88.33 ± 0.18 91.49 ± 0.13 97.15 ± 0.20 
kappa × 100 82.61 ± 0.28 87.39 ± 0.55 95.81 ± 0.28  
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because the apparent differences in mineral content are easily identified. 
However, the proposed method, with excellent feature extraction 
capability, shows the best accuracy for class 1 Jurassic sandstone and 
slate. 

Nevertheless, as a lithological category with little distribution of 
lithologic units, such as class 2 Early Paleozoic marble, and class 3 
Triassic sandstone and slate, some methods including DFFN, DHCNet, 
and SSRN, have obtained relatively low-class accuracies. First, the 
spatial coverage of the two lithological units is extremely small with a 
banded and linear distribution leading to poor classification. Further
more, these lithological classes are affected by severe weathering, which 
results in a considerable loss of spectral feature information. 

SpectralFormer is an HSI classification method with transformers 
that outperforms than classic backbone CNN networks, such as DFFN, 
DHCNet, and SSRN. The FDSSC and FDGC achieved good accuracies in 
class 2 and 3, and produced encouraging results, with an OA of 
approximately 93 %. The FDSSC framework uses different convolutional 

kernel sizes to mine high-level spectral–spatial information, which ex
plains its relatively good accuracy. The good results of the FDGC can be 
explained by the positive influence of the specific network design inte
grating the dynamic GCN and CNN. Despite this, our method exhibited 
the best performance for the recognition of small rock masses. It can be 
seen that our model outperforms other DL methods except FDGC in 
terms of training time, but our model has the highest accuracy. We 
believe it is worth spending extra time to get better performance. 

Compared with all models, the proposed ViT-DGCN achieves the 
highest classification accuracy, which indicates the usefulness of the 
incorporation of transformer and dynamic GCN. In particular, our ViT- 
DGCN method achieves a 96 % recognition rate for class 7 Himalayan 
leucogranite with a noticeable improvement over the other methods, 
providing technical ideas for further targeting of objective lithology for 
rare metal exploration. Our proposed model organically combines 
transformer with dynamic GCN to utilize the topology and sequence 
features. By extracting more discriminative and representative features, 

(a) GF-5 data (b) S2B data (c) Fused data

Fig.14. Classification results and magnified boundaries of lithological units of different data and RF classifier.  

(a) GF-5 data (b) S2B data (c) Fused data

Fig.15. Classification results and magnified boundaries of lithological units of different data and ViT-DGCN model.  
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the ViT-DGCN framework demonstrates superior classification accuracy 
compared with all other models. 

6.3. Lithological mapping 

Fig. 16 shows the lithological mapping results obtained using 
different methods. Clearly, the proposed ViT-DGCN model provides an 
excellent visual effect. Visually, the ML-based method RF(a) produces a 
classification map that shows a lot of noise and misclassification, while 
the DL-based methods generate classification maps that are smoother 
and clearer than RF, reflecting the effectiveness of DL-based methods in 
the application of lithological mapping. 

Specifically, to reduce the noise and misclassification phenomenon, 
the DL-based methods DFFN(b) and SSRN(d) introduce residual learning 
to extract the spatial-spectral features. DHCNet(c) uses deformable 
convolution to flexibly extract high-level effective spatial features. Their 
maps have fewer noise points than RF, and the misclassification phe
nomenon is somewhat improved. The FDSSC(e) network utilizes an 
efficient convolution method to reduce high dimensionality. Spectral
Former(f) spectrally learns global sequence information using the 
transformer. They demonstrate superior performance better than DFFN 
(b), DHCNet(c), and SSRN(d). FDGC(g) performs relatively well in 
delineating lithological units and defining their boundaries clearly. 

However, based on the lithological classification maps, Himalayan 
leucogranite is easily wrongly identified as Cambrian granitic gneisses 
due to their very similar material compositions and spectral character
istics. This can lead to misclassification. Similarly, some of the Early 
Paleozoic marble units are mistakenly identified as Paleozoic biotite 
quartz schist, with low recognition of both lithological classes. The 
irregular ribbon-like and linear distribution of these rocks in the dome 
mantle makes it difficult to distinguish between them precisely. The 
classification results for Triassic sandstone slate are relatively unstable 
and low accurate because it belongs to silicate rocks that are more 
susceptible to weathering and erosion. As a result, some regions within 
these lithological units may not be correctly classified. 

The proposed ViT-DGCN(h) yields an optimal visual result with 
excellent performance. This map is smooth, and some spatial details are 
not ignored, such as the Early Paleozoic marble and Triassic sandstone 
and slate with minor coverage, and the rock boundaries of Himalayan 
leucogranite are clear and rarely misclassified. To further illustrate the 
effectiveness of the proposed method for lithological mapping, we have 
amplified some sections of lithological units in classification maps in 
Fig. 17. It is evident that ViT-DGCN outperforms other methods with 
clearer geological boundaries and a minimal number of 

misclassifications. As expected, the lithological map generated by the 
ViT-DGCN is more consistent with the ground truth map. Our approach 
has proven to be superior and rational based on both qualitative and 
quantitative results. 

7. Discussion 

Because Himalayan leucogranite has good potential for rare metal 
mineralization, it can be used as a mineral indicator for rare metal de
posits in the Himalayan orogenic belt. Therefore, mapping the spatial 
distribution of Himalayan leucogranite is considered the primary task in 
the exploration of rare metal deposits (Cao et al., 2022). Currently, 
based on the deepening and promotion of RS geological applications, 
easily accessible RS data are being utilized to better identify geological 
features, thereby providing accurate directions for mineral exploration. 
However, it has been challenging to better identify geological features. 
Rocks are a collection of minerals, and their spectra are essentially a 
mixture of multiple mineral spectra. Thus, the spectral characteristics of 
rocks mainly depend on their mineral composition and relative content, 
as well as being affected by external factors such as surface weathering, 
rock structure, and surface color (Feng et al., 2018). 

Rock bodies exist in certain complex geological environments, and 
the results of RS lithological identification are affected by environmental 
factors, especially surface weathering. Weathering not only produces 
weathering cracks that destroy the structure of the original rock, but also 
produces alteration minerals that change the mineral composition of the 
original rock, thereby affecting the physicochemical properties and 
spectral reflectance characteristics. Therefore, weathering is not 
conducive to discrimination rock masses. As far as the quantitative re
sults are concerned, it can be seen that the ViT-DGCN model has a 
slightly poorer classification accuracy for Early Paleozoic marble, owing 
to the fact that the weathering degree of this class is higher and the 
spectral features of rocks and minerals are more chaotic. 

Limited data sources and complex processing are two major obstacles 
to the utilization of HSI techniques for lithological mapping and mineral 
exploration. This study takes advantage of the rich spectral information 
of HSI data and improves its spatial resolution at the data level, which 
improves the image environment and image quality, and enhances the 
reliability of subsequent lithological classification applications. Base on 
this, the ViT-DGCN model is proposed to facilitate the differentiation of 
highly similar lithological units. By learning the deep structural features 
and hidden sequential information of lithologies, the model achieves an 
impressive classification accuracy of up to 97 %, using only 1 % of the 
training samples. The above description not only demonstrates that HSI, 

Table 7 
Comparison of classification results among different models.  

Class label RF DFFN DHCNet SSRN FDSSC Spectral 
Former 

FDGC ViT-DGCN 

1 96.18 93.44 94.05 96.8 96.22 96.33 97.5 98.83 
±0.06 ±1.37 ±1.35 ±0.67 ±0.42 ±0.78 ±0.17 ±0.23 

2 30.56 43.63 49.69 58.6 74.47 63.62 74.08 88.48 
±0.72 ±4.50 ±6.35 ±9.71 ±8.25 ±5.38 ±5.45 ±0.11 

3 35.38 60.35 68.62 80.56 87.25 83.95 89.17 95.41 
±0.77 ±5.81 ±3.61 ±1.95 ±4.17 ±5.00 ±1.35 ±0.79 

4 59.99 67.28 65.31 75.62 85.6 84.01 86.86 95.19 
±0.89 ±6.53 ±11.0 ±4.64 ±5.07 ±0.52 ±0.58 ±0.23 

5 40.93 56.5 63.26 72.19 82.97 76.55 82.52 92.89 
±0.48 ±1.72 ±5.79 ±3.62 ±4.45 ±0.83 ±1.08 ±0.33 

6 80.75 85.21 83.5 87.43 93.56 90.28 91.68 96.37 
±0.08 ±3.65 ±2.35 ±4.80 ±0.89 ±0.30 ±0.83 ±0.35 

7 66.6 72.87 75.33 84.23 88.28 84.89 88.11 95.52 
±0.06 ±3.14 ±1.21 ±2.05 ±1.17 ±0.99 ±0.32 ±0.30 

OA (%) 80.95 83.72 84.87 87.61 92.55 90.88 93.39 97.15 
±0.48 ±0.55 ±1.12 ±3.45 ±0.31 ±0.04 ±1.13 ±0.20 

kappa × 100 70.76 75.82 77.62 81.57 89.59 86.54 90.22 95.81 
±0.12 ±0.86 ±1.73 ±5.16 ±0.46 ±0.12 ±1.67 ±0.28 

Training time(h) 0.504 10.322 8.059 5.452 5.883 6.478 2.802 3.229  
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with its advantage of extremely high spectral resolution, can sensitively 
capture such differences in the spectral characteristics of rocks and 
minerals, but also shows the effectiveness of the proposed model in 
lithological mapping for mineral exploration. This work will help guide 
the exploration of similar deposits and provide a technical solution for 
further exploration of rare metals in the Himalayans. 

7.1. Analysis of different training samples 

The HSI feature classification within a supervised DL model is a data- 
driven approach for mining high-level features. Hence, the number of 
samples utilized during the training stage significantly affects the 
quality of the DL model. Additionally, proper training samples can 
conserve computational resources and time without degrading the 
classification accuracy. As shown in Fig. 18, we perform experiments to 

Fig. 16. Lithological mapping results of different methods.  
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Fig. 16. (continued). 

Fig. 17. Magnified parts of lithological Classification results of different models.  
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evaluate the classification performance of the various models using 
different training samples. The percentage of training samples is set to 
0.01 %, 0.05 %, 0.1 %, 0.5 %, 1 %, 1.5 %, 2 %, and 2.5 %. 

It is obvious that the OA of the RF is always lower than that of the DL- 
based models at different sample proportions because the shallow 
learning algorithm cannot learn deep abstract knowledge. When the 
percentage of the training set is large, the ViT-DGCN model displays 
optimal performance compared to the other comparison models. When 
the percentage is low, the ViT-DGCN model maintains competitive re
sults. In conclusion, the ViT-DGCN model demonstrates significant im
provements when training with limited samples. Owing to its specific 
and well-designed hybrid structure that combines transformer and dy
namic GCN, the proposed ViT-DGCN model exhibits superior perfor
mance in terms of OA. These findings indicate that the OA of the 
proposed method does not show substantial improvement when the 
training percentage exceeds 1 %. Therefore, using 1 % of the training set 
during a suitable training period is considered the most appropriate. 

7.2. Analysis of model generalization 

The generalizability of a model is of great importance when solving 
practical problems. Model generalization is the ability of a model to suit 
data from different scenarios. If a model has powerful regularization 
capability, then it performs excellently on diverse datasets. To assess the 
generalizability and applicability of the proposed model, experiments 
are conduct using two public HSI datasets: the Pavia University (PaviaU) 
satellite dataset and the Salinas airborne dataset (https://www.ehu.eus 
/ccwintco/index.php/Hyperspectral_Remote_Sensing_Scenes). 

The PaviaU dataset was captured by the Reflective Optics System 
Imaging Spectrometer (ROSIS) sensor during an aerial survey conducted 
over Pavia, Northern Italy. This dataset comprised 103 spectral bands 
with a spatial resolution of 1.3 m and a data size of 610 × 610 pixels. 
Fig. 19 illustrates the false-color map and ground truth distribution, and 
the ViT-DGCN classification results of the PaviaU dataset, which consists 
of 9 classes representing different ground objects. 

The Salinas dataset was acquired using the AVIRIS sensor in Salinas 
Valley, California, which has a spatial resolution of approximately 3.7 
m. It is composed of 512 × 217 pixels and 204 spectral bands that cover 
the range of 400–2500 nm after data preprocessing. Fig. 20 shows the 
false-color map, ground truth distribution, and the ViT-DGCN classifi
cation results of the Salinas dataset, which encompasses 16 classes 
representing different ground objects. 

According to Section 5 of our experimental setup and analysis, 1 % of 
the training samples are randomly selected from both the PaviaU and 
Salinas datasets, and the rest are used as testing samples. Table 8 pre
sents the classification results for the two datasets. Evidently, the ViT- 
DGCN model achieves high classification accuracy, which is compara
ble to its performance on the Cuonadong datasets. The experimental 
results obtained from both types of datasets validate the strong gener
alization ability of the ViT-DGCN model. 

8. Conclusion 

This study provides an effective and accessible approach for litho
logical mapping of the Cuonadong dome rare metal deposit using a 
combination of multi-source RS data fusion and DL method. Hyper
spectral and multispectral data fusion technology is first applied in this 
study area, complementing the advantages of different RS data to pro
vide a high-quality dataset with high spatial and spectral resolution for 
lithological mapping. A ViT-DGCN model with transformer and dynamic 
GCN is proposed, which perform the best OA in classifying lithologic 

Fig. 18. Performance comparison of the model performance over different 
percentage of training samples. 

(a) (b) (c)

Asphalt Gravel Metal Sheets Bitumen Shadow 

Meadows Trees Bare Soil Bricks 

Fig. 19. Visualization of PaviaU dataset. (a) False-color map, (b) Ground truth map, (c) ViT-DGCN classification map.  

Y. Dong et al.                                                                                                                                                                                                                                    

https://www.ehu.eus/ccwintco/index.php/Hyperspectral_Remote_Sensing_%2520Scenes
https://www.ehu.eus/ccwintco/index.php/Hyperspectral_Remote_Sensing_%2520Scenes


International Journal of Applied Earth Observation and Geoinformation 129 (2024) 103780

16

units compared to other DL models. 
The classification results show excellent classification accuracy and a 

remarkable recognition effect, providing a successful application 
example for other similar mineralization areas. The large-scale expan
sion and application of this technical process will provide field geolo
gists with accurate prospecting targets and technical support for 
exploring rare metal metallogenic belts in the Himalayas. However, it is 
challenging and continuous to improve the accuracy of geological 
mapping. In the future, we will include additional RS geological data, 
such as visual and infrared multispectral imager data, LiDAR data, SAR 
data, and other diagnostic features for lithological identification and 
geological mapping using the developed methods. 
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