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A B S T R A C T

Contact mining is discovering objects in close proximity in their movements in order to reveal possible
interactions, infections, collisions or contacts. This process can be significantly beneficial in a spread of an
infectious disease situation to identify potential victims from a known infected human or animal, especially
when the victims are asymptomatic. Movements of objects are captured by spatio-temporal trajectories
represented by a series of geospatial locations and corresponding timestamps. A large amount of spatio-
temporal trajectory data is being gathered by various location acquiring sensor devices by tracking movement
behaviours of people, animals, vehicles and natural events. Trajectory data mining techniques have been
proposed to discover useful patterns to understand the behaviours of spatio-temporal trajectories. One
unexplored pattern is to identify contacts of targeted trajectory in spatio-temporal trajectories, which is defined
as contact mining. The aim of this study is to investigate contact mining from spatio-temporal trajectories. The
approach will be initiated by preprocessing spatio-temporal data and then by investigating a robust contact
mining framework to efficiently and effectively mine contacts of a trajectory of interest from a given set of
trajectories. Experimental results demonstrate the efficiency, effectiveness and scalability of our approach. In
addition, parameter sensitivity analysis reveals the robustness and insensitivity of our framework.
1. Introduction

Spatio-temporal trajectory is a set of movements of an object
through geographical locations over time, which can be represented
by a series of geospatial coordinates (latitude, longitude) and corre-
sponding timestamp data (Zheng, 2015). Massive amounts of data have
been generated using different types of location acquiring devices. To
evaluate the massiveness, if a trajectory of an object is recorded each
second approximately 2.6 million spatio-temporal entries are produced
for a month which will be terabytes of data for an averagely populated
city.

Due to the nature of location acquiring devices, spatio-temporal
trajectories suffer from a set of inherent special characteristics such
as spatial uncertainties (Trajcevski, 2011) which includes irregular
timestamps, over-sampled complexity, under-sampled simplicity, and
measurement inaccuracy (Shamolin, 2020). Various trajectory prepro-
cessing approaches (Enge, 1994; Shamolin, 2020) have been proposed
to address these inherent special characteristics. Stay point detec-
tion (Zheng, 2015; Bermingham and Lee, 2017, 2018) also known as
stop-move detection is one popular approach removing over-sampled
complexities and also to add contextual information to raw spatio-
temporal trajectories.

Trajectory data mining is to find interesting patterns from these
large trajectories, and has been applied in many studies including traffic
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predictions (Ma et al., 2019), route recommendations (Qu et al., 2019),
travel services (Duan et al., 2018), behaviour analysis (Yang et al.,
2018), animal behaviours (Ardakani et al., 2018) and weather predic-
tions (Miltenberger et al., 2013). Trajectory clustering and trajectory
pattern mining are two widely studied areas in trajectory data mining.
Trajectory clustering (Bian et al., 2018) is to group trajectories (or
their segments) into similar groups to identify a subset of trajectories
exhibiting similar movement patterns whilst trajectory pattern min-
ing (Giannotti et al., 2007) is to mine frequently occurring sequential
patterns or regularly occurring periodic patterns. Trajectory outlier
detection is another type to identify trajectories (or their segments) sub-
stantially different from or inconsistent from others, whilst trajectory
classification is to build a prediction model to classify a new trajectory
into one of the pre-defined labels.

Mining contacts amongst spatio-temporal trajectories can be useful
to identify potentially affected humans in an infectious disease situation
such as the recent COVID pandemic outbreak. By identifying and isolat-
ing contacted individuals of a known infected individual can minimise
the rapid spread of disease until a medical solution is applied. Also,
tracking trajectories of humans who have been in close contact is vital
to identify terrorist networks and reveal secret criminal activities. De-
spite the importance of contact mining, none of the existing trajectory
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Fig. 1. An example of spatio-temporal trajectories scenario (trajectories =
{𝑇1 , 𝑇2 , 𝑇3 , 𝑇4}).

Table 1
Movements and stops of the data shown in Fig. 1.

ID Sequences Stops

𝑇1 ⟨ A⃝, E⃝, F⃝, G⃝, C⃝⟩ Building-1 &−2
𝑇2 ⟨ N⃝, O⃝, J⃝, K⃝, L⃝, G⃝, H⃝⟩ Building-2
𝑇3 ⟨ S⃝, O⃝, J⃝, K⃝, L⃝, G⃝, H⃝⟩ Building-3
𝑇4 ⟨ T⃝, P⃝, Q⃝, U⃝⟩

preprocessing or data mining approaches is designed to mine contacts
from spatio-temporal trajectories.

Fig. 1 displays a simple scenario of spatio-temporal trajectories
in a given study area illustrating a gap in the literature. There are
four trajectories = {𝑇1, 𝑇2, 𝑇3, 𝑇4} shown and their movement sequences
and stops are shown in Table 1. For instance, a trajectory 𝑇1 is
moving from A - E - F - G to C while stopping in Building-1 and
Building-2. Given this dataset, trajectory clustering will group tra-
jectories 𝑇2 and 𝑇3 into a cluster as they exhibit similar movements
and behaviours, or sub-trajectory clustering will identify segments of
trajectories ( O , J , K , L , G , H ) as a cluster. With sequential pat-
tern mining, a sequence ( O , J , K , L , G , H ) of movements can be
detected as a frequently occurring sequence whilst the trajectory 𝑇4 can
be identified as an outlier as it exhibits a different movement behaviour
from other trajectories. Trajectory classification could predict the next
movement based on past movements, for instance a trajectory coming
from L - G , it is predicted to move to H . Stay point detection is able
to identify stops such as 𝑇1 in Building-1 and Building-2, 𝑇2 in Building-
2, and 𝑇3 in Building 3, but it is not designed to find potential contacts
among moving objects. In Fig. 1, there are possible contacts between
𝑇1 and 𝑇2 as they stop in the same building, Building-2, also between
𝑇2 and 𝑇3 as both share similar movements. Unfortunately, none of the
existing data mining approaches address contact mining and all fail to
detect potential contacts from spatio-temporal trajectories.

This study proposes a multi-step contact mining framework that
initially pre-processes raw spatio-temporal trajectories to overcome
the special characteristics of spatio-temporal trajectories, then explores
a hierarchical space indexing approach to efficiently and effectively
detect contacts. To the best of our knowledge, it is the first attempt to
investigate contact mining from massive spatio-temporal trajectories.
As there does not exist ground-truth datasets, this study initially gener-
ates ground-truth contacts through the brute-force approach, and uses
it as a baseline to assess performance.
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Fig. 2. An example of spatio-temporal trajectory where an actual movement trajectory
is represented by a dashed line whilst a corresponding recorded trajectory is in a set
of arrowed lines (𝑇 = {(𝑥0 , 𝑦0 , 𝑡0), (𝑥1 , 𝑦1 , 𝑡1),… , (𝑥9 , 𝑦9 , 𝑡9)}. A stop is represented by a
shaded area where trajectory nodes 𝑛4 , 𝑛5 , 𝑛6 lie.

The main contributions of this study are as follows:

• formulate contact data mining;
• propose a flexible contact data mining framework for massive

spatio-temporal trajectories;
• propose efficient and effective algorithmic solutions for contact

data mining;
• provide various experimental results to demonstrate the perfor-

mance of the proposed approach.

The rest of paper is structured as follows. Section 2 provides
preliminaries whilst Section 3 reviews relevant studies identifying the
literature gap. Section 4 defines the definitions and illustrates the
proposed framework for contact mining. Section 5 exhibits the experi-
mental results and presents major findings. Section 6 draws conclusive
remarks and suggests possible future directions.

2. Preliminaries

A spatio-temporal trajectory (𝑇𝑎) in a given spatio-temporal trajec-
tory database  = [𝑇𝑎, 𝑇𝑏,… , 𝑇𝑛] is a list of trajectory nodes repre-
senting longitude, latitude and corresponding timestamp, denoted by
𝑇𝑎 = {(𝑥𝑎1, 𝑦𝑎1, 𝑡𝑎1), (𝑥𝑎2, 𝑦𝑎2, 𝑡𝑎2),… , (𝑥𝑎𝑛, 𝑦𝑎𝑛, 𝑡𝑎𝑛), where 𝑥𝑎𝑖, 𝑦𝑎𝑖 ∈ R2

and 𝑡𝑎𝑖 ∈ R+ for 𝑖 = {1, 2,… , 𝑛} and 𝑡𝑎1 < 𝑡𝑎2 < ⋯ < 𝑡𝑎𝑛.
Fig. 2 displays an example of recorded spatio-temporal trajec-

tory (line) with its actual movement (dashed line). Even though the
recorded trajectory (discrete) does not exactly match with the actual
movement (continuous), it captures the general movement of an entity
and is a useful and solid resource for trajectory data mining. A shaded
area represents a potential stop where trajectory nodes 𝑛4, 𝑛5, 𝑛6 stay.
As stops are places where trajectory nodes are clustered, and objects
exhibit interesting behaviours, they could be potential candidates for
contact mining. We explore the effect of stops in contact mining in
Section 5.

3. Literature review

3.1. Spatio-temporal trajectory data mining

Trajectory data mining is the process of discovering interesting
patterns such as clusters, regions-of-interest, anomalies, patterns and
correlations within large trajectory datasets (Mazimpaka, 2016). Rel-
evant main trajectory data mining approaches are covered in this
subsection.

3.1.1. Stay point detection (stop-move detection)
Stop-move detection (Zheng, 2015; Bermingham and Lee, 2017,

2018) is the process of discovering and labelling entries in a trajec-
tory that has a movement less than a specified value as stops and
labelling the rest of the entries between stops as a movement. Stops and
Moves of Trajectories (SMoT) (Alvares et al., 2007) was a foundational
and popular algorithm used to detect stops and moves. This method
was extended to several other algorithms such as SMoT+ (Moreno
et al., 2014). The major drawback of these foundational algorithms
is requiring parameters such as the minimum time duration which
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may cause the algorithm to miss important stops. Clustering Based
MoT (CB-SMoT) (Palma et al., 2008) is a density-based algorithm,

based on DBSCAN (Ester et al., 1996) which handles spatial temporal
ata. Density-based clustering overcomes issues such as defining the
value and initial clustering centre in partitioning-based approaches.
s stops indicate places where trajectory nodes are clustered, these are
onsidered as one of the baselines we implement for a benchmarking
est in this study.

3.1.2. Trajectory clustering
Trajectory clustering is an unsupervised learning method which

categorises spatio-temporal trajectory datasets into groups or clusters
y identifying similarities in the same trajectories in a cluster from
issimilarities of other trajectory clusters (Bian et al., 2018). This is

useful for discovering information such as object motion prediction,
traffic monitoring, activity understanding, abnormal detection, and
weather forecasting (Bian et al., 2018).

There are several trajectory clustering algorithms that can be cat-
egorised into partitioning-based, density-based, hierarchical-based and
model-based (Bian et al., 2018). Partitioning-based algorithms are more
popular since they are relatively simple and have the ability to handle
large datasets. On the other hand, they have drawbacks such as the
requirement of predefining the number of clusters and the impact of
outliers on clustering. Although density-based clustering algorithms
overcome these issues, they have their own challenges such as the
requirement of pre-defined parameters and their effects in results. Also,
they do not work well with high dimensional data and clusters with
varying densities. Hierarchical-based algorithms overcome these issues
by considering more attributes at each level, but they cost more time
in computation. Model-based clustering computes internal relationships
by analysing a similar matrices and hence is more efficient in processing
data together. Even though trajectory clustering itself is not able to
detect contacts as they can occur in non-clusters, it is worth examining
the effect of clustering in contact mining as it identifies spatio-temporal
aggregations where contacts could occur. Same as with the stop node
detection, we implement various clustering approaches to examine the
effect of clustering in contact mining in this study.

3.1.3. Trajectory classification
Trajectory classification is a supervised learning technique which

classifies trajectories into already labelled pre-defined classes built
using training data. This is useful when there exists pre-defined labels,
nd a prediction is required based on the existing ground-truth data.
here are three types of classification: unsupervised, supervised and
emi-supervised (Bian et al., 2019). With semantic labelling, trajectory
lassification is useful for many applications, such as trip recommenda-

tions, sharing life experiences, hurricane prediction and security alert
triggers and context-aware computing (Patel et al., 2012; Zheng, 2015).
Unsupervised and semi-supervised classification could be used as a step
for contact mining, but the lack of ground-truth data is one of the main
urdles for trajectory classification to be used in contact mining.

3.1.4. Trajectory pattern mining
Trajectory pattern mining describes discoveries of significant, inter-

sting or unexpected patterns in a movement of trajectories. Trajectory
attern mining can be categorised into several methods such as peri-

odic/repetitive pattern mining, frequent/sequential pattern mining and
moving together/group pattern mining.

Periodic or repetitive pattern mining refers to a moving object
hich repeatedly follows approximately the same route in different
ut constant time periods such as daily, monthly or annually in the
ame trajectory (Li et al., 2010). Identifying these kinds of behavioural
atterns will be useful in predicting the future movements of these
bjects. This method has uncertainties since the time period affects
he clustering output. The specification of a period in advance was
vercome by the Periodica algorithm (Zhang et al., 2019).
199 
Frequent or sequential pattern mining focuses on multiple moving
bjects that visit approximately the same place in the same order in
elative time (Kopp et al., 2012; Bermingham and Lee, 2020). Frequent

Spatiotemporal Sequential Pattern (FSSP) mining and Generalized Se-
quential Pattern (GSP) mining are some of the methods found in
frequent pattern mining (Cao et al., 2005). Finding important regions
rom the trajectories and then applying sequential mining is a common
pproach to mine frequent patterns.

Group pattern mining concerns numerous moving objects staying
close in a space and visiting the same locations simultaneously (Zheng,
2015). These patterns can be categorised depending on the shape and
density of the group and the duration of movement of objects. There
are different types of trajectories which move together in a certain time
period, such as flock, convoy and swarm patterns (Zheng, 2015).

As illustrated in Fig. 1, trajectory pattern mining is designed to find
frequent or regular movement patterns, and is not designed to detect
ontacts.

3.2. Collision detection

Detecting the intersection of geometric models is known as collision
detection. Collisions should be detected when objects are static or mov-
ing. This is used in areas such as computer graphics, manufacturing,
automation, robotics, computer animation, and computer simulated
environments (Lin and Gottschalk, 1998; Jiménez et al., 2001; Kockara
t al., 2007).

There are many collision detection algorithms available that can be
categorised into two phases, such as broad phase followed by narrow
hase (Kockara et al., 2009). Broad phase algorithms are initially used

to identify objects that can potentially collide and exclude objects
that are not colliding with certainty to optimise the speed. Then only
those objects with a possibility of colliding are used to find out which
objects are colliding with each other in the narrow phase. The two
phases allow much more efficient collision detection than using one
phase. Hubbard (1993) was the first to separate these phases and almost
all the algorithms introduced follow this method.

Collision detection methods are not designed to analyse spatio-
temporal trajectory data, but they are for objects in 2D or 3D context.
As they are designed to handle small datasets, the scalability of these
algorithms is in question. Table 2 displays a summary of related work
demonstrating a gap in the literature.

3.3. Movement dynamics

To the best of our knowledge, there has been no direct study in
the area of contact mining. However, recently there have been some
studies to monitor asymptomatic patients (Add-Gyamfi et al., 2020;
Add-Gyamfi and Zhang, 2022), to mine daily activities and move-
ment dynamics (Yin et al., 2021; Xing et al., 2022), to investigate
uman activities in intra-urban networks (Liu et al., 2023a; Šveda and

Madajová, 2023), and to study human movement behaviours in the
COVID-19 pandemic (Majeed and Hwang, 2021; Liu et al., 2023b)
from large spatio-temporal trajectories. These studies take advantage of
large spatio-temporal trajectories available and mature trajectory data
mining technologies to find human movement dynamics. These studies
in nature focus on stay points and stops for Points of Interest (PoIs) but
fail to address contacts.

Add-Gyamfi et al. (2020) investigated the movements of asymp-
tomatic patients by examining spatio-temporal trajectories to infer their
spatially and temporally bounded activities. They derived PoIs and
then identified stay places where those patients visit and stay. This
work has been further expanded (Add-Gyamfi et al., 2020) to continu-
ously monitor asymptomatic patients. These approaches are similar to
the stay point detection from spatio-temporal trajectories discussed in
Section 3.1.1 and not designed to mine potential contacts.
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Table 2
Comparison of the literature review.

Technique Patterns ST-Data Contact

Stop detection Stops/Stay points Yes No
Clustering Similar groups Yes No
Classification Prediction model Yes No
Pattern mining Sequential/periodic Yes No
Traj monitoring Stay points/PoIs Yes No
Collision None Yes No

Liu et al. (2023a) constructed urban travel networks to understand
spatial travel patterns and human activities by examining fine-scale
urban travel flows and the macroscopic characteristics of the urban
travel networks. Šveda and Madajová (2023) studied the distance
decay of intra-urban trips in order to capture the localisation patterns
of mobile phone users. These studies investigate human activities in
urban networks, but they are not for mining potential contacts and
interactions between humans.

Several studies expanded trajectory pattern mining discussed in
Section 3.1.4 to monitor daily activity chains, to devise privacy pro-
tection techniques, and to identify connections between movement
flows and land uses. Yin et al. (2021) investigated daily activity chains
from spatio-temporal trajectories where they first identified stay points
and then mined activity chains. This work leveraged the advances
in stay point detection and trajectory pattern mining is discussed in
Section 3. Xing et al. (2022) investigated a novel representation of
movement dynamics within an urban area called, flow trace. This study
uncovers the dynamic connections between flows and land uses, but
fails to detect potential contacts.

Majeed and Hwang (2021) explored privacy protection techniques
in the COVID-19 pandemic whilst Liu et al. (2023b) investigated human
mobility resilience to the COVID-19 pandemic using spatio-temporal
trajectories. However, these are not designed to mine potential con-
tacts.

4. Contact data mining

4.1. Definitions

Given a set T = {𝑇𝑎, 𝑇𝑏,… , 𝑇𝑛} of trajectories, and let 𝑇𝑎 be a
trajectory of interest.

Definition 1 (Spatial 𝑠-neighborhood). The spatial 𝑠-neighborhood of a
trajectory node 𝑛 ∈ 𝑇𝑎 for a given trajectory 𝑇𝑖 ∈ (T∖𝑇𝑎), denoted by
𝑁𝑇𝑖

𝑠 (𝑛), is defined by 𝑁𝑇𝑖
𝑠 (𝑛) = {𝑛𝑗 ∈ 𝑇𝑖 ∣ 𝑑 𝑖𝑠𝑡(𝑛𝑗 , 𝑛) ≤ 𝑠}, where 𝑑 𝑖𝑠𝑡(., .)

is a distance function, but it is the Euclidean distance by default in this
paper.

Definition 2 (Temporal 𝑡-neighborhood). The temporal 𝑡-neighborhood
of a trajectory node 𝑛 ∈ 𝑇𝑎 for a given trajectory 𝑇𝑖 ∈ (T∖𝑇𝑎), denoted
by 𝑁𝑇𝑖

𝑡 (𝑛), is defined by 𝑁𝑇𝑖
𝑡 (𝑛) = {𝑛𝑗 ∈ 𝑇𝑖 ∣ 𝑑 𝑖𝑓 𝑓 (𝑛𝑗 , 𝑛) ≤ 𝑡}, where

𝑑 𝑖𝑓 𝑓 (., .) is a time difference function that measures the difference
between the two timestamps.

Definition 3 (Spatio-temporal 𝑠𝑡-neighborhood). The spatio-temporal
𝑠𝑡-neighborhood of a trajectory node 𝑛 ∈ 𝑇𝑎 for a given trajectory
𝑇𝑖 ∈ (T∖𝑇𝑎), denoted by 𝑁𝑇𝑖

𝑠𝑡 (𝑛), satisfies both Definitions 1 and 2.

Definition 4 (Contact Duration 𝑑-neighborhood). Let N be a set
{𝑛𝑖, 𝑛𝑖+1,… , 𝑛𝑖+𝑘} (where 𝑖, 𝑘 ∈ R+) of consecutive nodes in a trajectory
𝑇𝑖 ∈ (T∖𝑇𝑎). The contact duration 𝑑-neighborhood of a trajectory node
𝑛 ∈ 𝑇𝑎 for a given trajectory 𝑇𝑖, denoted by 𝑁𝑇𝑖

𝑑 (𝑛), is defined by 𝑁𝑇𝑖
𝑑 (𝑛)

= {N ∣ 𝑑 𝑖𝑓 𝑓 (𝑛𝑖, 𝑛𝑖+𝑘) ≤ 𝑑}.

Definition 5 (Contact Detection). A trajectory 𝑇𝑖 ∈ (T∖𝑇𝑎) is 𝑐 𝑜𝑛𝑡𝑎𝑐 𝑡
𝑑 𝑒𝑡𝑒𝑐 𝑡𝑎𝑏𝑙 𝑒 by 𝑇 𝑖𝑓 𝑓 𝑁𝑇𝑖 (𝑛) for a given 𝑑 for a node 𝑛 ∈ 𝑇 is not ∅.
𝑎 𝑑 𝑎
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Fig. 3. Two trajectories: A trajectory 𝑇𝑎 = {𝑛𝑎0 , 𝑛𝑎1 ,… , 𝑛𝑎9} of interest and 𝑇𝑖 =
{𝑛𝑖0 , 𝑛𝑖1 ,… , 𝑛𝑖9}.

Fig. 4. Proposed framework for experimental setup of contact mining from spatio-
temporal trajectories.

Definition 6 (Contact Mining From Spatio-temporal Trajectories). For
a given trajectory of interest (𝑇𝑎), contact mining from a set T =
{𝑇𝑎, 𝑇𝑏,… , 𝑇𝑛} of spatio-temporal trajectories is to find all contact
detectable trajectories from T∖𝑇𝑎 (Definition 5).

Fig. 3 displays two trajectories: a trajectory 𝑇𝑎 = {𝑛𝑎0, 𝑛𝑎1, …,
𝑛𝑎9} of interest and 𝑇𝑖 = {𝑛𝑖0, 𝑛𝑖1,… , 𝑛𝑖9}. Shaded spheres represent
spatio-temporal 𝑠𝑡-neighborhood of each node in 𝑇𝑎, 𝑁𝑇𝑖

𝑠𝑡 (𝑛𝑎). Please
note that 𝑁𝑇𝑖

𝑠𝑡 (𝑛𝑎2) and 𝑁𝑇𝑖
𝑠𝑡 (𝑛𝑎6) are not ∅. In particular, for a given

𝑑-duration where 𝑑 ∈ R+, 𝑁𝑇𝑖
𝑠𝑡 (𝑛𝑎2) returns only one node 𝑛𝑖2 whilst

𝑁𝑇𝑖
𝑠𝑡 (𝑛𝑎6) returns (𝑛𝑖6, 𝑛𝑖7, 𝑛𝑖8). The trajectory 𝑇𝑖 is contact detectable

by 𝑇𝑎 in this particular example when it meets two conditions: (1)
𝑑 𝑖𝑓 𝑓 (𝑛𝑖6, 𝑛𝑖8) ≤ 𝑑, and (2) nodes 𝑛𝑖6, 𝑛𝑖7, 𝑛𝑖8 satisfy Definition 3.

4.2. Proposed framework

A multi-step hierarchical contact mining framework is proposed to
identify contacts of a trajectory of interest, as shown in Fig. 4. Please
note that in our proposed framework, we compare the performance
of our proposed method against several baselines. As discussed in
Section 3, clustering and stop node detection are two data mining
approaches that could be used in contact mining, we transform datasets
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with stops and implement several clustering algorithms for comparison.
Initially, raw data is gathered and cleaned through a data preprocessing
step in order to remove the inaccuracies and irregularities in the raw
trajectory data to ensure consistency for contact mining. Subsequently,
a stop node detection process is implemented to distinguish stop nodes
from movement nodes.

Thereafter, three types of datasets are used to carry out the rest of
the process. The first dataset is with all nodes in the trajectory data
without any trajectory simplification. That is, all nodes in the trajectory
of interest and all nodes in other trajectories are being used. Others are
with trajectory simplification using stop nodes detection. The second
one is with all nodes in the trajectory of interest and stop nodes in
other trajectories. The third one is with stop nodes in the trajectory of
interest and stop nodes in all other trajectories. The second and third
datasets are simpler than the first dataset, and these are to investigate
the effect of stop node detection in contact mining. Once datasets are
generated, a brute-force contact mining approach is applied to produce
ground-truth contacts. This is a time-demanding process that requires
exhaustively going through datasets to generate ground-truth contacts.
The output will be used as a benchmark baseline for other approaches.
A set of various clustering approaches is used to explore any efficiency
or effectiveness improvements in contact mining.

4.2.1. Data gathering
The data contains a unique identification number for each trajec-

tory, and each node of trajectories is represented by latitude, longitude
and corresponding timestamp. The contact mining framework is tested
in stages with three different types of spatio-temporal data. In the initial
stage, small synthetic datasets are created to test the accuracy of the
program in diverse scenarios in the framework. Later, a series of large
synthetic datasets ranging from 100 thousand to 10 million nodes with
varying number of trajectories are created and used to evaluate the
scalability of our approach. Synthetic datasets used in the paper have
been generated through pseudo-random generators in order to simulate
random spatio-temporal behaviours (Liu et al., 2024; Bhattacharjee and
Das, 2022).

Subsequently, a personal movement real dataset is collected to cap-
ture a real-world scenario and used for accuracy analysis as well as for
parameter sensitivity analysis. In addition, a real-world dataset (Zheng
et al., 2010) has been downloaded and processed for accuracy analysis.

4.2.2. Data preprocessing
Complex and large spatio-temporal trajectories are uncertain, nu-

anced and irregular. They have to be represented in a simplified
format by reducing complexities, inaccuracies, inconsistencies, uncer-
tainties, and irregularities while preserving the underlying structures
and general movement patterns for effective and efficient data mining.
Several data preprocessing steps have been utilised in this paper. First,
measurement inaccuracies and spatial uncertainties (due to low qual-
ity antennas, surrounding barriers, or weather conditions), have been
handled by removing inaccurate and incomplete data. Second, incon-
sistencies in data coming from different devices have been managed
to convert them into a consistent format. Table 3 shows an example
of converting different types of date-time into a consistent timestamp
format. Third, raw datasets are nuanced and irregular with respect to
timestamps, which requires a preprocessing step in order to remove any
irregularities and inconsistencies in the data. For instance, timestamps
could be irregular as 𝑑 𝑖𝑓 𝑓 (𝑛𝑖, 𝑛𝑖+1) ≠ 𝑑 𝑖𝑓 𝑓 (𝑛𝑗 , 𝑛𝑗+1) for 𝑛𝑖, 𝑛𝑗 ∈ 𝑇 . This
preprocessing is to make each trajectory regular to be 𝑑 𝑖𝑓 𝑓 (𝑛𝑖, 𝑛𝑖+1) ==
𝑑 𝑖𝑓 𝑓 (𝑛𝑗 , 𝑛𝑗+1) ∀ 𝑖 ≠ 𝑗.

4.2.3. Stay node detection (stop-move detection)
Stop node detection could be a useful process for contact mining as

it identifies stopping nodes where objects stay for a specific duration in
a specific spatio-temporal range, resulting in physical contacts. There
have been many different stop node detection approaches that have
been proposed. This paper implements CB-SMoT (Palma et al., 2008)
approach to find stop nodes.
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Table 3
Transformation of date-time into a consistent format.

Date Time Timestamp

1st August 2020 1:10:01 pm 20200801:131001
2/8/2020 13:10:02 20200802:131002
3/8/2020 1:10:03 20200801:131003

Fig. 5. Two trajectories: A trajectory 𝑇𝑎 = {𝑛𝑎0 , 𝑛𝑎1 ,… , 𝑛𝑎9} of interest and 𝑇𝑖 =
{𝑛𝑖0 , 𝑛𝑖1 ,… , 𝑛𝑖9}. Two enclosing shaded hypersphere around 𝑛𝑎0 and 𝑛𝑎3 ∈ 𝑇𝑎 represent
the corresponding 𝑑-neighborhood of those nodes whilst two clusters [(𝑛𝑖0 , 𝑛𝑖1 , 𝑛𝑖2),
(𝑛𝑖3 , 𝑛𝑖4 , 𝑛𝑖5)] in 𝑇𝑖 are shaded with different colours.

4.2.4. User-provided attributes
Our framework requires several user-specified attributes to fine-tune

our algorithm to be flexible and applicable to various scenarios. It
receives a spatial neighborhood threshold 𝑠, a temporal neighborhood
threshold 𝑡, and a duration 𝑑 in order to identify contacts. A set of
various experiments has been conducted in Section 5 for sensitivity
analysis of these parameter values.

4.2.5. Contact mining
Once datasets are pre-processed and a set of user-provided at-

tributes are given, contact mining could be applied. In our paper, three
approaches are implemented.

First, a naive brute-force approach is performed to identify ground-
truth contacts. In this approach, all nodes in a given trajectory-of-
interest is compared to all other nodes in other trajectories. That is,
given a set T = {𝑇1, 𝑇2,… , 𝑇𝑛} of spatio-temporal trajectories and a tra-
jectory of interest 𝑇𝑎 ∉ T, this approach requires |𝑇𝑎|×|𝑇1|×|𝑇2|×⋯×|𝑇𝑛|
operations. In other words, this exhaustive search strategy (Nievergelt,
2000) comprehensively explores every single case to find ground-truth
contacts. This guarantees that all correct contacts are found by listing
all the possible candidate contacts. This is time-consuming, but is
necessary to identify ground-truth contacts for benchmarking purposes.

Second, a clustering-based approach can be used to prune the search
space and to improve the efficiency as clustering identifies aggrega-
tions/concentrations where contacts could occur. Clustering is to group
spatially and temporally similar points into the same cluster, thus it is
a strong candidate for narrowing down the search space. There have
been many different clustering approaches in the literature, but the
most popular and widely used spatio-temporal clustering approaches
have been utilised in this paper including DBSCAN (Ester et al., 1996),
OPTICS (Ankerst et al., 1999), 𝑘-Means (Hartigan and Wong, 1979),
and BIRCH (Zhang et al., 1996). As the number of clusters is much
smaller than the number of entities, this approach improves the effi-
ciency at the expense of effectiveness (producing false positives and
false negatives).

For given two trajectories shown in Fig. 5, a trajectory 𝑇𝑎 =
{𝑛𝑎0, 𝑛𝑎1,… , 𝑛𝑎9} of interest and 𝑇𝑖 = {𝑛𝑖0, 𝑛𝑖1,… , 𝑛𝑖9}, the naive
brute-force approach exhaustively searches for a contact. That is, each
node in 𝑇𝑖 is checked against every node in 𝑇𝑎 to see if it is a con-
tact. In this particular example, let us assume there are two contacts
identified through the brute-force approach: (𝑛𝑎3 and 𝑛𝑖4) and (𝑛𝑎5
and 𝑛𝑖6) satisfying 𝑠𝑡-neighborhood (Definition 3) and 𝑑-neighborhood
(Definition 4). On the other hand, the clustering approach first finds
clusters from 𝑇 and checks them individually to the nearest node in
𝑖
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Algorithm 1 Find_Contacts
Input:
𝑑 𝑠𝑇 𝑂 𝐼 : Trajectory Of Interest in the given dataset;
𝑑 𝑠𝑂 𝑇 : Other Trajectories in the given dataset;
𝑑 𝑠𝐴𝑡𝑡𝑟𝑖𝑏𝑢𝑡𝑒𝑠:User-provided attributes for the dataset;
Output:
𝑑 𝑠𝐶 𝑜𝑛𝑡𝑎𝑐 𝑡𝑠𝐹 𝑜𝑢𝑛𝑑: Contacts found in the given dataset;

1: function Find_Contacts(𝑑 𝑠𝑇 𝑂 𝐼 , 𝑑 𝑠𝑂 𝑇 , 𝑑 𝑠𝐴𝑡𝑡𝑟𝑖𝑏𝑢𝑡𝑒𝑠)
2: Create an empty list 𝑑 𝑠𝐶 𝑜𝑛𝑡𝑎𝑐 𝑡𝑠𝐹 𝑜𝑢𝑛𝑑;
3: Assign 𝑑 𝑠𝐴𝑡𝑟𝑖𝑏𝑢𝑡𝑒𝑠 to (𝑠, 𝑡, 𝑑); //neighborhood values
4: 𝑛𝐷 𝐼 𝐷 = 𝑠 and 𝑡 neighborhood in degrees;
5: for each node in 𝑑 𝑠𝑇 𝑂 𝐼 do
6: Compute bounding cube of the node using 𝑛𝐷 𝐼 𝐷;
7: node++;
8: end for
9: Arrange 𝑑 𝑠𝑇 𝑂 𝐼 in an ascending order;

10: while not end of 𝑑 𝑠𝑇 𝑂 𝐼 do
11: Assign 𝐹 𝑎𝑙 𝑠𝑒 to 𝐼 𝑠𝐹 𝑜𝑢𝑛𝑑 𝐶 𝑜𝑛𝑡𝑎𝑐 𝑡;
12: while not end of 𝑑 𝑠𝑂 𝑇 do
13: if 𝑑 𝑠𝑂 𝑇 𝑛𝑜𝑑 𝑒 within bin of 𝑑 𝑠𝑇 𝑂 𝐼 then
14: Call 𝐹 𝑖𝑛𝑑_𝑁 𝑜𝑑 𝑒𝑠() to 𝐼 𝑠𝐹 𝑜𝑢𝑛𝑑 𝐶 𝑜𝑛𝑡𝑎𝑐 𝑡;
15: if 𝐼 𝑠𝐹 𝑜𝑢𝑛𝑑 𝐶 𝑜𝑛𝑡𝑎𝑐 𝑡 = 𝑇 𝑟𝑢𝑒 then
16: exit While;
17: end if
18: end if
19: end while
20: if 𝐼 𝑠𝐹 𝑜𝑢𝑛𝑑 𝐶 𝑜𝑛𝑡𝑎𝑐 𝑡 == 𝑇 𝑟𝑢𝑒 then
21: Assign 𝑑 𝑠𝑂 𝑇 [𝑖𝑑] to 𝑂 𝑇 𝑖𝑑;
22: Append 𝑂 𝑇 𝑖𝑑 to 𝑑 𝑠𝐶 𝑜𝑛𝑡𝑎𝑐 𝑡𝑠𝐹 𝑜𝑢𝑛𝑑;
23: while 𝑑 𝑠𝑂 𝑇 [𝑖𝑑] == 𝑂 𝑇 𝑖𝑑 do
24: end while
25: end if
26: end while
27: return 𝑑 𝑠𝐶 𝑜𝑛𝑡𝑎𝑐 𝑡𝑠𝐹 𝑜𝑢𝑛𝑑;
28: end function

𝑇𝑎 to see if it is a contact. This clustering based approach reduces the
search space, but it misses potential true contacts such as 𝑛𝑎5 and 𝑛𝑖6.

Finally, our approach Minimum Bounding Cube (MBC) is used to
dentify contacts. This will calculate the actual distance obtained from
ttributes to create a minimum bounding cube from each node of

the trajectory of interest. Then, it will check whether each node of
other trajectories falls within these cubes to meet the 𝑠𝑡-neighborhood
and 𝑑-neighborhood. Our MBC approach is based on the following
two algorithms. Algorithm 1 is the main algorithm to find all the
contacts, whilst Algorithm 2, called by Algorithm 1, is used to find
each individual node. Algorithm 1 first takes three variables as input,
nd they include: a trajectory of interest in a given dataset (denoted
y 𝑑 𝑠𝑇 𝑂 𝐼), other trajectories in the given dataset (𝑑 𝑠𝑂 𝑇 ,) and a set

of user-provided neighborhood attributes for the dataset (𝑑 𝑠𝐴𝑡𝑡𝑟𝑖𝑏𝑢𝑡𝑒𝑠),
and outputs a list of contacts found with the given set of input data.
First, the algorithm computes spatio-temporal neighborhood in degrees
in order to create neighbouring cubes for geo-locations recorded in
latitude and longitude. For each node in 𝑑 𝑠𝑇 𝑂 𝐼 , Algorithm 1 iterates
ach trajectory in 𝑑 𝑠𝑂 𝑇 to see if there are contacts for each node in
 𝑠𝑇 𝑂 𝐼 by calling Algorithm 2, which returns a boolean value indicating

whether or not a contact is found between 𝑑 𝑠𝑇 𝑂 𝐼 and each trajectory
n 𝑑 𝑠𝑂 𝑇 .

Given a set T = {𝑇𝑎, 𝑇𝑏,… , 𝑇𝑛} of trajectories, and let 𝑇𝑎 be a ToI,
𝑚 be the number of nodes in 𝑇𝑎 (|𝑇𝑎|), and 𝑀 be the total number of
odes in T∖𝑇𝑎. Algorithm 1 calls Algorithm 2 for 𝑚 times which requires

𝑂(log𝑀) as it is a region query (Galán, 2019). Thus the time complexity
of proposed algorithm requires 𝑂(𝑚 log𝑀 .
 a
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Algorithm 2 Find_Nodes
Input:
𝑑 𝑠𝑇 𝑂 𝐼 : Trajectory Of Interest in the given dataset;
𝑑 𝑠𝑂 𝑇 : Other Trajectories in the given dataset;
𝑑 𝑠𝐴𝑡𝑡𝑟𝑖𝑏𝑢𝑡𝑒𝑠:User-provided attributes for the dataset;
Output:
𝐼 𝑠𝐶 𝑜𝑛𝑡𝑎𝑐 𝑡𝐹 𝑜𝑢𝑛𝑑: Contact found or not;

1: function Find_Nodes(𝑑 𝑠𝑇 𝑂 𝐼 , 𝑑 𝑠𝑂 𝑇 , 𝑑 𝑠𝐴𝑡𝑡𝑟𝑖𝑏𝑢𝑡𝑒𝑠)
2: Assign 𝑑 𝑠𝐴𝑡𝑟𝑖𝑏𝑢𝑡𝑒𝑠 to (𝑠, 𝑡, 𝑑); //neighborhood values
3: Assign 𝐹 𝑎𝑙 𝑠𝑒 to 𝐼 𝑠𝐶 𝑜𝑛𝑡𝑎𝑐 𝑡𝐹 𝑜𝑢𝑛𝑑;
4: Assign ∅ to 𝐶 𝑜𝑛𝑡𝑎𝑐 𝑡𝑁 𝑜𝑑 𝑒𝑠𝐹 𝑜𝑢𝑛𝑑;
5: Assign 𝑑 𝑠𝑂 𝑇 [𝑖𝑑] to 𝑂 𝑇 𝑖𝑑;
6: while 𝑑 𝑠𝑂 𝑇 [𝑖𝑑] == 𝑂 𝑇 𝑖𝑑 do
7: Compute distance between nodes of
8: 𝑑 𝑠𝑇 𝑂 𝐼 and 𝑑 𝑠𝑂 𝑇 to 𝐷 𝑖𝑠𝑡𝑎𝑛𝑐 𝑒;
9: if 𝐷 𝑖𝑠𝑡𝑎𝑛𝑐 𝑒 > 𝑠 then

10: exit While;
11: end if
12: Compute time variance between nodes of
13: 𝑑 𝑠𝑇 𝑂 𝐼 and 𝑑 𝑠𝑂 𝑇 to 𝐷 𝑒𝑙 𝑎𝑦;
14: if 𝐷 𝑒𝑙 𝑎𝑦 > 𝑡 then
15: exit While;
16: end if
17: Add 1 to 𝑁 𝑜𝑑 𝑒𝑠𝐹 𝑜𝑢𝑛𝑑;
18: if 𝑁 𝑜𝑑 𝑒𝑠𝐹 𝑜𝑢𝑛𝑑 == 1 then
19: Assign 𝑑 𝑠𝑂 𝑇 [𝑡𝑖𝑚𝑒𝑠𝑡𝑎𝑚𝑝] to 𝑆 𝑡𝑎𝑟𝑡𝑇 𝑖𝑚𝑒;
20: else
21: Compute time variance between
22: 𝑆 𝑡𝑎𝑟𝑡𝑇 𝑖𝑚𝑒 and 𝑑 𝑠𝑂 𝑇 [𝑡𝑖𝑚𝑒] to 𝐷 𝑢𝑟𝑎𝑡𝑖𝑜𝑛;
23: if 𝐷 𝑢𝑟𝑎𝑡𝑖𝑜𝑛 ≥ 𝑑 then
24: Assign 𝑇 𝑟𝑢𝑒 to 𝐼 𝑠𝐶 𝑜𝑛𝑡𝑎𝑐 𝑡𝐹 𝑜𝑢𝑛𝑑;
25: exit While;
26: end if
27: end if
28: end while
29: return 𝐼 𝑠𝐶 𝑜𝑛𝑡𝑎𝑐 𝑡𝐹 𝑜𝑢𝑛𝑑;
30: end function

5. Experimental results

All our experiments are carried out on a machine with an In-
el(R) Core(TM) i7-8750H @2.20 GHz processor and 20 GB unallocated

memory. All programs are implemented in Python.
Initially, a set of real-world trajectory datasets (Zheng et al., 2010)

ranging from 50,000 to 500,000 nodes (denoted by T1) has been down-
oaded and processed with a set of user-defined attributes to identify
ontacts. This dataset is used to measure the accuracy of baselines. Also,
his dataset with a range of different attribute values (𝑠-neighborhood,
𝑡-neighborhood, 𝑑-neighborhood) has been used to evaluate the adapt-
bility and flexibility of our proposed framework. Subsequently, a much
arger set of synthetic datasets has been generated to evaluate the
calability of our framework. Please note that, the brute-force approach
nd other baselines are not scalable, and it is impractical to test their
calability with larger datasets. Also note that the stop node detection
nd various clustering based approaches have been implemented to
valuate their suitability and performance in various settings.

In all our experiments, several runs of each clustering approach have
been conducted to find the best clustering result for each clustering
approach, thus hyperparameters of those clustering algorithms vary
with the datasets used. Those hyperparameters of our approach remain
the same for Table 4, Table 5, Table 6, Fig. 6, Fig. 7 and Fig. 8: 2
meters for 𝑠-neighborhood; 1 day for 𝑡-neighborhood; and 5s for 𝑑-
eighborhood for consistency in experiments. A parameter sensitivity
nalysis (with various hyperparameters in Table 7, Table 8 and Fig. 9)
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Table 4
Accuracy performance with all nodes in dataset T1 (without stop node detection).

Clustering∖Nodes 50𝑘 100𝑘 250𝑘 500𝑘

Brute-force 5 8 21 35
DBSCAN 4 7 18 31
OPTICS 4 7 17 30
𝑘-Means 3 5 15 29
BIRCH 4 7 18 30
MBC 5 8 21 35

Table 5
Accuracy performance with stop nodes in dataset T1 (with stop node detection).

Clustering∖Nodes 50𝑘 100𝑘 250𝑘 500𝑘

Brute-force 1 3 6 8
DBSCAN 1 3 6 8
OPTICS 1 3 6 8
𝑘-Means 1 3 6 8
BIRCH 1 3 6 8
MBC 5 8 21 35

Table 6
Efficiency performance of the brute-force approach with and without stop node
detection for dataset T1 (in seconds).

Stop node∖Nodes 50𝑘 100𝑘 250𝑘 500𝑘

Without detection 16,911 33,694 85,492 170,024
With detection 8,455 17,520 38,471 79,911

has been conducted in Table 7 to demonstrate the insensitivity of our
approach against hyperparameters.

5.1. Accuracy analysis with/without stop node detection

According to the experiments carried out to identify contacts, using
stop nodes in trajectories was found to be more efficient than using
all nodes in trajectories in all approaches used. This is simply due to
the number of stop nodes for a given trajectory 𝑇𝑖 ∈ (T∖𝑇𝑎) is less
than or equal to the number of all nodes for 𝑇𝑖, in most cases much
lesser which compensates the extra stop node detection time. Table 6
demonstrates the efficiency performance of the brute-force approach
with and without stop node detection for dataset T1. However, it was
observed that the accuracy of identifying contacts deteriorated when
the stop node detection was used as it missed some true positives. That
is, there is a trade-off between accuracy and efficiency with the use
of stop nodes in contact mining. Identifying contacts using stop nodes
is useful when efficiency is more important than accuracy. Table 4
displays accuracy performance identifying contacts with all nodes in
the dataset (without stop node detection), whilst Table 5 shows that
with stop nodes. As shown in Table 4, the brute-force approach identi-
fies 5 ground-truth contacts for the dataset with 50𝑘 nodes, 8 contacts
with 100𝑘, 21 contacts with 250𝑘 and 35 contacts with 500𝑘 with
all nodes in the dataset (without the stop node detection). However,
as shown in Table 5 the brute-force approach detects a much smaller
number of contacts with the stop node detection. This demonstrates
that the contact mining with the stop node detection misses some
true positives at the gain of efficiency. Tables 4 and 5 also show that
the performance of contact mining with various clustering approaches
deteriorates regardless of the clustering approaches used. However, it
is evident that the proposed MBC approach is able to detect all the
ground-truth contacts for all datasets used producing the same result
as the brute-force approach with the real-world dataset T1.

5.2. Efficiency analysis

Fig. 6 displays processing times in seconds for T1 with the brute-
force (base) approach, along with various clustering approaches and
our proposed method MBC. As explained in Section 4.2.5, the main
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Table 7
Parameter sensitivity analysis with varying number of trajectories and a fixed number
(‖𝑛‖ = 1000) of nodes per trajectory.

NBHD (2m-1d-5s) (2m-1h-5s) (3m-1h-5s) (2m-1h-15s)

APR∖TRAJ 10 20 30 40 50 10 20 30 40 50 10 20 30 40 50 10 20 30 40 50

AA-BB 3 5 7 10 14 1 2 4 4 6 1 2 6 7 9 1 1 1 1 1
AA-CD 1 0 1 1 2 0 0 1 1 2 0 1 2 2 3 0 0 0 0 0
AA-CO 0 0 1 1 2 0 0 1 1 2 0 1 2 2 3 0 0 0 0 0
AA-CK 1 3 5 5 8 1 2 4 4 4 1 2 5 5 6 0 1 1 1 1
AA-CB 1 2 5 5 7 1 2 4 4 6 1 2 5 5 6 0 1 1 1 1
AA-OM 3 5 7 10 14 1 2 4 4 6 1 2 6 7 9 1 1 1 1 1
AS-BB 2 4 6 9 13 1 2 4 4 6 1 2 5 6 8 1 1 1 1 1
AS-CD 0 0 1 1 1 0 0 1 1 1 0 1 2 2 3 0 0 0 0 0
AS-CO 0 0 1 1 1 0 0 1 1 1 0 1 2 2 3 0 0 0 0 0
AS-CK 1 3 5 5 4 1 2 4 4 4 1 2 5 6 6 0 1 1 1 1
AS-CB 1 4 5 2 4 1 2 3 3 3 1 2 5 6 3 0 1 1 1 1
AS-OM 2 4 6 9 13 1 2 4 4 6 1 2 5 6 8 1 1 1 1 1
SS-BB 1 2 3 5 8 1 1 2 2 4 1 2 4 4 6 1 1 1 1 1
SS-CD 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 0 0 0 0 0
SS-CO 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 0 0 0 0 0
SS-CK 0 2 3 2 3 0 1 2 2 2 0 2 4 4 5 0 1 1 1 1
SS-CB 0 2 3 2 5 0 1 2 2 2 0 2 4 4 5 0 1 1 1 1
SS-OM 1 2 3 5 8 1 1 2 2 4 1 2 4 4 6 1 1 1 1 1

NBHD: Neighborhood (𝑠-neighborhood, 𝑡-neighborhood, 𝑑-neighborhood); (2m-1d-5s):
(𝑠-neighborhood = 2 m, 𝑡-neighborhood = 1 day, 𝑑-neighborhood = 5 s); (2m-1h-5s):
(𝑠-neighborhood = 2 m, 𝑡-neighborhood = 1 h, 𝑑-neighborhood = 5 s); (3m-1h-5s):
(𝑠-neighborhood = 3 m, 𝑡-neighborhood = 1 h, 𝑑-neighborhood = 5 s); (2m-1h-15s): (𝑠-
neighborhood = 2 m, 𝑡-neighborhood = 1 h, 𝑑-neighborhood = 15 s); ARP: Approaches;
TRAJ: number of trajectories; AA: All nodes in ToI and All nodes in other trajectories;
AS: All nodes in ToI and Stops in other trajectories; SS: Stops in ToI and Stops in other
trajectories; BB: Bruteforce Baseline; CD: Clustering with DBSCAN; CO: Clustering with
OPTICS; CK: Clustering with 𝑘-means; CB: Clustering with BIRCH, OM: Our proposed
Method.

Fig. 6. Processing time in seconds to identify contacts with dataset T1.

Fig. 7. Scalability analysis for each fixed number of trajectory with varying number
of nodes per trajectory for dataset T2.

procedure of MBC is Algorithm 1, which calls Algorithm 2 for mining
contacts, the processing time of MBC in Fig. 6 includes both times of
Algorithm 1 and Algorithm 2.
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Fig. 8. Scalability analysis for each fixed number of nodes per trajectory with varying
number of trajectories for dataset T2.

Table 8
Parameter sensitivity analysis with a fixed number (‖𝑛‖ = 25) of trajectories and a
varying number of nodes per trajectory.

NBHD (2m, 1d, 5s) (2m, 1h, 5s)

APR∖NODES 500 1000 1500 2000 25 000 500 1000 1500 2000 2500

AA-BB 2 7 9 11 13 1 5 6 6 6
AA-CD 1 2 5 4 4 1 2 3 3 4
AA-CO 1 2 5 4 4 1 2 3 3 4
AA-CK 1 5 8 8 9 1 5 6 6 6
AA-CB 1 5 9 10 10 1 5 6 6 6
AA-OM 2 7 9 11 13 1 5 6 6 6
AS-BB 1 7 9 11 13 1 5 6 6 6
AS-CD 0 1 2 3 4 0 1 3 3 3
AS-CO 0 1 2 3 4 0 1 3 3 3
AS-CK 1 5 8 8 9 1 5 6 6 6
AS-CB 1 6 7 7 6 1 4 6 6 6
AS-OM 1 7 9 11 13 1 5 6 6 6
SS-BB 0 4 6 9 10 0 3 4 5 5
SS-CD 0 1 1 1 1 0 1 1 1 1
SS-CO 0 1 1 1 1 0 1 1 1 1
SS-CK 0 3 5 7 8 0 3 4 5 5
SS-CB 0 3 4 6 9 0 3 4 5 5
SS-OM 0 4 6 9 10 0 3 4 5 5

Please note that several runs of each clustering approach have
been conducted to find the best clustering result for each clustering
approach, and those times taken for clustering approaches include both
clustering time and contact mining time.

As you can see from Fig. 6, the processing time linearly increases as
the size of nodes in trajectories grows. Interestingly with this particular
dataset, contact mining with OPTICS is the least efficient, and this
is because OPTICS produces the most number of clusters with this
dataset, resulting in less computational gain in the subsequent contact
mining process. However, the rest of clustering approaches including
DBSCAN and 𝑘-means and BIRCH are more efficient than the brute-
force approach. Notably, our proposed approach is the most efficient
as it efficiently prunes the search space through MBC without requiring
extra clustering time.

5.3. Scalability analysis

For this scalability analysis of our MBC approach, we have created a
set of large synthetic datasets (denoted by T2) with varying number of
nodes and trajectories. Fig. 7 displays a scalability analysis with fixed
number of trajectories having varying number of nodes per trajectory
whilst Fig. 8 shows fixed number of nodes per trajectory having varying
number of trajectories. The synthetic dataset T2 has been created
to include from 1 million to 10 million nodes for 100 trajectories,
200 trajectories, 500 trajectories and 1000 trajectories for the first
scalability analysis, and from 10 to 100 nodes per trajectory for 0.1
204 
million, 0.2 million, 0.5 million and 1 million total nodes for the second
scalability analysis. Please note that the scale of data used in Fig. 8 is
10 times more than the one in Fig. 7.

As you can see from Fig. 7, our approach is scalable as it is able to
process these trajectories with up to 10 millions nodes within a minute.
That is, it displays a linear growth. Also, a similar trend illustrated
by scalability graphs with varying number of nodes demonstrates the
independence of our algorithm from the number of nodes. Interestingly,
dense trajectories (with more number of nodes) take slightly more
time than sparse trajectories as shown in Fig. 7 and this is because
our approach requires the examination of more nodes for each MBC
with dense trajectories. This is somehow consistent with the real-world
scenario where slow moving entities (people) within a small space
(such as a shopping centre) resulting in dense trajectories would require
more checks for contact mining. Fig. 8 displays a linear growth in
time is required as the number of trajectories increases. Similar to
Fig. 7, Fig. 8 shows a similar increasing trend regardless of the number
of trajectories which demonstrates the independence of our algorithm
from the number of trajectories demonstrating our algorithm is scalable
to the number of trajectories.

5.4. Parameter sensitivity analysis

For this parameter sensitivity analysis, we have generated a set
of small personally collected real-world datasets (denoted by T3) to
evaluate the sensitivity of attributes (parameters) (𝑠-neighborhood, 𝑡-
neighborhood, and 𝑑-neighborhood) used in our approach. As the
identification of ground-truth contact is time consuming and other
approaches using the stop node detection and clustering approaches
are not scalable, the datasets used in this parameter sensitivity analysis
are kept small to be computationally manageable.

Table 7 displays parameter sensitivity analysis with varying number
of trajectories and a fixed number of (‖𝑛‖ = 1000) of nodes per
trajectory. First of all, it is evident that our proposed methods (AA-
OM, AS-OM and SS-OM) are able to find all ground-truth contacts for
datasets with various parameter settings. That is, AA-OM finds all 3
contacts (2m-1d-5s) parameter (attribute) values for the 10 trajectory
dataset, 5 contacts for the 20 trajectory dataset, 7 for the 30 trajectory
dataset, 10 for the 40 trajectory dataset, and 14 contacts for the 50
trajectory dataset. The incorporation of stop node detection in contact
mining does not deteriorate the performance of our proposed method as
our proposed methods AS-OM and SS-OM are able to detect all ground-
truth contacts in various parameter settings in this experiment. For
example, the numbers of contacts identified by AA-OM are the same
as those by AA-BB, and similarly the contact numbers by AS-OM are
the same as those by AS-BB, and also the numbers by SS-OM are the
same as those by SS-BB for all NBHD settings for all datasets in Table 7.

Second, the stop node detection as a preprocessing step in contact
mining is likely to miss some true positives as AS-BB finds a smaller
number of contacts than AA-BB. It is also consistent with SS-BB, which
finds fewer contacts than AS-BB in most settings except (2m-1h-15s)
where only one contact is in the dataset, so the effect could be minimal.
This confirms that the use of stop node detection achieves efficiency
improvements at the expense of effectiveness.

Third, clustering approaches can be integrated into contact mining
for efficiency improvement. However, as shown in Table 7 all clustering
approaches are underperforming, and they miss many true positive
contacts. This is consistent with and without the stop node detection
implemented. One interesting finding is that clustering approaches with
𝑘-means and BIRCH outperform those with DBSCAN and OPTICS.

Fourth, as expected the number of ground-truth contacts decreases
with an increase in 𝑡-neighborhood as the increase strengthens the con-
tact mining requirement. For instance the NBHD setting (2m-1h-5s) de-
tects 1:2:4:4:6 contacts whilst the (2m-1d-5s) setting finds 3:5:7:10:14
for 10:20:30:40:50 trajectories. A similar trend is observed with 𝑑-
neighborhood as the increase in 𝑑-neighborhood will result in a less
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Fig. 9. Efficiency analysis with various parameter settings for T3.
number of contacts. Oppositely, a rise in 𝑠-neighborhood increases
the number of ground-truth contacts as it relaxes the contact data
mining requirement. For instance, the NBHD setting (3m-1h-5s) de-
tects 1:2:6:7:9 whilst (2m-1h-5s) finds 1:2:4:4:6 for 10:20:30:40:50
trajectories.

Similar trends are observed with varying nodes per trajectory, as
shown in Table 8. Our proposed method detects all ground-truth con-
tacts in all settings with and without the stop node detection. AA-OM
produces the same results as AA-BB, AS-OM generates the same results
as AS-BB, whilst SS-OM yields the same results as SS-BB for both
NBHD settings (2m, 1d, 5s) and (2m, 1h, 5s). Also, an increase in
𝑡-neighborhood results in more number of contacts regardless of the
number of nodes, which is consistent with Table 7 .

Fig. 9 displays efficiency performance with various parameter set-
tings. Efficiency analysis with varying numbers of trajectories with
different attribute settings are shown from Fig. 9(a) to Fig. 9(d) whilst
those with varying number of nodes with different attribute settings are
depicted in Fig. 9(e) to Fig. 9(f). In all cases, our approach (AA-OM)
outperforms the baselines with different clustering approaches. Please
note that the use of clustering algorithms improves efficiency at the
expense of accuracy, as discussed earlier, and this is evident in Fig. 9
where clustering-based approaches all perform faster than AA-BB in all
parameter settings. Please note that our approach even outpaces these
efficiency-improved clustering approaches for all.

5.5. Discussion

A comprehensive set of experimental results presented in this sec-
tion demonstrates the outperforming performance and favourable re-
sults of our proposed contact mining approach in various aspects
against baselines used. Section 5.1 reveals that our approach is able
to find all potential contacts with/without the stop node detection
procedure in place (identified by the brute-force approach) for the
datasets under study. This demonstrates that our approach produces
more accurate and favourable results than the baselines used. Sec-
tion 5.2 demonstrates the efficacy of MBC whilst Section 5.3 shows
the scalability of MBC with various sizes of datasets. Efficiency and
scalability analyses demonstrate the outstanding performance of our
proposed method while detecting all ground-truth true positive contacts
205 
for various datasets under study. Section 5.4 demonstrates the insensi-
tivity of MBC to parameter values consistently outperforming baselines
in various parameter settings. This demonstrates the flexibility and
robustness of our approach. Also, various parameter values with 𝑠𝑡-
neighborhood and 𝑑-neighborhood allow our proposed system to be
flexible and applicable to diverse disease transmission and contact
discovery scenarios.

6. Conclusion

Contact data mining is an interesting topic as it investigates po-
tential contacts involving interaction and communication with others.
It could be used to identify suspicious interactions and meetings in
criminal network analysis, to spot social interactivities in behaviour
analysis, and to recognise potential interactions in epidemic disease
analysis. The availability of spatio-temporal trajectories enables us to
identify such contacts using data mining approaches. Despite the need
for contact data mining, no previous study has been conducted in this
area to the best of our knowledge.

This paper defines contact data mining, and proposes a contact data
mining framework for spatio-temporal trajectories. This study further
explores two popular data mining methods that could be integrated
into contact data mining: stop node detection and clustering. These
two methods are of particular interest as the stop node detection
identifies potential stops where typically objects exhibit meaningful
interactions and also clustering identifies spatio-temporal aggregations
where entities show similar spatio-temporal characteristics. This paper
proposes a MBC based search space pruning approach for contact data
mining, which is efficient and scalable.

There are a few folds for future studies. First, we would like to
explore contact mining with multiple trajectories-of-interest. Second,
as evidenced in the spread of epidemic disease, multiple levels of
contacts could be studied to identify the growth and trend of contacts.
Third, an (semi-) or automated generation of ground-truth datasets
with many contacts is to be explored. The lack of ground-truth real-
world datasets complicates contact data mining, a simulation approach
could be investigated to automatically generate a large number of
ground-truth contacts.
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