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Increasing sediment yield is one of the important environmental challenges in river basins resulting from
changing land use. The current study develops an adaptive neuro fuzzy inference system (ANFIS) hy-
bridized with evolutionary algorithms to predict annual sediment yield at the catchment scale consid-
ering some key factors affecting the alteration of the sediment yield. The key factors consist of the area of
the sub-catchments, average slope of the sub-catchments, rainfall, and forest index, and the output of the
model is sediment yield. Several indices such as the Nash—Sutcliffe efficiency (NSE), root mean square
error and vulnerability index (VI) were applied to evaluate the performance of the models. Moreover,
hybrid models were compared in terms of complexities to select the best approach. Based on the results
in Talar River basin in Iran, several hybrid models in which particle swarm optimization (PSO), genetic
algorithm, invasive weed optimization, biogeography-based optimization, and shuffled complex evolu-
tion used to train the neuro fuzzy network are able to generate reliable sediment yield models. The NSE
of all previously listed models is more than 0.8 which means they are robust for assessing sediment yield
resulting from land use change with a focus on deforestation. The proposed models are fairly similar in
terms of computational complexities which implies no priority for selecting the best model. However,
PSO-ANFIS performed slightly better than the other models especially in terms of accuracy of the outputs
due to a high NSE (0.92) and a low VI (1.9 Mg/ha). Using the proposed models is recommended due to the
lower required time and data compared to a physically based models such as the The Soil and Water
Assessment Tool. However, some drawbacks restrict the application of the proposed model. For example,
the proposed models cannot be used for small temporal scales.
© 2024 International Research and Training Centre on Erosion and Sedimentation. Publishing services by
Elsevier B.V. on behalf of KeAi Communications Co. Ltd. This is an open access article under the CC BY-
NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).

1. Introduction

investigate land development scenarios. For example, land use
change is one of the environmental challenges which might

Environmental challenges in river basins have been exten-
sively addressed in the literature due to the critical importance of
mitigating ecological impacts in the river and lake ecosystems.
Water quality is one of the key factors among all environmental
variables in a river ecosystem (Quadroni et al.,, 2022). Hence,
water quality modeling at different spatial and temporal scales
has been highlighted in previous studies (e.g., Fu et al., 2019). A
water quality model could be developed at the catchment scale
or river reach scale. Generally, using water quality models at the
catchment scale could be useful for estimating impacts of human
activities on a river ecosystem at a larger scale which might be
helpful for policy makers and environmental managers to
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exacerbate water quality problems in river habitats. Among wa-
ter quality factors in catchments, sediment yield is one of the key
parameters due to extensive impacts on aquatic and terrestrial
habitats.

The importance of assessing sediment yield in catchments has
been highlighted (Dutta, 2016). Many efforts have been done to
model sediment yield and reviewed in the literature (Pandey
et al., 2016). One of the conventional approaches for simulating
sediment yield as well as other water quality parameters is to
apply hydrological models developed in recent decades. For
instance, the Soil and Water Assessment Tool (SWAT) is one of
these models which is able to work at the catchment scale
(Gassman et al., 2014; Wang et al., 2019). This model is popular in
the U.S. for assessing land management scenarios which could be
installed as an extension of a geographical information system
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(GIS). A wide range of data should be inserted in the model
generally including raster files and text files such as a land use
map, weather data, etc. This type of model is advantageous for
considering different temporal scales. However, such models
might not be selected by many engineers especially in developing
countries due to limitations in data collection and the consider-
able budget required for implementing these models. Full dis-
cussion on the advantages/disadvantages of this type of model
compared with other models have been addressed in the litera-
ture (Jimeno-Saez et al., 2022).

Another option for simulating sediment yield as well as other
water quality parameters is artificial intelligence (Al) methods
which have been applied in different branches of science and
engineering. Al methods apply previous experiences with each
phenomenon to develop a model for simulating future scenarios.
Given the remarkable abilities of these methods, they have been
utilized in many problems of environmental engineering and
these applications are currently being quickly expanded in
different countries (Holzinger et al., 2020). It seems that Al
methods could be a strong alternative to conventional hydro-
logical models to assess environmental parameters at the
catchment scale. Al methods have not only been used for water
quality parameters, but they also have been applied to simulate
water quantity such as flood flows at the outlet of catchments.
More details regarding the application of Al methods in water
resources and environmental engineering have been extensively
addressed in the literature (Al Aani et al., 2019; Nishant et al.,
2020; Tung & Yaseen, 2020; Yaseen et al., 2019). Thus, it seems
that capabilities of Al-based methods have been corroborated in
environmental engineering which means using Al methods in
many cases and problems is imaginable.

Generally, supervised machine learning models as a known Al-
based method have been categorized as the classification methods
and/or regression methods. Classification models such as support
vector machine (SVM) are able to classify a parameter, if the nature
of the parameter is classifiable (Dey et al., 2020). In contrast, if
assessing the exact value of a parameter is the goal, using regres-
sion machine learning models is recommended. A review on
benchmarking classification and regression models has been pre-
sented by Hoffmann et al. (2019).

Neural networks are one of the best known and popular ma-
chine learning models in which a computational map between
inputs and output(s) can be generated. In fact, these networks
consist of at least three layers including an inputs layer, one hidden
layer, and the output layer. However, the number of hidden layers
could be more than one and many hidden layers in some cases. The
theory and application of neural networks have been broadly
reviewed in the literature (e.g., Samek et al, 2021). Given the
drawbacks of common neural networks like feed forward neural
networks such as acting like a black box, some solutions have been
developed to promote these networks in recent decades. One of the
solutions for increasing interpretability of neural networks is to put
a neural network in a fuzzy inference system which is called
adaptive neuro fuzzy inference system (ANFIS) (Karaboga & Kaya,
2019).

Some previous studies highlighted the application of machine
learning models in sediment yield and sediment transport as one of
the key environmental factors for catchments (reviewed by
Meshram et al., 2020). For example, suspended sediment load has
been simulated through supervised machine learning models
which indicated their capabilities for simulating cumulative sedi-
ment load (Adnan et al., 2022). Thus, using supervised machine
learning models is recommended for other types of sediment load

modeling. A full review of application of Al-based models for
modeling suspended sediment load has addressed current views
and future directions for using these models (Tao et al., 2021). Due
to the advantages of data mining approaches for predicting sedi-
ment loads (Salih et al., 2020), deeper focus on their application for
sediment transport and sediment yield studies is necessary. In fact,
machine learning models are complex which means they can be
used for different spatial and temporal scales. Moreover, different
methods can be applied in the development of a machine learning
model which are highly effective for the accuracy of the model.
Hence, developing machine learning models in water quality
simulation as well as sediment yield assessment is still a fresh
research field which requires more study.

Hybrid machine learning models such as hybrid ANFIS models
have been highlighted to improve the capabilities of machine
learning models (Ojha et al., 2019). Applying hybrid machine
learning models in environmental engineering is one of the novel
methods highlighted in recent years which means its applicability
should be investigated for sediment yield assessment as well.
Furthermore, engineers desire quick models with minimum data
requirements to provide a rough estimation of sediment yield due
to agricultural development scenarios as well as climate change
scenarios.

The two foregoing research gaps are the main motivations of the
current study. A new architecture is proposed for simulating sedi-
ment yield by an Al method in which a broad range of hybrid
machine learning models have been evaluated to select the best
approach. The first novelty of the current study is to develop a new
form of data driven model by using hybrid adaptive neuro fuzzy
inference systems which can be applied for sediment yield pre-
diction at the catchment scale. Moreover, the novel model is able to
predict the impact of afforestation scenarios on the mitigation of
sediment yield from catchments which is one of the important
environmental challenges. Three objectives are identifiable in the
current study as follows:

1 Develop a novel structure for annual assessment of sediment
yield at the catchment scale in which minimal data re-
quirements have been considered to have an inexpensive and
straightforward model.

2 ANFIS hybridized using evolutionary algorithms to improve the
accuracy and efficiency of the machine learning models for
sediment yield assessment.

3 Adding a forest index to the data-driven model of sediment
yield to predict impacts of reforestation scenarios at the catch-
ment scale.

2. Application and methodology
2.1. Case study

The Talar River basin located in Mazandaran Province in the
northern part of Iran was selected as a case study, because it is a
sensitive basin in terms of sediment yield. This basin is located in a
highly populated region. In fact, there has been a lot of migration to
this basin in recent years due to the droughts in the southern parts
of Iran. In other words, many people are inclined to settle in
Mazandaran province owing to temperate weather and higher
precipitation. Therefore, increases in agricultural and industrial
activities is one of the challenges in the area, which can adversely
affect environmental values quickly. Deforestation due to expand-
ing agricultural land is the main driver of increasing sediment yield
at present and in future years. In the context of impacts of sediment
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yield on the ecological status of catchments such as downstream
aquatic habitat, sediment yield modeling is of particular impor-
tance in this area. It should be noted that this area has been
naturally covered by evergreen and seasonal forests.

As agricultural activities have increased in recent decades, one
of the current environmental concerns is reduction of existing
forests. In fact, the area of forests in the basin has a great effect on
the amount of sediment transport to downstream areas. Hence, the
main application of the sediment model in this area is to investigate
the effect of reduced forest area on the sediment yield because
simulating future scenarios of deforestation is a key component in
environmental management of the basin. Preliminary studies have
shown that sediment yield in sub-catchments protected from log-
ging is much less compared to the sub-catchments where defor-
estation has occurred. Therefore, a forest index was considered as
one of the model's input parameters as explained in the previous
section. Equation (1) shows the mathematical definition of this
index:

. Area of all forests in the catchment
Forest index = (1)
Total area of catchment

Figure 1 shows the location of Talar River basin in Mazandaran
Province. This area consists of 21 sub-catchments. It should be
noted that the basin map in Fig. 1 is generated by the Soil and Water
Assessment Tool (SWAT) as a conventional hydrological model.
More details regarding this model is out of the scope of the current
study and has been addressed by Gassman et al. (2014). Due to the
need for sufficient data for developing a machine learning model,
each sub-catchment has been taken into account in the model
training and testing processes. In fact, the amount of annual

680,000 700,000 720,000

30 40
] Kilometers .-

4,060,000

175,qa Emshahr

3,980,000 4,000,000 4,020,000 4,040,000

3,960,000

sediment yield from each sub-catchment during the training period
of the model measured at the hydrometric stations or by the
research team was used to train the data driven model. According
to the structure of the model described in the previous section,
there are 4 inputs in the current case study including area, average
slope, rainfall, and forest index in each sub-catchment. It should be
noted that the average annual rainfall in each sub-catchment was
considered in the development of the model. Figure 2 shows the
average annual rainfall of the Talar River basin in the training
period. More details on the methodology of the field studies have
been presented by Walling (2017).

According to the model's technical considerations for the in-
puts, it was necessary to pre-process the inputs before devel-
oping the main model. One of the main inputs of the sediment
model is the average slope in each sub-catchment in which a
digital elevation model (DEM) is needed to produce the slope
map. Figure 3 shows the DEM as well as the slope map generated
using GIS. Variation of elevation in the study area is highly sig-
nificant. The south of this basin is located in a mountainous area.
In contrast, the north of the basin is located in the coastal area
which means the variation of elevation between —19 m to
3977 m is reasonable. The DEM shows that the slope can
remarkably affect sediment yield especially in the upstream sub-
catchments. Using the existing DEM, a slope map was generated
as displayed in Fig. 4. The slope of the basin varies between 0 and
75°, which clearly indicates that many of the upstream sub-
catchments have steep slopes, while the downstream sub-
catchments close to the sea have mild slopes. According to the
generated map, the area of each sub-area was calculated, which
is one of the model's inputs. Moreover, using existing land use
map and aerial image shown in Fig. 1, the forest index was
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Fig. 1. Location of the study area and sub-catchments of the Talar River basin.
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Fig. 2. Average annual rainfall in the Talar River basin in the training period (1992—2012).

calculated for each sub-catchment. It is necessary to mention
that a 20-year period was utilized in the model training phase
and a 5-year period was utilized in the model testing phase.

It is necessary to provide more details on the data and param-
eters of the models for simulation of the sediment yield in the
current case study. Overall, 420 samples were available throughout
the catchment for training and testing of the model. Based on
recommendations for using data-driven models, 75% of available
data or 315 samples were used for training of the model which
means rest of available data was applied for testing the model. The
results of the testing process are presented in the results.

2.2. Architecture of the model

ANFIS was used to simulate sediment yield at the catchment
scale. According to Fig. 5, the structure of the model consists of five
layers, in which the first layer gives the membership function. In
the second layer, which contains fixed nodes, all received signals
are multiplied and transferred to the third layer, which calculates
the normalized firing of each fuzzy rule. Then, in the fourth layer,
there are adaptive parameters which will be tuned during the
model training process. Finally, a single node is calculated as the
last layer (output) sum of all input signals. It should be noted that
this method has advantages over the partitioning method. More
details regarding clustering methods in the ANFIS model have
been described in the literature (Awan & Bae, 2014; Yeom & Kwak,
2018).

Figure 5 shows the structure of the model developed to simulate
the sediment yield at the outlet of the catchment. Four key pa-
rameters are selected as inputs of the model. It is necessary to
mention that selecting input parameters in machine learning
models matters because many parameters might play a role in the
sediment yield of a catchment. Considering all these parameters in
a machine learning model is practically impossible due to compu-
tational limitations. Hence, inserting key effective parameters is the
best option to develop an efficient model. According to hydrological
investigations at the scale of a catchment in previous studies (Ali
et al.,, 2021; Gwapedza et al.,, 2021), four key parameters were

selected which are significantly affect the sediment yield including
catchment area, catchment average slope, forest index, and average
annual rainfall on the catchment. Some parameters (such as
catchment area) do not need further description. However, more
explanations are needed for some terms such as the forest index.

The Talar River basin located in Iran consists of evergreen and
seasonal forests which means forest area is a key indicator of
changing sediment yield. It should be noted that this index might
not be applicable in all basins. In other words, this factor was
defined in the model based on the existing challenge in the case
study which was land degradation due to deforestation. More ex-
planations regarding the physical characteristics of the current case
study are provided in the next section.

The importance of other parameters should be described as
well. Increasing the area of the catchment enhances sediment yield
which implies catchment area plays a key role to increase down-
stream sediment transport. Furthermore, average slope of the
catchment is another parameter that greatly affects the amount of
sediment yield. Increasing average slope of a catchment increases
sediment yield especially in significant rainfall events. Total rainfall
depth is considered in the input parameters as well because rainfall
is the main driver of sediment transport in a basin.

Many other parameters might have insignificant or minor ef-
fects on the amount of sediment. However, it is impossible to
consider those input parameters because inclusion of these pa-
rameters escalates complexities and weakens the efficiency of the
model.

The output of the proposed model is sediment yield in the unit
area (Mg/ha). In fact, the developed model can estimate the average
amount of sediment yield from each hectare which means total
sediment yield should be calculated based on total area of the
catchment. The proposed model can be used at the catchment scale
and the availability of adequate recorded data is able to guarantee
model. In the current study, using a hybrid model was done in
which the training process was accomplished using evolutionary
algorithms. Given the nature of the training process which is a type
of optimization, upgrading the optimization method can signifi-
cantly affect the accuracy and reliability of the model. To this end, a
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Fig. 3. Digital elevation model of the Talar River basin.

wide range of evolutionary algorithms were used for training the
sediment machine learning model. The model was designed to
assess sediment yield annually which means total annual rainfall
was considered as the input of the model. More details regarding
evolutionary algorithms for hybridizing ANFIS-based models are
presented in the next section.

Apart from hybrid models considering evolutionary algorithms,
a conventional training algorithm (backpropagation + least square)
was applied to compare results of the hybrid models as well. More
details on this algorithm have been addressed in Méndez and de los
Angeles Hernandez (2009). In Fig. 5, inputmf is a membership
function of inputs which is a Gaussian function including 11 sub-
functions from very low to very high. In contrast, outputmf is
membership function of output (sediment yield) which is a trian-
gular function.

2.3. Hybrid models

Several hybrid models were developed in which evolutionary
algorithms were utilized as the trainer of the machine learning
model. Table 1 lists the models and gives a brief description on each
model. The number of iterations were considered as the termina-
tion criterion for the training process through the evolutionary

algorithms. 10,000 iterations were done for convergence of the
model to provide the best results. However, log files of the training
process indicated that 5,000 iterations can be adequate for properly
convergence of the model. Moreover, different numbers of popu-
lation were tested for the models. Based on the current tests, the
number of population were defined as 100 in the process of training
models. The subtractive clustering method was used in the devel-
opment of the ANFIS-based model in which 11 membership func-
tions were defined for each input parameter. The user-defined
parameters for each algorithm were defined based on the recom-
mendations in the available references in Table 1.

2.4. Statistical indices

Each model definitely needs some statistical indices to measure
its performance compared with the observations or recorded data.
In fact, reliable model performance could be guaranteed, if statis-
tical indices corroborate its robustness. In the current study, three
statistical indices were applied including the Nash—Sutcliffe effi-
ciency (NSE) generally used for hydrological models (Knoben et al.,
2019), root mean square error (RMSE) as a known statistical index
for all models (Hodson, 2022) and vulnerability index (VI) used in
water resources management studies (Sedighkia & Abdoli, 2022).
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Fig. 4. Slope map of the Talar River basin.

The following equations display the mathematical definition of
these indices in which M is modeled data and O is observed or
recorded data. Moreover, m means average and T is the total
number of simulated values.

RMSE = 2)
VI—MaxT_, ABS (MtO;tOt> (3)
I 2
> (Mt —0r)
NSE=1-f 1 —— (4)
3 (0r — Om)?
t=1
3. Results

First step, the results of sediment yield modeling should be
displayed using hybrid machine learning models. Figures 6—8
display the simulation results in the 5-year testing period
for all sub-catchments as well as Talar River catchment. Due to
the development of several models, hybrid models are shown in

two figures. Moreover, Fig. 8 shows the results of the conven-
tional ANFIS model, which applied a hybrid algorithm
(backpropagation + least squares) for model training compared
with the recorded sediment yield. The performance of the
different models varies significantly. Hence, using hybrid models
is remarkably effective, but yields varying results which means
applying a machine learning model cannot be practical without
preliminary evaluation of a wide range of models. As discussed in
the previous section, interpretation and analysis of the results
generated by different models require use of different statistical
indices. In fact, it is difficult to analyze or interpret the results of
the model by observational comparison. Therefore, it is necessary
to use statistical indices to understand the differences among
models to simulate sediment yield at the catchment scale.

Table 2 lists the statistical indices including the NSE, RMSE, and
VI used in the current study. In other words, the combination of
these three indices can be applied as a criterion to choose the best
model. According to Table 2, models such as ABC and DE per-
formed poorly because the NSE, which is an important index,
must be greater than 0.5 for the results of the model to be
acceptable. In these models, the NSE index is less than 0.5 which
means these three hybrid models are not reliable for simulating
sediment yield. Also, the NSE of HS model is less than 0.5.
Therefore, this model is not reliable to simulate sediment yield at
the catchment scale.
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Table 1
Details regarding the hybrid models.

Model Computational time Reference for evolutionary algorithms
ABC-ANFIS Trained by artificial bee colony (ABC) algorithm inspired from foraging behavior of honey bees Hussain et al. (2020)
BBO-ANFIS Trained by biogeography-based optimization (BBO) which uses mathematical models of Li et al. (2022)
biogeography including the evolution of new species, the migration of species and the extinction of
species
CA-ANFIS Trained by cultural algorithm (CA) inspired from societal evolution Phatai et al. (2020)
DE-ANFIS Trained by differential evolution (DE) which applies multidimensional real-valued functions Pan et al. (2020)
GA-ANFIS Trained by genetic algorithm inspired from Charles Darwin's theory of natural evolution Katoch et al. (2021)
HS-ANFIS Trained by harmony search (HS) algorithm inspired from improvisation of musicians Dubey et al. (2021)
ICA-ANFIS Trained by imperialist competitive algorithm (ICA) as the counterpart of classic algorithms Lei et al. (2020)
IWO-ANFIS Trained by invasive weed optimization (IWO) algorithm inspired from the behavior of weed Movassagh et al. (2021)
colonies
PSO-ANFIS Trained by particle swarm optimization (PSO) inspired from the movement of organisms in a bird Pradhan et al. (2022)
flock or fish school
ACO-ANFIS Trained by ant colony optimization (ACO) inspired from the behavior of ant colonies Akhtar (2019)
SCE-ANFIS Trained by shuffled complex evolution (SCE) algorithm which applies geometric operations to find Naeini et al. (2019)

optimal solutions

Outputs corroborate that the NSE of the conventional ANFIS
model is less than 0.5 though the NSE is very close to 0.5 which
means its performance is not very poor. However, by considering
the criterion of 0.5 for NSE in the current study, this model should
be excluded for estimating sediment yield. In fact, the current study
highlights that using conventional training methods might not be a
good option to generate a data driven model regarding sediment
yield assessment.

The NSEs of the other remaining models including BBO, CA, GA,
ICA, IWO, PSO, ACO, and SCE are greater than 0.5, which means
their performance might be acceptable. Among all acceptable
models, the NSEs of some models are close to 1. If the NSE index is
equal to 1, it means perfect agreement between the modeled value
and the observation data, which is not possible practically. In fact, it
is not possible to develop a perfect model pragmatically. Outputs of
the current study confirm that NSEs of some models such as PSO,
SCE, GA, BBO and IWO are very close to 1 which means these
models have highly potential to be accurate in simulating sediment

yield. Thus, the other two indices RMSE and VI, should be taken into
consideration to choose the best model. The RMSEs of the four
models including GA, PSO, SCE and IWO are lower than 1 Mg/ha
which implies these models have much less error than other
models. In the current study, RMSE less than or equal to 1 was
considered as a criterion in the second stage to select the best
model. According to this criterion, the foregoing models can be the
best models for sediment yield assessment. The third criterion is to
use the VI index to measure the performance of the models. Ac-
cording to this index, the VI of PSO is significantly less than that for
the other models, which means its performance is more reliable.
Therefore, the PSO model can be selected as the best model to es-
timate the sediment yield at the catchment scale.

It is necessary to understand the impacts of different parameters
on the sediment yield because it might be helpful for defining
sediment management scenarios in the current case study. How-
ever, this analysis could be helpful in other case studies as well. In
Fig. 9, the area of the sub-catchment (defined as in1 in Fig. 9) is
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sub-catchment, forest index, and annual average rainfall, respec-

selected as the basic parameter effective on the sediment yield as
presented in the previous section. Then, the impact of other inputs

of the model is plotted with respect to the area of sub-catchment. In

tively. Two important points could be concluded from these graphs.
First, the impacts of slope, forest area, and annual rainfall could be

highly tangible when the area of sub-catchment increases. In other

these pseudo-color graphs, in2, in3 and in4 are the average slope of
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Fig. 8. Performance of conventional ANFIS models.

words, land management should be highlighted in larger catch-
ments. Furthermore, no parameter is dominant in terms of impact
on the sediment yield in the current case study which means
simultaneous consideration of all effective key parameters is
needed.

4. Discussion

Discussion on the strengths and weaknesses of the models as
well as the computational strengths and limitations can be useful to
select the best options in future studies. It is necessary to discuss on
superiority of the developed machine learning models to estimate
the amount of sediment yield. In other words, it is necessary to
explore the advantages of these models over the conventional hy-
drological physically based models. In terms of the technical issues
of available models for simulating sediment yield, it should be
noted that conventional hydrological models such as SWAT require
more parameters such as soil maps as the inputs to simulate

Table 2

Statistical indices for the different models.
Model NSE RMSE VI
ABC-ANFIS 035 2.01 5.62
BBO-ANFIS 0.87 0.89 2.57
CA-ANFIS 0.75 1.24 3.63
DE-ANFIS -0.19 2.72 9.73
GA-ANFIS 0.92 0.71 2.07
HS-ANFIS 0.29 2.09 4.97
ICA-ANFIS 0.84 1.01 2.90
IWO-ANFIS 0.89 0.84 227
PSO-ANFIS 0.92 0.68 1.90
ACO-ANFIS 0.60 1.57 3.97
SCE-ANFIS 0.92 0.71 2.18
Conventional ANFIS 0.48 1.80 5.97

sediment yield which might not be available in all cases. In contrast,
the developed machine models only have few key inputs which
means implementation of these models could be easier. Therefore,
using the developed machine learning model is superior in terms of
the number of required inputs compared to the conventional hy-
drological models. In other words, acceptable results can be ob-
tained using less effort for data collection and model, which is an
important advantage.

One of the weaknesses of the models developed in the current
study at the catchment scale is the need to develop independent
models for different water quality parameters which means more
effort is required to develop a modeling package to estimate all
water quality parameters. Developing a combined model with
multiple outputs might not be efficient computationally. Therefore,
several models might be used to estimate the required parameters.
In the present study, a model was developed to estimate the
amount of sediment yield in the basin. However, other physical
parameters of the basin might be important as well based on the
purposes of the projects. In conventional hydrological models such
as SWAT, which have been frequently utilized in different countries
for studying catchments, the model is able to simulate different
parameters simultaneously such as discharge at the outlet as well
as different water quality parameters. Hence, those models could
be superior to machine learning models if the goal is to simulate
flow time series. Machine learning models can be significantly
quicker and need less input data, if direct assessment of quality
parameters such as sediment yield is the objective. In other words,
these types of machine learning models might have acceptable
performance with less effort for finalizing the models.

Limited studies have been done regarding application of ma-
chine learning models in the field of sediment yield assessment in
catchments. These studies have been designed to assess suspended
sediment, bed load, or total sediment yield. It should be noted that
the focus of the current study is to assess potential total sediment



314

M. Sedighkia et al. / International Journal of Sediment Research 39 (2024) 305—316

I

Minimum sediment yield

45

40

35

30

in2

25

20

in1 x10*

1500

1400

1300

1200

ind

1100

1000

Maximum sediment yield

in3

in1 x10%

10 12 14 16 18

in1 x10*

Fig. 9. Impact of different inputs with respect to area of catchment using pseudo-color graph (in1 to in4 are area of sub-catchment, average slope, forest index, and annual rainfall,

respectively).

transport to downstream in the catchment annually. Thus, it is
necessary to compare the results of the current study with those of
studies that have been done in this regard to have a better under-
standing on future research trends. Based on exploring previous
studies, the accuracy of the hybrid models developed in the current
study is higher than previous data driven models though the con-
ventional neural network models such as feed forward neural
networks can be acceptable to assess sediment yield (Meshram
et al.,, 2019).

Another point which should be considered is the contradictory
outputs in application of machine learning models for assessing
sediment yield. The current study corroborates the conclusion of
the previous studies for using supervised approaches in the sedi-
ment transport modeling (Tao et al., 2021). Some previous studies
found machine learning models such as support vector machine,
are more accurate options (Dey et al., 2020). Therefore, it seems
that catchment characteristics can affect the model performance.
Due to the complexities of the effect of different parameters on the
sediment yield, identifying the best approach is an arduous task
which means the best approach is to apply a broad range of models
in each case study for selecting the best model considering statis-
tical indices.

Apart from the technical aspects, computational aspects matter
in the application of machine learning models as well. Therefore, it
is necessary to discuss on these aspects of these models as well as
technical aspects. Computational complexities are important as-
pects which can be a hindrance for using these types of models
practically because engineers and environmental managers who
are the end users of the sediment yield models require to use the
models for long-term periods or numerous simulations. In general,
experts are reluctant to use complex models because the cost of
using complex models will be high and it practically limits appli-
cation of these models for different scenarios. Based on the scien-
tific definition, computational complexity includes the time and

memory required for implementing a machine learning model.
Therefore, the lower the computational complexity, the more
applicable the model is.

The current assessment demonstrates that required memory for
all models is approximately the same which means computational
time is a key factor for comparing the models in terms of compu-
tational complexities. It should be noted that the computational
time for the testing process is not considerable which means
computational complexities in the training process were limited to
develop efficient models. Table 3 lists the computational time
required for each developed model in the training phase. The per-
formance of the models is completely different which implies it is a
vital factor to select an efficient model. In other words, one of the
parameters to choose a suitable model is to apply Table 3 to select a
model with lower computational time. Models such as HS-ANFIS
are much less complex than other models. In fact, the Harmony
Search algorithm has considerable ability to find the optimal result
in a short time. However, the reliability assessment of this model

Table 3
Computational time of different models in the training process.

Model Computational time (min)
ABC-ANFIS 210
BBO-ANFIS 243
CA-ANFIS 265
DE-ANFIS 112
GA-ANFIS 325
HS-ANFIS 38
ICA-ANFIS 233
IWO-ANFIS 271
PSO-ANFIS 242
ACO-ANFIS 169
SCE-ANFIS 218
Conventional ANFIS 134
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(Table 2) indicated that it is not appropriate to assess sediment
yield in the current case study. Therefore, this model should not be
selected as a superior model for future studies.

Among the models which are highly reliable to assess sediment
yield, PSO-ANFIS has lower computational time in the training
phase. Therefore, this model can be claimed as a superior model
considering both aspects of computational complexity and ability
to generate acceptable outputs. One of the remarkable points of the
current study is acceptable performance of the conventional ANFIS
model in terms of computational time. In fact, this model can be
trained in an acceptable time for assessing the amount of sediment
yield in different scenarios. According to the modeling performance
in Table 2, the NSE of this model is close to 0.5 which implies it has
acceptable results to some extent. However, the generated results
are not as accurate as models like PSO-ANFIS. In fact, despite the
advantages of conventional training algorithms such as the hybrid
algorithm (back propagation + least squares) in terms of compu-
tational time for training machine learning models, these types of
models cannot be the best choice to simulate sediment yield due to
lower accuracy compared to hybrid models.

Another important point for applying hybrid models is inability
of evolutionary algorithms to find the global optimization. In fact,
there is no certainty that the best optimal solution can be achieved
using an evolutionary algorithm. Hence, using several hybrid
models can be a solution to find the best response. In the current
study, the performance of hybrid models is completely different. In
fact, the performance of evolutionary algorithms for finding
optimal coefficients in neural networks is different. One of the
important outcomes of the current study is that use of one evolu-
tionary algorithm for the development of a hybrid model cannot be
a reliable solution to assess sediment yield. It is recommended to
develop different models by using the algorithms considered in this
study in other case studies.

Another noteworthy point is that the performance of evolu-
tionary algorithms can be different in basins. Furthermore, their
performance might not be similar when changing inputs to the
model. In fact, the selection of model input parameters can effec-
tively alter the performance of the evolutionary algorithm in model
training. The evolutionary algorithms were applied in the current
study to improve the accuracy and efficiency of the data driven
sediment yield model. However, the results indicated that some
algorithms such as HS have weakened the performance of the
ANFIS model compared to the conventional models. All evolu-
tionary algorithms cannot guarantee the global optimization or the
best results of optimization corroborated in previous studies. Thus,
the definite improvement from these algorithms even if all pa-
rameters of the algorithms cannot be expected are determined
correctly. In fact, this is the main motivation for comparing and
selecting the best algorithm.

It is important to discuss the limitations of the hybrid models. In
fact, the developed architecture of sediment yield modeling is not
usable in all cases and problems which means the purpose of the
current study has a great influence on the useability of the model.
The proposed models are developed to assess sediment yield
considering annual average precipitation which means application
of this model for smaller temporal scales might not generate
acceptable results. However, if the goal of the study is to estimate
annual sediment or long-term land management in a basin, the
proposed model can generate brilliant results. If the goal of the
project is to estimate the amount of sediment in flood events or
similar short periods which means estimation of sediment yield in
the short term, the structure of the model should be completely
revised. Hence, one of the future research trends can be to apply
this type of data driven models by changing the structure of the
data driven model for shorter temporal scales or flood events.

Another weakness of the proposed model is its inability to simulate
river discharge. If there is a need for such a model, it is necessary to
consider river discharge as the output of the model or to develop a
parallel model in this regard. Moreover, the current study focused
on the forest index as one of the land use indices. However, high-
lighting other types of land use indices in future studies is essential.

Among the important applications of the proposed models, its
ability to simulate different scenarios of deforestation can be
highlighted as well as different scenarios of nature-based solutions
for restoring the basin. Moreover, simulating other characteristics
of land use can be considered as an outcome in the case of changing
the model according to the changes of the geographical conditions
of the area. One of advantages of the proposed model is flexibility
for different applications which means it can be used for a wide
range of sediment yield problems applying minor changes in the
architecture of the model. It should be noted that destruction of
natural lands is one of the important environmental challenges in
recent decades, which can have significant effects on environ-
mental values. Due to the importance of forests for protecting the
health of the planet's ecosystem, deforestation is one of the
important signals of land degradation focused on in recent decades.
In addition to the direct effects of deforestation such as damage to
biodiversity and carbon capture, it will also have secondary effects
on the catchment area where the forests are located. In fact,
deforestation causes the degradation of soil quality as well as soil
erosion, as a result of increasing sediment yield in the basin. In fact,
modeling the amount of sediment yield can be an assisting tool for
better land management.

To sum up, the current study proposed hybrid machine learning
models as a robust alternative for hydrological based models to
assess sediment yield. The proposed modeling framework is able to
open new windows for using machine learning models in land
management which means the structure of the model could be
used for other problems in catchments for having a reliable and
quick model. In fact, engineers can develop similar models for fast
assessment of different scenarios for land management of basins.

5. Conclusions

The current study developed a novel structure of a data driven
model to assess sediment yield at the catchment scale which needs
some key parameters as the inputs. An ANFIS based model hybrid-
ized using evolutionary algorithms was applied as the modeling
approach in the data driven model. According to the current case
study results, PSO-ANFIS was selected as the best hybrid model to
generate reliable results in terms of simulating annual sediment
yield in the catchment. Furthermore, it is demonstrated that the
performance of some hybrid machine learning models is more reli-
able compared with the conventional ANFIS based model in which a
hybrid algorithm (back propagation + least squares) has been uti-
lized as the training algorithm. Less required input data for devel-
oping the model and less time for simulation of different scenarios of
land management are the most important advantages of developed
data driven model compared to physically based catchment models
such as SWAT. The main limitation of the proposed models is focus
on the annual sediment yield which means the model is not usable
for fine temporal scales. Moreover, the forest index is the only
highlighted land use index. It is recommended to modify the models
for applying to fine temporal scales as well adding other land use
indices to the model.

Data availability

Some or all data and materials that support the findings of the
current study are available from the corresponding author upon



316 M. Sedighkia et al. / International Journal of Sediment Research 39 (2024) 305—316

reasonable request after confirmation of the request by the data
provider.

Declaration of competing interest

The authors declare that they have no known competing
financial interests or personal relationships that could have
appeared to influence the work reported in this paper.

References

Adnan, R. M., Yaseen, Z. M., Heddam, S., Shahid, S., Sadeghi-Niaraki, A., & Kisi, O.
(2022). Predictability performance enhancement for suspended sediment in
rivers: Inspection of newly developed hybrid adaptive neuro-fuzzy system
model. International Journal of Sediment Research, 37(3), 383—398.

Akhtar, A. (2019). Evolution of ant colony optimization algorithm — A brief literature
review. arXiv preprint arXiv:1908.08007.

Al Aani, S., Bonny, T., Hasan, S. W.,, & Hilal, N. (2019). Can machine language and
artificial intelligence revolutionize process automation for water treatment and
desalination? Desalination, 458, 84—96.

Ali, M. G,, Ali, S., Arshad, R. H., Nazeer, A., Waqas, M. M., Waseem, M., & Shauket, I.
(2021). Estimation of potential soil erosion and sediment yield: A case study of
the transboundary Chenab river catchment. Water, 13(24), 3647.

Awan, ]. A., & Bae, D. H. (2014). Improving ANFIS based model for long-term dam
inflow prediction by incorporating monthly rainfall forecasts. Water Resources
Management, 28, 1185—1199.

Dey, S. Wasif, S., Tonmoy, D. S., Sultana, S. Sarkar, ], & Dey, M. (2020).
A comparative study of support vector machine and Naive Bayes classifier for
sentiment analysis on Amazon product reviews. In 2020 International Con-
ference on Contemporary Computing and Applications (IC3A) (pp. 217—220).
IEEE.

Dubey, M., Kumar, V., Kaur, M., & Dao, T. P. (2021). A systematic review on harmony
search algorithm: Theory, literature, and applications. Mathematical Problems in
Engineering, 2021, 1-22.

Dutta, S. (2016). Soil erosion, sediment yield and sedimentation of reservoir: A
review. Modeling Earth Systems and Environment, 2, 1-18.

Fu, B., Merritt, W. S., Croke, B. E, Weber, T. R, & Jakeman, A. ]. (2019). A review of
catchment-scale water quality and erosion models and a synthesis of future
prospects. Environmental Modeling & Software, 114, 75—97.

Gassman, P. W., Sadeghi, A. M., & Srinivasan, R. (2014). Applications of the SWAT
model special section: Overview and insights. Journal of Environmental Quality,
43(1), 1-8.

Gwapedza, D., Nyamela, N., Hughes, D. A,, Slaughter, A. R., Mantel, S. K., & van der
Waal, B. (2021). Prediction of sediment yield of the Inxu River catchment (South
Africa) using the MUSLE. International Soil and Water Conservation Research,
9(1), 37-48.

Hodson, T. O. (2022). Root-mean-square error (RMSE) or mean absolute error
(MAE): When to use them or not. Geoscientific Model Development, 15(14),
5481-5487.

Hoffmann, F,, Bertram, T., Mikut, R., Reischl, M., & Nelles, O. (2019). Benchmarking in
classification and regression. Wiley Interdisciplinary Reviews: Data Mining and
Knowledge Discovery, 9(5), e1318.

Holzinger, A., Saranti, A., Molnar, C., Biecek, P., & Samek, W. (2020). Explainable Al
methods-a brief overview. In International Workshop on Extending Explainable Al
Beyond Deep Models and Classifiers (pp. 13—38). Cham: Springer International
Publishing.

Hussain, S. F, Pervez, A., & Hussain, M. (2020). Co-clustering optimization using
Artificial Bee Colony (ABC) algorithm. Applied Soft Computing, 97, 106725.

Jimeno-Sdez, P, Martinez-Espana, R., Casali, J., Pérez-Sinchez, ]., & Senent-
Aparicio, J. (2022). A comparison of performance of SWAT and machine learning
models for predicting sediment load in a forested Basin, Northern Spain. Catena,
212, 105953.

Karaboga, D., & Kaya, E. (2019). Adaptive network based fuzzy inference system
(ANFIS) training approaches: A comprehensive survey. Artificial Intelligence
Review, 52, 2263—2293.

Katoch, S., Chauhan, S. S., & Kumar, V. (2021). A review on genetic algorithm: Past,
present, and future. Multimedia Tools and Applications, 80, 8091—8126.

Knoben, W. J., Freer, ]. E., & Woods, R. A. (2019). Inherent benchmark or not?
Comparing Nash—Sutcliffe and Kling—Gupta efficiency scores. Hydrology and
Earth System Sciences, 23(10), 4323—4331.

Lei, D., Yuan, Y., Cai, J., & Bai, D. (2020). An imperialist competitive algorithm with
memory for distributed unrelated parallel machines scheduling. International
Journal of Production Research, 58(2), 597—614.

Li, X. D., Wang, ]. S., Hao, W. K., Wang, M., & Zhang, M. (2022). Multi-layer per-
ceptron classification method of medical data based on biogeography-based
optimization algorithm with probability distributions. Applied Soft Computing,
121, 108766.

Méndez, G. M., & De los Angeles Hernandez, M. (2009). Hybrid learning for interval
type-2 fuzzy logic systems based on orthogonal least-squares and back-
propagation methods. Information Sciences, 179(13), 2146—2157.

Meshram, S. G., Ghorbani, M. A, Deo, R. C., Kashani, M. H., Meshram, C., & Karimi, V.
(2019). New approach for sediment yield forecasting with a two-phase feed-
forward neuron network-particle swarm optimization model integrated with
the gravitational search algorithm. Water Resources Management, 33,
2335-2356.

Meshram, S. G., Singh, V. P, Kisi, O., Karimi, V., & Meshram, C. (2020). Application of
artificial neural networks, support vector machine and multiple model-ANN to
sediment yield prediction. Water Resources Management, 34(15), 4561—4575.

Movassagh, A. A., Alzubi, ]. A., Gheisari, M., Rahimi, M., Mohan, S., Abbasi, A. A., &
Nabipour, N. (2021). Artificial neural networks training algorithm integrating
invasive weed optimization with differential evolutionary model. Journal of
Ambient Intelligence and Humanized Computing, 1-9.

Naeini, M. R,, Analui, B., Gupta, H. V., Duan, Q., & Sorooshian, S. (2019). Three de-
cades of the Shuffled Complex Evolution (SCE-UA) optimization algorithm:
Review and applications. Scientia Iranica, 26(4), 2015—2031.

Nishant, R., Kennedy, M., & Corbett, J. (2020). Artificial intelligence for sustain-
ability: Challenges, opportunities, and a research agenda. International Journal
of Information Management, 53, 102104.

Ojha, V., Abraham, A., & Snasel, V. (2019). Heuristic design of fuzzy inference sys-
tems: A review of three decades of research. Engineering Applications of Artificial
Intelligence, 85, 845—864.

Pan, J. S., Yang, C., Meng, F,, Chen, Y., & Meng, Z. (2020). A parameter adaptive DE
algorithm on real-parameter optimization. Journal of Intelligent and Fuzzy Sys-
tems, 38(5), 5775—5786.

Pandey, A., Himanshu, S. K., Mishra, S. K., & Singh, V. P. (2016). Physically based soil
erosion and sediment yield models revisited. Catena, 147, 595—620.

Phatai, G., Chiewchanwattana, S., & Sunat, K. (2020). Cultural algorithm initializes
weights of neural network model for annual electricity consumption prediction.
International Journal of Advanced Computer Science and Applications, 11(6).

Pradhan, A., Bisoy, S. K., & Das, A. (2022). A survey on PSO based meta-heuristic
scheduling mechanism in cloud computing environment. Journal of King Saud
University-Computer and Information Sciences, 34(8), 4888—4901.

Quadroni, S., Espa, P, Zaccara, S., Crosa, G., Bettinetti, R., Mastore, M., & Brivio, M. F.
(2022). Monitoring and management of Inland waters: Insights from the most
inhabited Italian region. Environments, 9(2), 27.

Salih, S. Q., Sharafati, A., Khosravi, K., Faris, H., Kisi, O., Tao, H., & Yaseen, Z. M. (2020).
River suspended sediment load prediction based on river discharge informa-
tion: Application of newly developed data mining models. Hydrological Sciences
Journal, 65(4), 624—637.

Samek, W., Montavon, G., Lapuschkin, S., Anders, C. J., & Miiller, K. R. (2021).
Explaining deep neural networks and beyond: A review of methods and ap-
plications. Proceedings of the IEEE, 109(3), 247—278.

Sedighkia, M., & Abdoli, A. (2022). Optimizing environmental flow regime by
integrating river and reservoir ecosystems. Water Resources Management, 36(6),
2079—-2094.

Tao, H. Al-Khafaji, Z. S., Qi, C, Zounemat-Kermani, M., Kisi, O., Tiyasha, T, &
Yaseen, Z. M. (2021). Artificial intelligence models for suspended river sediment
prediction: State-of-the art, modeling framework appraisal, and proposed
future research directions. Engineering Applications of Computational Fluid Me-
chanics, 15(1), 1585—1612.

Tung, T. M., & Yaseen, Z. M. (2020). A survey on river water quality modeling using
artificial intelligence models: 2000—2020. Journal of Hydrology, 585, 124670.

Walling, D. E. (2017). Measuring sediment yield from river basins. In Soil erosion
research methods (pp. 39—82). Routledge.

Wang, Y., Jiang, R, Xie, ]J., Zhao, Y., Yan, D., & Yang, S. (2019). The Soil and Water
Assessment Tool (SWAT) model: A systemic review. Journal of Coastal Research,
93(SI), 22—30.

Yaseen, Z. M., Sulaiman, S. O., Deo, R. C., & Chau, K. W. (2019). An enhanced extreme
learning machine model for river flow forecasting: State-of-the-art, practical
applications in water resource engineering area and future research direction.
Journal of Hydrology, 569, 387—408.

Yeom, C. U,, & Kwak, K. C. (2018). Performance comparison of ANFIS models by
input space partitioning methods. Symmetry, 10(12), 700.


http://refhub.elsevier.com/S1001-6279(24)00017-9/sref1
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref1
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref1
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref1
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref1
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref2
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref2
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref2
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref3
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref3
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref3
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref3
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref4
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref4
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref4
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref5
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref5
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref5
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref5
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref6
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref6
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref6
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref6
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref6
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref6
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref7
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref7
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref7
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref7
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref8
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref8
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref8
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref9
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref9
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref9
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref9
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref9
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref10
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref10
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref10
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref10
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref11
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref11
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref11
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref11
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref11
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref12
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref12
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref12
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref12
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref13
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref13
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref13
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref14
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref14
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref14
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref14
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref14
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref15
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref15
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref16
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref16
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref16
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref16
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref16
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref16
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref16
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref17
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref17
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref17
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref17
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref18
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref18
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref18
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref19
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref19
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref19
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref19
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref19
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref19
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref20
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref20
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref20
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref20
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref21
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref21
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref21
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref21
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref22
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref22
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref22
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref22
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref22
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref23
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref23
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref23
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref23
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref23
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref23
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref24
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref24
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref24
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref24
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref25
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref25
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref25
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref25
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref25
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref26
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref26
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref26
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref26
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref27
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref27
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref27
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref28
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref28
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref28
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref28
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref28
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref29
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref29
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref29
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref29
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref30
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref30
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref30
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref31
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref31
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref31
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref32
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref32
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref32
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref32
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref33
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref33
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref33
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref34
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref34
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref34
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref34
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref34
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref35
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref35
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref35
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref35
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref36
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref36
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref36
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref36
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref37
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref37
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref37
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref37
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref37
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref37
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref38
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref38
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref38
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref39
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref39
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref39
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref40
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref40
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref40
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref40
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref41
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref41
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref41
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref41
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref41
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref42
http://refhub.elsevier.com/S1001-6279(24)00017-9/sref42

	Hybrid neuro fuzzy inference systems for simulating catchment sediment yield
	1. Introduction
	2. Application and methodology
	2.1. Case study
	2.2. Architecture of the model
	2.3. Hybrid models
	2.4. Statistical indices

	3. Results
	4. Discussion
	5. Conclusions
	Data availability
	Declaration of competing interest
	References


