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Abstract
We employ an extended Stochastic Impacts by Regression on Population, Affluence
and Technology (STIRPAT) model combined with the environmental Kuznets curve
and machine learning algorithms, including ridge and lasso regression, to investigate
the impact of institutions on carbon emissions in a sample of 22 EuropeanUnion coun-
tries over 2002 to 2020. Splitting the sample into two: those with weak and strong
institutions, we find that the results differ between the two groups. Our results sug-
gest that changes in institutional quality have a limited impact on carbon emissions.
Government effectiveness leads to an increase in emissions in the European Union
countries with stronger institutions, whereas voice and accountability lead to a fall in
emissions. In the group with weaker institutions, political stability and the control of
corruption reduce carbon emissions. Our findings indicate that variables such as popu-
lation density, urbanization and energy consumption are more important determinants
of carbon emissions in the European Union compared to institutional governance. The
results suggest the need for coordinated and consistent policies that are aligned with
climate targets for the European Union as a whole.
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1 Introduction

The United Nations Climate Conference of 2015 put forward the Paris Climate Agree-
ment which came into force in 2016. Under this, 194 countries committed to reducing
greenhouse gas emissions to below two degrees Celsius (United Nations Climate
Action 2023). The European Union (EU) ratified the Paris Climate Agreement in
2016. The importance of the need to cut CO2 emissions has been growing among
nations in particular Europe, which has been a forerunner, committing to cut green-
house gas emissions to 55% and make the EU climate neutral by 2050. In order to
achieve these goals, the EU has put forward green finance standards, strengthened the
EU emission trading system and developed climate friendly innovation among other
measures (European Council 2023).

The importance of well-developed institutions for achieving climate targets has
been highlighted by international bodies such as the United Nations Climate Change
Progamme (2020) and representatives, for example, Janine Felson, Deputy Perma-
nent Representative of the Permanent Mission of Belize to the United Nations, Brice
Böhmer of Transparency International (United Nations Climate Change Programme
2020), academics (Acemoglu et al. 2003; Rodrik et al. 2004), among others. All these
individuals emphasize that in the absence of strong institutions, climate goals would
not be realized, nor would they be sustainable. This brings us to the question of how
institutions affect climate change.

Therefore, employing a Stochastic Impacts by Regression on Population and Afflu-
ence and Technology (STIRPAT) model, we extend the environmental Kuznets curve
(EKC) hypothesis using institutional and other variables, in an attempt to understand
the institutions and carbon emission nexus. The STIRPAT model was put forward to
overcome the shortcomings of the IPAT model, which was introduced in an attempt to
understand the influence of changes in population (P), affluence (A) and technology
(T) on environmental impacts (I) (Ehrlich and Holdren 1971, Dietz and Rosa 1994).
The STIRPAT model has the advantage of identifying nonlinear forces that drive
the environment and can also be extended to incorporate other variables. We apply
the ridge and lasso (least absolute shrinkage selection operator) regression methods
based on machine learning, to estimate the extended STIRPAT model as these meth-
ods provide more effective results compared to standard regression methods. Ridge
and lasso regressions are two widely used shrinkage methods (Hoerl 1962; Tibshi-
rani 1996). Both these methods help to address the issue of multicollinearity and deal
with overfitting and increase the accuracy of predictions in the statistical model. In
summary, the present study aims to contribute to the literature by: (1) employing an
extended STIRPAT model incorporating the environmental Kuznets curve (EKC +
STIPRPAT) with panel fixed effects ridge and within-effects ridge (Shehata 2013a,
b) and the fixed effects lasso estimation approaches (Ahrens et al. 2020). Most ridge
studies employ time series analysis. The majority of studies which investigate the
relation between institutions and environmental pollution examine the role of institu-
tions within an environmental Kuznets curve (EKC) framework (Leitao 2010, Abid
2017, Sinha et al. 2019, Hasan et al. 2020), or alternatively, they investigate the role
of institutions among a number of other variables, or the interaction of institutions
with other variables (Lau et al. 2014; Ibrahim and Law 2016; Lægreid and Povitkina
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2018; Arminen and Menegaki 2019). There is a paucity of studies and only an older
literature (Halkos and Tzeremes 2013; Goel et al. 2013), which examines the effect of
institutions on environmental pollution. The discussion on climate change has become
increasingly important in recent years, in particular, after the Paris ClimateAgreement,
necessitating a study on the relation between institutions and climate change. (2) We
carry out the study in the context of the EU. As aforementioned, the EU has been
progressive in taking measures to deal with climate change. Given the heterogeneity
in this group of countries, we divide the 22 EU countries into two groups (Panels A
and B), according to their institutional structures (those above and below the mean in
the sample of countries examined). This division is important to investigate whether
there is a limited impact on the environment in countries with weaker institutions.

There are several channels through which strong institutions can lead to lower
carbon emissions: One is through the distribution of resources, better budgeting and
investment in climate-related goals (Acemoglu et al. 2004; World Bank 2021). Coun-
tries with strong institutions will channel resources to fight climate change. Two,
nations with strong institutions will hold their governments accountable in meeting
climate goals (World Bank 2021). Three, countries with stronger institutions will have
better coordinated and consistent environmental policies that are aligned with climate
targets. Four, stronger institutionswill ensure greater transparency in project approvals
and the channeling of funds. Five, countries with strong institutionswill have oversight
committees and legal frameworks to promote climate action (United Nations Climate
Change Programme 2020).

The findings of our study indicate that the factors influencing CO2 emissions dif-
fer between the two groups of EU countries, that is, those with stronger and weaker
institutions. Our results suggest that variables such as primary energy consumption,
population density and urbanization are more important determinants of CO2 emis-
sions in the EU compared to the institutional variables.

The rest of this paper is structured as follows. Section 2 discusses the literature.
Section 3 presents the data, model and methodology. Section 4 evaluates the empirical
results, and Sect. 5 discusses the empirical results and concludes.

2 The literature

As stated above, many studies examine the institutions and environmental relation
within a Kuznets curve framework. Tamazian and Rao (2010) employing the gener-
alized method of moments (GMM) methodology in a study of the relation between
economic development and environmental quality incorporating the financial sector
and institutional quality for 24 transition nations find support for the EKC hypothe-
sis. They note that both institutions and financial sector development are important
for improving environmental quality. Leitão (2010) examines the effects of corrup-
tion on income level at the turning point of the relation between sulfur emissions and
income, employing panel data and instrumental variable methods. The author notes
that the degree of corruption in a country is positively related to the threshold level of
income beyondwhich emissions fall. Higher levels of corruption are found to delay the
governments imposition of environmental laws. Abid (2017) tests the environmental
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Kuznets curve (EKC) hypothesis for a group of 58 Middle East and African and 41
European countries, using the generalized method of moments (GMM) over the 1990
to 2011 period. Improving the quality of domestic institutions is found to have direct
and indirect effects on reducing CO2 emissions in the countries investigated. Exam-
ining the effects of corruption on carbon emissions within an environmental Kuznets
curve framework for Brazil, Russia, India, China and South Africa (BRICS), and the
Next 11 countries over the period 1990 to 2017, Sinha et al. (2019) note that corruption
increases environmental degradation. They employ the time series methodologies of
FMOLS and the Westerlund and Edgerton (2007) cointegration tests and GMM esti-
mation. Similarly, Hassan et al. (2020) explore the relation between economic growth
and carbon dioxide (CO2) emissions taking into account the impact of governance
on environmental quality within an environmental Kuznets curve framework for the
BRICS nations over 1996 to 2017. Employing Westerlund panel cointegration tests
and the Driscoll–Kraay panel regression estimation, they find that good governance
plays an important role in reducing carbon emissions.

Employing spatial econometrics, Hosseini and Kaneko (2013) investigate whether
the environmental performance of nations spread spatially to neighboring countries via
the spillover of institutional quality of countries. Employing data for 129 countries over
the 1980–2007 period, they find evidence of an institutional spatial spillover effect.
In a study of the relationship between CO2 emissions, institutional quality, economic
growth and exports inMalaysia over the 1984–2008 period andGranger causality tests,
Lau et al. (2014) observe the existence of a long-run relationship between the vari-
ables. Strong institutions are found to be important for reducingCO2 emissions directly
and indirectly. Employing GMM estimation, Ibrahim and Law (2016) investigate the
association between institutional quality, trade and their interactions in explainingCO2
emissions in a group of 40 sub-Sahara African nations. They argue that enhancements
in institutional quality leads to environmental improvements. Dincer and Fredriksson
(2018) using system GMMmethods find that the level of trust plays an important role
in the influence of corruption on public policy outcomes, in particular, environmental
policies. Using the dynamic common correlated effect (DCCE) model of Chudik and
Pesaran (2015), Lægreid and Povitkina (2018) examine the association between GDP
per capita and carbon emissions, taking into account political institutions as a moder-
ating factor. They find little support for the moderating effect of political institutions
on the environment. Arminen and Menegaki (2019) explore the causal relationships
between economic growth, carbon dioxide emissions and energy consumption in high-
and upper-middle-income countries employing a simultaneous equations model and
data over 1985 to 2011. They find that variations in institutional quality have only
little influence on energy and environmental policies. Employing a cross-sectional
augmented autoregressive distributed lag approach, Khan et al. (2021) examine the
effect of fiscal decentralization on carbon emissions in seven OECD countries over
1990 and 2018. They also examine the role of institutions and human capital on the
impact of fiscal decentralization on carbon emissions. They note that the association
between fiscal decentralization and environmental quality increases in the presence of
strong institutions and developments in human capital.

Only the studies of Halkos and Tzeremes (2013) and Goel et al. (2013) investi-
gate the direct effects of institutions on CO2 emissions. Employing nonparametric
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methods to explore the carbon dioxide emissions–governance nexus for the G-20 over
1996–2010, Halkos and Tzeremes (2013) find a nonlinear relationship between CO2
emissions and the governance measures of the countries under investigation. They
observe differences across countries in the governance–CO2 emissions relation and
argue that it depends on the level of development of the country and country-specific
factors. Governance factors do not necessarily lead to lower CO2 levels according to
them. Making use of data for over 100 countries over the period 2004–2007, Goel
et al. (2013) investigate the impact of institutional quality on environmental pollu-
tion in the MENA countries, paying attention to the influence of corruption and the
shadow economy. The results suggest that countries that are more corrupt and coun-
tries with large shadow economies have fewer recorded emissions. This is an older
literature which does not cover the more recent period during which there has been an
increasing focus on the environment. A recent study by Oyewo et al. (2024) examines
the effect of country governance systems on carbon emissions performance in 36 top
multinational corporations over 15 years. At the macro-level, the results indicate that
the control of corruption and voice and accountability are significantly and negatively
related to carbon emissions while political stability and government effectiveness have
a significant positive impact on the carbon emissions rate. Regulatory quality and the
rule of law are found to be insignificant.

They argue that the effect of country governance on the carbon emissions perfor-
mance of MNEs depends on the country, jurisdiction and geographical regions.

Hence, we extend upon these studies by looking at the direct association between
institutions and CO2 emissions in the EU nations, by dividing the countries into two
groups, those with high and low institutional quality. We further, in contrast to other
studies, employ the STIRPAT model and novel machine learning ridge and lasso
regression algorithms to estimate our model.

3 Data, model andmethodology

This section discusses the variables, the model and econometric methodology that we
use in our study. The study is carried out on a sample of 22 EU countries. We divide
the 22 EU countries into two groups (Panels A and B) according to their institutional
scores, that is, those above and below the mean level in the sample. Panel A countries
are those above the mean score, comprising 10 countries: Austria, Belgium, Denmark,
Finland, France, Germany, the Netherlands, Sweden, Ireland and Estonia, and are
referred to as those with high institutional quality in the study. Panel B comprises of
the countries below the mean score (12 countries): Croatia, Cyprus, Czech Republic,
Greece, Hungary, Italy, Lithuania, Poland, Portugal, Slovakia, Slovenia and Spain,
and are referred to, as those with low institutional quality.

3.1 Data and variables

The data are annual, covering the years 2002–2020. Table 1 presents variable defini-
tions, units, data sources, descriptive statistics and unit root results.While determining
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the data range, we consider the longest possible timeframe for creating a balanced
panel.

Although there are many indicators (sulfur emissions, carbon intensity, ecological
footprint, environmental performance score, greenhouse gas emissions, etc.) that have
been employed to measure environmental degradation, the most commonly used is
carbon dioxide emissions (Tamazian and Rao 2010; Halkos and Tzeremes 2013; Goel
et al. 2013; Abid 2016) and is hence, our preferred measure of the environment.
This is our dependent variable. We, however, also use greenhouse gas emissions as a
dependent variable.

Our main explanatory variables of interest are the governance indicators from the
World Bank developed by Kaufmann and Kraay (2023), to capture institutions. The
governance indicators can be divided into three: (i) economic governance (government
effectiveness and regulatory quality), (ii) political governance (political stability, voice
and accountability) and (iii) institutional governance (control of corruption and the
rule of law). These six dimensions of governance are based on over 30 underlying
data sources. These data sources are rescaled and combined to create the six aggregate
indicators mentioned (Kaufmann and Kraay 2023). The indicators range from -2.5
(low governance) to + 2.5 (high governance).

These variables can affect the environment in several ways. Corruption can affect
CO2 emissions through false or incomplete reporting. Second, through the relaxation
of environmental controls (Goel et al. 2013; UNEP 2013), corruption can lead to
the fall in quality of environment and overuse of resources (Halkos and Tzeremes
2014; Krishnan et al. 2013). Third, corruption could delay the implementation of
environmental policies and regulations. Finally, it could lead to a misallocation of
funds for environmental management (Lv and Gao, 2021).

Government effectiveness can lead to policies that are independent of political
pressure (Abid 2017). Government effectiveness also involves an effective public
service and bureaucratic structure which can reduce CO2 emissions (Khan et al. 2021).

Regulatory quality can similarly influence the environment (Gani 2012) through
government policies that permit and encourage private-sector development and have
beneficial effects on an economy (Halkos and Tzeremes 2013). If market entry and
exit are not guided by hidden fees, arbitrary taxation or unnecessary laws, regulatory
quality can lead to environmental benefits (Gani 2012).

A strong rule of law will ensure secure property rights (Lau et al. 2014), and an
effective legal mechanism can minimize the effect of market failures (Liu et al. 2020)
and provide an effective framework for protecting the environment (Danish et al.
2019; Hassan et al. 2020). Economic agents may not comply with the provisions of an
environmental contract if no enforcement mechanism is in place (Gunningham 2011;
Gani 2012; Abid 2016).

In nations with greater voice and accountability, the public will hold the gov-
ernment responsible for effective environmental management, the enforcement of
strong policies and regulations, while political stability is important for committing
to and meeting sustainable goals (Deng et al. 2024). Thus, we expect government
effectiveness, regulatory quality, the rule of law, the control of corruption, voice and
accountability and political stability to reduce carbon dioxide emissions (Khan et al.
2021; Liu and Dong 2021).
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Per capita GDP (PP) is used in the estimation as a measure of economic prosperity,
and it is also likely to be associated with more emissions (Goel et al. 2013; Krishnan
et al. 2013). Economic growth is closely linked to production and consumption, and
hence energy use. Or alternatively, countries with higher incomes could enforce bet-
ter measures to control environmental pollution. In Grossman and Krueger’s (1991,
1995), environmental Kuznets curve (EKC) hypothesis helps explain the correlation
between GDP and pollutions. This theory, which was modified by the authors, is
crucial for environmental analysis, as it demonstrates the connection between envi-
ronmental performance and income. Grossman and Krueger’s (1991, 1995) research
showed an inverse U-shaped relationship between per capita income and air pollution,
with the evidence of nonlinearity, supporting the EKC hypothesis, which posits that
environmental improvements will occur after a certain level of economic growth has
been reached. According to the EKC, the GDP per capita coefficient is expected to
be positive, while the square of GDP per capita coefficient is expected to be negative.
Based on Grossman and Krueger (1991, 1995), Thio et al (2022), Huang et al. (2021),
Nan et al (2022), Gani (2021) and Xing et al (2023), the affluence variable is measured
as per capita GDP. Following the EKC theory, a GDP per capita quadratic term is also
included in the empirical analysis.

Urbanization (Urb) and population (Pop) are employed as they have contributed to
a significant increase in the demand for energy (environmental degradation increases
due to increased energy demand) (Sinha et al. 2019; Gani, 2021). Energy consumption
(EN) is still largely met by fossil sources, and moving away from clean energy sources
has resulted in increased pollution (Goel et al. 2013; Krishnan et al. 2013). Therefore,
energy consumption is used as an explanatory variable in our model. Industrialization
(Ind) affects the level of emissions through three different mechanisms. The first is the
scale effect (depending on the intensity of the industry), the second is the composition
effect (depending on industry effects), and the third is the technique effect (depend-
ing on technological developments). The differences between these three conditions
can positively or negatively affect carbon emissions (Hosseini and Kaneko 2013).
Therefore, industrialization is used as a control variable in our empirical analysis.

Value added in industry and manufacturing (Man) may lead to higher pollutant
emissions (Krishnan, et al. 2013;Lv andGao, 2021). This is captured bymanufacturing
value added. International trade can affect emissions through its influence on domestic
economic activity, especially when greater trade results in emission-related production
(Tamazian and Rao 2010; Abid 2017; Goel et al. 2013). This is captured by trade as
a percentage of GDP (Op).

Studies have argued that there may be a direct relationship between public expen-
ditures and environmental pollution (Özmen et al. 2022). For example, clean energy
incentives can reduce emissions and have negative effects on pollution (Halkos and
Paizanos 2017). Alternatively, government expenditure in energy-intensive activities
can increase environmental pollution. Therefore, we use government expenditure as
a percentage of GDP (GX) to capture this. Foreign direct investment (FDI) can have
one of two effects on environmental performance: A pollution haven attracts foreign
polluting industries, and pollution halo encourages FDI with efficient technologies
that yield environmental benefits (Zakaria and Bibi 2019; Sabir et al. 2020). This is
captured by FDI as a percentage of GDP.
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3.2 Standard STIRPATmodel

CO2 emissions may vary according to the level of technology in a country, welfare,
energy structure, economic structure and population. Many factors affect CO2, but
modeling all of these variables can be difficult. Ehrlich andHoldren (1971) put forward
the IPAT model which can be expressed as follows:

I � PAT (1)

where I represent the environmental pressure index (such as CO2, greenhouse gas
and ecological footprint), P is the size of the population, A is affluence and T is
technological progress or the effect per unit of economic activity. According to this
model, environmental impacts are the product of population, affluence and techno-
logical progress. However, this model was difficult to test hypothetically (Fan et al.
2006). To overcome these limitations, Dietz and Rosa (1994) and York et al. (2003)
extended the IPAT model to create the STIRPAT model (Gani 2021).

Dietz and Rosa (1994) and York et al. (2003) introduced STIRPAT (for Stochastic
Impacts byRegression onPopulation,Affluence andTechnology) to explain the factors
affecting environmental pollution. The specification of the standard STIRPAT model
is:

Ii � aPb
i A

c
i T

d
i εi (2)

Themodel keeps themultiplicative logic of the equation I�PAT, treatingpopulation
(P), affluence (A) and technology (T) as the determinants of environmental change
(I), where a is a parameter to be estimated; b, c and d indicate the coefficients of
population, affluence and technology, respectively; and ε is the error term.

3.3 An extended STIRPAT (EKC + STIRPAT) hybridmodel

York et al. (2003) pointed out that several factors (e.g., political regime, culture)
could be added to the standard STIRPAT model as long as they were theoretically
appropriate. In recent years, the STIRPATmodel has been widely used by researchers.
Some researchers have applied the STIRPATmodel to study the relationships between
CO2, emissions and various variables, extending the model to incorporate additional
variables. For instance, researchers have included variables such as urbanization, age
structure and education level (Wen and Zhang (2020); foreign direct investment and
energy structure (Wen andShao 2019); trade openness, environmental regulation, fixed
assets investment, primary industry proportion and fossil fuel electricity production,
forest cover, institutional quality, agricultural activity and industrial activity (Gani
2021).

Starting from the standard STIRPAT model, we proceed with the following func-
tional definition of the EKC + STIRPAT model to investigate the effects of institution
structures on CO2 emissions in the 22 EU countries:

Co2 � f(PP, PP2, DEI, EN, OP, EA, GX, FDI, IQ) (3)
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CO2 represents carbon dioxide emissions from fossil fuels and industry. PP is per
capita gross domestic product, PP2 is square of PP, DEI is demographic influence
(urban population (Urb) and population density (Pop)), EN is primary energy con-
sumption per capita, Op is trade, EA is industry value added (Ind) and manufacturing
value added (Man), GX is government expenditure, and FDI is foreign direct invest-
ment net inflows. IQ is institutional quality. IQ consists of the control of corruption
(CC), government effectiveness (GE), rule of law (RL), regulatory quality (RQ), polit-
ical stability (PS) and voice and accountability (VA).

When these individual variables are included in Eq. 2, the expanded EKC + STIR-
PAT form represented by Eq. (4) is:

Co2i � a.PPσ1
i , t .PP

2σ2
i , t . Urbσ3

i , t .Pop
σ4
i , t .EN

σ5
i , t .Ind

σ6
i , t .Manσ7

i , t .GX
σ8
i , t .Op

σ9
i , t .FDI

σ10
i , t

.CCσ11
i , t .GEσ12

i , t .RLσ13
i , t .RQσ14

i , t .PSσ15
i , t .VAσ16

i , t .εi , t (4)

The extended model based on the standard EKC + STIRPAT model is:

Co2i , t � σ0 + σ1PPi , t + σ2PP2
i , t

︸ ︷︷ ︸

Affulance Effect

+ σ3Urbi , t + σ4Popi , t
︸ ︷︷ ︸

Population Effect

+ σ5ENi , t + σ6 I ndi , t + σ7Mani , t
︸ ︷︷ ︸

Tecnology Effect

+ σ8GXi , t + σ9OPi , t + σ10FDIi , t
︸ ︷︷ ︸

Related Literature

+ σ11CCi , t + σ12GEi , t + σ13RLi , t + σ14RQi , t + σ15PSi , t + σ16V Ai , t + εi , t
︸ ︷︷ ︸

Institution Effect
(5)

whereσ1 . . . σ16 are the coefficients of per capita carbon dioxide emissionswith respect
to the explanatory variables.

3.4 Econometric methodology and flowchart

While investigating the effects of institutional quality and GX on CO2, we assume
and proceed on the basis that the variables are endogenous. We employ two shrinkage
estimators and their tools in the context of fixed effects panel data models based on
machine learning (ML), namely the ridge regression of Hoerl and Kennard (1970a,
b) and lasso regression developed by Tibshirani (1996). Ridge and lasso regressions
are two widely used shrinkage methods which reduce (or shrink) the values of the
coefficients compared with ordinary least squares. The advantage of these methods is
that the estimated models reflect less variance than least squares estimates. The lasso
regression shrinks the estimates exactly zero, enabling the selection of the model. The
lasso regression, therefore, carries out the variable selection and parameter estimation
process at the same time (Chan-Lau 2017). The flowchart (Fig. 1) depicts the empirical
components of this study.
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Fig. 1 Flowchart

3.4.1 Ridge regression

Hoerl and Kennard (1970a, b) developed the ridge regression technique to solve mul-
ticollinearity problems based onmachine learning. Ridge regression is one of the most
efficient estimators for solving multicollinearity problems (Solarin and Bello, 2019;
Wen and Shao, 2019; Yu et al. 2023).

When the terms are correlated and the columns of the design matrix A have

an approximate linear dependence, the singular matrix
(

AT A
)−1

. Ridge regression
addresses multicollinearity using the following equation:

̂δ �
(

AT A + kτ
)−1

AT y, k > 0 (6)

where k indicates a biasing parameter or ridge parameter and A is an explanatory
matrix. τ is a unit matrix and y is the explained vector. The k values range from zero
to one. In the econometric literature, there is a value of k for which the mean squared
error (MSE) of the ridge regression estimator is less than that of OLS estimators.
As the ridge parameter (k) measures the ridge regression bias, the smallest value k
is desirable (Solarin and Bello, 2019; Wen and Shao, 2019). We employ the method
adapted by Shehata (2013a, b) panel FE ridge and within-effects ridge regression in
our estimation.

Fixed effects estimators rely only on the variations within individual countries.
A fixed effects approach, which we use as a more robust method of panel data
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analysis, reduces the impact of confounding factors by accounting for individual time-
invariant measured and unmeasured characteristics (Greene 2007). We use ridge fixed
effects regression to capture the characteristics of each country under multicollinearity
adapted by Shehata (2013a) for Stata with xtregfem. On the one hand, we also employ
ridgewithin-effectsmeanwithin-group (i.e., variation around groupmeans) regression
models adopted by Shehata (2013b) for Stata with xtregwem. We check the robustness
of these findings with ridge within-effects (RWE) regression, which does not include
a constant term for each country but considers variability over time. Within-effects
regression examines time series changes within individual countries, rather than con-
trolling for differences between individual countries (Greene 2007). The results of our
ridge fixed effects regression models allow controlling for time-invariant individual
country-level characteristics, as given in Tables 4 and 5.

3.4.2 Robustness checks

To check the robustness of the ridge regression coefficient estimation findings, we
employ another machine learning (ML)-based efficient estimator, namely the least
absolute shrinkage and selection operator, lasso, introduced by Tibshirani (1996).

Although ridge regression is a continuous process that shrinks the OLS coefficients
toward zero to reduce the variance, it does not set the coefficients to zero, which makes
the model difficult to interpret (Tarkhamtham et al. 2021). To address this issue, we
employ the lasso method. Lasso is an estimator that penalizes the absolute size of
coefficients and subset selection (Shi et al. 2020). Lasso shrinks the coefficient as the
ridge regression and sets some coefficients to zero.

Lasso regression minimizes the mean squared error subject to a penalty on the
absolute size of the coefficient estimates. The estimator equation is:

(

̂βLasso
) � argmin

β

T
∑

t�1

⎛

⎝yt − β0 −
P

∑

j�1

β j xt j

⎞

⎠

2

, (7)

subject to ‖β‖1 ≤ t , where t ≥ 0 is a tuning parameter, yt and xt are the dependent
and explanatory variables, respectively, and t is time. The parameter β j , j � 1, . . . ,
p, indicates the effect size of the regressor j on the dependent variable (Ahrens et al.
2021).

The lasso method has several tools for effective estimation using the panel data
approach. We employ two tools. The first is the square-root lasso, and the second is
the post-estimation OLS. The square-root lasso equation can be expressed as follows:

(

̂β√
Lasso

)

� argmin
β

√

√

√

√

1

n

n
∑

i�1

(yi − §′β)2 +
γ

n

p
∑

j�1

ϑ j
∣

∣β j
∣

∣ (9)

The square-root lasso is a modification of the lasso that minimizes the root-mean-
squared error (RMSE) while also imposing an 	1 penalty. The square-root lasso has

123



Institutions and carbon emissions: an investigation employing… 1029

several advantages over the standard lasso. If theoretically well balanced, the square-
root lasso becomes an apparent data-driven penalization. The score vector, and thus the
optimal penalty level, is independent of the unknownerror variance under homoscedas-
ticity, which facilitates a simpler procedure for selection (Ahrens et al. 2020).

The post-estimation OLS equation is:

̂βPost � argmin
1

n

n
∑

i�1

(yi − §′β)2subjecttoβ j � 1if˜β j � 0 (10)

where ˜β j is the sparse first-step estimator such as the lasso. Post-estimation OLS treats
the first-step estimator as a genuinemodel selection technique (see Ahrens et al. 2020).

In brief, (i) lasso is designed as a model selection tool and is obtained by solv-
ing a constrained minimization problem that yields vertex solutions by setting some
coefficients to exactly zero (Balima and Sokolava, 2021); (ii) it automates the model
selection in linear regression because of the nature of 1-penalty, which is sensitive to
multicollinearity (Khattak et al. 2021); and (iii) there are many variables in a regres-
sion, and only, some of them can capture the main features of the regression and lasso
automates their detection (Maruejols et al. 2022). We employ the FE version of the
lasso adapted by Ahrens et al. (2020) with a lassopack.

4 Empirical findings and discussion

Multicollinearity is a statistical issue that occurs when two or more independent vari-
ables in a regression model are highly correlated, resulting in an unbiased estimation
of the coefficients of the variables. When the design matrix (X) is rank deficient, the
(X´X)−1 matrix approaches singularity, leading to multicollinearity (Ardakani and
Seyedaliakbar 2019). To address multicollinearity, ridge regression is a method pro-
posed for estimation rather than the traditional OLS. However, we first need to check
for multicollinearity in our EKC + STIRPAT model (Eq. 5). (Table 2).

Our primary aim is to control for full multicollinearity or non-multicollinearity
among the explanatory variables in the model. One method for detecting multi-
collinearity is to calculate the variance inflation factor (VIF). It is worth noting that our
methodology does not entail conducting a hypothesis test for VIF values. Instead, we
concentrate on the magnitude of the VIF scores, deeming values surpassing a specific
threshold as suggestive of possible multicollinearity concerns. The mean VIF values
for the full sample, Panel A and Panel B are 351.61, 914.21 and 651.59, respectively,
indicating multicollinearity risk in our model.

The second important point is the phenomenon of random and fixed effects, which
are widely researched in panel econometrics. Panel model estimations often use fixed
effects (FE) and random effects (RE) models, which are widely employed in empirical
analyses. The Hausman test is a useful tool for determining the most appropriate
regression model, that is, FE or RE.

The Hausman test shows whether the individual characteristics are correlated with
the regressors. The null hypothesis is that they are not (random effect). If prob > chi2
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Table 3 Hausman test results
Full Sample Panel A Panel B

Hausman Test 45.43 (0.0000) 156.12
(0.0000)

174.86
(0.0000)

Parentheses indicate p value

is < 0.05, we can use fixed effects. The results in Table 3 show that the Hausman
tests passes the significance level, indicating that the FE model is more suitable for
estimations. The rest of this section discusses the empirical findings based on ridge
regression and lasso regression.

4.1 Ridge findings

Firstly, we present full sample findings. Table 4 presents the findings from the bench-
mark linear ridge regression model for the full sample, that is, 22 EU countries. We
perform the panel FE, panel FE generalized ridge regression and panel within-effects
generalized ridge regression.

In Eq. 5, the adjusted R2 is close to one, and the F statistical value is also significant;
thus, it is a fit model. The ridge parameter (k) is small, indicating confidence in the
ridge regression.

The generalized ridge FE (RFE) regression findings show that per capita income
(lnPP) and per capita income square (lnPP2), industry value added (lnInd), manufac-
turing value added (lnMan), trade (lnOp), foreign direct investment (FDI), regulatory
quality (RQ), rule of law (RL), political stability (PS) and voice and accountability
(VA) do not have a statistically significant effect on ln CO2 for the 22 EU countries.
Primary energy consumption per capita (lnEN) and government effectiveness (GE)
are statistically significant and have an increase effect on ln CO2. In contrast, urban
population (lnUrb), population density (lnPop), government expenditure (lnGx) and
control of corruption (CC) are statistically significant and reduce ln CO2. Accordingly,
while economic governance (government effectiveness) and institutional governance
(control of corruption) have an effect on ln CO2 in the full sample of 22 countries,
political governance (political stability, voice and accountability) has no effect. The
RWE also confirm these findings.

Second, as mentioned above, we focus on the effects of governance variables on
CO2 for the two samples based on institutional quality: high and low (above and below
the mean value). Table 5 presents ridge regression findings for the Panel A and Panel
B samples. In these samples, the adjusted R2 is close to one, and the F statistic value
is also significant, suggesting a fit model. Both the Panel A and Panel B samples have
a small ridge parameter (k), indicating the reliability of the estimator.

Let us start with the Panel A. For Panel A group, the per capita income (lnPP) and
per capita income square (lnPP2), population density (lnPop), industry value added
(lnInd), manufacturing value added (lnMan), CC, RQ, RL and PS are statistically
insignificant. Urban population (lnUrb), energy consumption per capita (lnEN), trade
(lnOp), government expenditure (lnGx), FDI, GE and VA are statistically significant.
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Table 4 Full sample ridge results

Depended
Variable
lnCo2

Fixed Effect Generalized Ridge Fixed
Effect

Generalized Ridge
Within-Effects

Coef p value Coef p value Coef p value

lnPP 1.31 0.111 .207 0.802 .207 0.530

lnPP2 − .073c 0.080 − .017 0.684 − .017 0.295

lnUrb − 1.66a 0.000 − 1.74a 0.000 − 1.74a 0.000

lnPop − 1.014a 0.000 − .990a 0.000 − .990a 0.000

lnEN .8646a 0.000 .881a 0.000 .881a 0.000

lnInd .0106 0.905 − .004 0.959 − .004 0.935

lnMan .085 0.202 .087 0.197 .087b 0.012

lnOp − .0112 0.822 − .008 0.860 − .008 0.481

lnGx − .186a 0.003 − .146b 0.018 − .146a 0.000

FDI .00005 0.719 .00003 0.822 .00003 0.806

CC − .057b 0.045 − .052c 0.064 − .052a 0.005

GE .042 0.155 .058c 0.054 .058b 0.010

RQ .057c 0.088 .050 0.139 .050b 0.046

RL .046 0.266 .053 0.206 .053b 0.043

PS − .008 0.682 − .002 0.908 − .002 0.877

VA .0135 0.777 − .009 0.851 − .009 0.796

Constant − .693 0.888 4.596 0.354 3.255b 0.052

Rho .9952 – –

Adjusted R2 0.8033 0.9990 0.9990

F statistic 96.96 (0.000) 94.1801 (0.000) 4200.23(0.000)

k (Ridge
Parameter)

– 0.00019 0.00019

Parentheses indicate p value. a, b, c indicates p < 0.01, p < 0.05, p < 0.10, respectively

Government expenditure (lnGx), FDI and VA have a statistically significant effect in
ln CO2, suggesting that government expenditure, foreign investment, and voice and
accountability lead to a fall in CO2 emissions. Urban population (lnUrb), energy con-
sumption per capita (lnEN), trade (lnOp) and government effectiveness (GE) have an
increasing and statistically significant effect on ln CO2. Accordingly, while economic
governance (government effectiveness) has an increasing effect and political gover-
nance (voice and accountability) has a decreasing impact on ln CO2 in the strong
institution group, institutional governance (control of corruption and rule of law) has
no effect. Contrary to expectations, the effect of GE on ln CO2 is negative. In addition,
there is no evidence of a EKC hypothesis for the Panel A group. The RWE estimates
also confirm these findings.

VA covers governance in environmental management. Voice refers to the level of
citizen participation in selecting government officials, while accountability pertains to
the public’s capacity to express concerns, provide feedback and propose solutions on

123



Institutions and carbon emissions: an investigation employing… 1033

Ta
bl
e
5
R
id
ge

re
su
lts

fo
r
Pa
ne
lA

an
d
Pa
ne
lB

co
un

tr
ie
s

D
ep
en
d

V
ar
ia
bl
e

ln
C
o 2

Pa
ne
lA

Pa
ne
lB

Fi
xe
d
E
ff
ec
t

G
en
er
al
iz
ed

R
id
ge

Fi
xe
d
E
ff
ec
t

G
en
er
al
iz
ed

R
id
ge

W
ith

in
-E
ff
ec
ts

Fi
xe
d
E
ff
ec
t

G
en
er
al
iz
ed

R
id
ge

Fi
xe
d
E
ff
ec
t

G
en
er
al
iz
ed

R
id
ge

W
ith

in
-E
ff
ec
ts

C
oe
f

p
va
lu
e

C
oe
f

p
va
lu
e

C
oe
f

p
va
lu
e

C
oe
f

p
va
lu
e

C
oe
f

p
va
lu
e

C
oe
f

p
va
lu
e

ln
PP

−
1.
95

0.
16

6
−

.7
60

0.
59

0
−

.7
60

0.
38

3
−

2.
75

c
0.
05
1

−
.7
53

0.
59

4
−

.7
53

0.
32

4

ln
PP

2
.0
61

0.
37

6
.0
02

0.
97

0
.0
02

0.
95

0
.1
44

b
0.
04

9
.0
40

0.
58

3
.0
40

0.
30

3

ln
U
rb

.6
3b

0.
02

0
.6
55

b
0.
01

6
.6
55

a
0.
00

0
−

2.
77

a
0.
00
0

−
2.
60

a
0.
00

0
−

2.
60

a
0.
00

0

ln
Po

p
−

.1
0

0.
65

1
.0
04

0.
98

5
.0
04

0.
40

1
−

1.
67

a
0.
00
0

−
1.
52

a
0.
00

0
−

1.
52

a
0.
00

0a

ln
E
N

1.
54

a
0.
00

0
1.
52

a
0.
00

0
1.
52

a
0.
00

0
.6
41

a
0.
00
0

.6
45

a
0.
00

0
.6
45

a
0.
00

0

ln
In
d

.0
8

0.
55

5
.1
39

0.
33

9
.1
39

0.
14

0
.0
70

0.
46

3
.0
57

0.
55

0
.0
57

0.
42

2

ln
M
an

.0
6

0.
31

1
.0
54

0.
39

7
.0
54

0.
29

0
−

.1
25

0.
19
7

−
.0
94

0.
33

5
−

.0
94

b
0.
02

7

ln
O
p

.1
2b

0.
04

9
.1
30

b
0.
03

3
.1
30

a
0.
00

0
−

.0
64

0.
29
6

−
.0
96

0.
11

8
−

.0
96

a
0.
00

0

ln
G
x

−
.1
4b

0.
04

3
−

.1
55

a
0.
03

−
.1
55

a
0.
00

1
−

.2
21

a
0.
00
3

−
.2
50

a
0.
00

1
−

.2
50

a
0.
00

0

FD
I

− .0
00

6b
0.
04

8
− .0

00
6b

0.
03

9
−

.0
00

6b
0.
02

3
.0
00

1
0.
41

7
.0
00

09
0.
52

2
.0
00

09
0.
49

6

C
C

−
.0
27

0.
42

8
−

.0
31

0.
36

9
−

.0
31

0.
29

2
−

.1
05

a
0.
00
1

−
.1
08

a
0.
00

1
−

.1
08

a
0.
00

0

G
E

.1
18

a
0.
00

0
.1
16

a
0.
00

1
.1
16

a
0.
00

0
.0
04

0.
89

7
−

.0
01

0.
97

6
−

.0
01

0.
97

1

R
Q

.0
03

0.
93

3
.0
07

0.
84

9
.0
07

0.
82

9
.0
50

0.
22

4
.0
51

0.
21

3
.0
51

0.
11

4

R
L

.0
63

0.
27

2
.0
50

0.
38

4
.0
50

0.
26

7
.0
34

0.
46

5
.0
43

0.
35

3
.0
43

0.
22

9

PS
.0
14

0.
57

3
.0
15

0.
52

6
.0
15

0.
46

9
−

.0
63

a
0.
00
7

−
.0
65

a
0.
00

5
−

.0
65

a
0.
00

2

V
A

−
.1
14

b
0.
03

9
−

.1
07

c
0.
05

4
−

.1
07

b
0.
03

6
.0
65

0.
23

7
.0
77

0.
16

1
.0
77

0.
05

8

C
on

st
an
t

−
3.
65

0.
65

2
−

10
.2
4

0.
20

7
−

11
.3
5

0.
01

0
28

.8
9a

0.
00

0
18

.0
9b

0.
01

9
16

.8
2a

0.
00

0

123



1034 A. Cooray, I. Özmen

Ta
bl
e
5
(c
on

tin
ue
d)

D
ep
en
d

V
ar
ia
bl
e

ln
C
o 2

Pa
ne
lA

Pa
ne
lB

Fi
xe
d
E
ff
ec
t

G
en
er
al
iz
ed

R
id
ge

Fi
xe
d
E
ff
ec
t

G
en
er
al
iz
ed

R
id
ge

W
ith

in
-E
ff
ec
ts

Fi
xe
d
E
ff
ec
t

G
en
er
al
iz
ed

R
id
ge

Fi
xe
d
E
ff
ec
t

G
en
er
al
iz
ed

R
id
ge

W
ith

in
-E
ff
ec
ts

C
oe
f

p
va
lu
e

C
oe
f

p
va
lu
e

C
oe
f

p
va
lu
e

C
oe
f

p
va
lu
e

C
oe
f

p
va
lu
e

C
oe
f

p
va
lu
e

R
ho

.9
91

2
–

–
.9
94

6
–

–

A
dj
us
te
d
R
2

0.
92

92
0.
99

96
0.
99

96
0.
83

27
0.
99

92
0.
99

92

F
st
at
is
tic

si
g

0.
00

00
0.
00

00
0.
00

00
0.
00

00
0.
00

00
0.
00

00

k
(R

id
ge

Pa
ra
m
e-

te
r)

–
0.
00

00
7

0.
00

00
7

–
0.
00

00
6

0.
00

00
6

a,
b,

c i
nd
ic
at
es

p
<
0.
01

,p
<
0.
05

,p
<
0.
10
,r
es
pe
ct
iv
el
y

123



Institutions and carbon emissions: an investigation employing… 1035

environmental issues. In regions where press freedom is upheld, citizens can actively
engage in shaping environmental governance (Oyewo et al. 2024). However, private
organizations may face public backlash, especially in areas with strong opinions and
freedom of expression, which may require them to take deliberate measures to reduce
carbon emissions to satisfy public sentiment. It is important to recognize that VA has
a substantial negative impact on carbon emission rates. The relationship between GE
and carbon emissions is positive, suggesting that implementing effective government
policies may not necessarily lead to lower carbon emissions. It is possible for even
the most effective policies to prove insufficient in mitigating the climate crisis and
reducing emissions, particularly in cases where such initiatives do not fully address
the root cause of the issue, and climate issues are still being debated.

The ridge regression findings for the Panel B countries are fundamentally different
to that of Panel A. The generalized RFE findings show that per capita income (lnPP)
and per capita income square (lnPP2), industry value added (lnInd), manufacturing
value added (lnMan), trade (Op), FDI, GE, RQ, RL and VA does not have a statisti-
cally significant effect on ln CO2. Additionally, lnUrb, lnPop, lnGx, CC and PS are
statistically significant and lead to a fall in CO2 emissions. Energy consumption per
capita (lnEN) increases and has a statistically significant effect on ln CO2. Economic
governance (government effectiveness and regulation quality) has no impact on ln
CO2, while institutional governance (control of corruption) and political governance
(political stability) affect CO2 emissions in the low-institutional-quality group. CC and
PS lead to a fall in ln CO2, emissions as theoretically expected. We find no evidence
of an EKC for the high-institutional-quality group; however, evidence of an EKC is
confirmand for Panel B countries.

Political stability creates a conducive environment for businesses to flourish and
operate in. When society provides a favorable environment for businesses, organi-
zations feel obligated to address pressing environmental issues, such as controlling
carbon emissions (Oyewo et al. 2024). Political stability can also motivate companies
to engage in ethical practices, reducing corruption.

4.2 Robustness tests with lasso

Table 6 presents the findings from the benchmark Eq. 5 estimated using lasso
regression-based ML for the full sample. We perform the square-root lasso and the
post-estimation OLS tests. Lasso only selects and reports the variables that are impor-
tant to the dependent variable and drops the variables that are not important from the
model. The variables that are dropped are denoted by Na (not available). To test our
findings, we use another dependent variable, by replacing CO2 with greenhouse gas
emissions, lnGhe (Model 2).

The lasso findings show that lnPP, lnInd, lnOp, FDI, PS and VA do not have a
statistically significant effect on ln CO2. Additionally, lnEN, lnMan, GE, RQ and RL
have a statistically significant increasing effect on ln CO2. LnPP2, lnUrb, lnPop, lnGx
and CC have a statistically significant decreasing effect on ln CO2. The square-root
lasso and post-estimation findings confirm the statistical significance of lnUrb, lnPop,
lnEN, lnGX, CC and GE of the ridge regression estimates for the full EU sample.
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Accordingly, our findings for lnUrb, lnPop, lnEN, lnGX, CC and GE are stronger than
those for the others because all three estimators (RFE, RWE and lasso) confirm similar
findings for the full sample.

We now present the lasso findings for the two groups of countries in Table 6.
For Panel A, countries with high institutional quality, lnPP2, lnPop, RQ and RL are

statistically insignificant. The findings show that lnPP, lnGx, FDI, CC and VA have a
negative and statistically significant effect on lnCO2,while the effects on, lnUrb, lnEN,
lnInd, lnMan, lnOp, GE and PS are positive. The results are consistent with the post-
estimation results. Accordingly, economic governance (government effectiveness) and
institutional governance (control of corruption) and political governance (political
stability and voice and accountability) have a significant effect on ln CO2. However,
contrary to expectations, GE and PS increase ln CO2. The ridge and lasso findings are
consistent for CC, GE and VA. In addition, the findings for lnUrb, lnEN, lnGx and FDI
under the ridge regression for the high-institutional-quality countries are confirmed by
the square-root lasso and post-estimation results. Here, the findings that all estimators
(RFE, RWE and lasso) confirm the results for lnEN, lnUrb, FDI, lnGx, lnOp, GE and
VA.

The results of Model 1 for the Panel B groups of countries show that lnUrb, lnPop,
lnEN, lnOp, lnGx, CC, RQ, RL, PS andVA are statistically significant. Of these, lnEN,
RQ, RL and VA are statistically significant and increase CO2 emissions, whereas
lnUrb, lnPop, lnOp, lnGX, CC and PS are statistically significant and reduce ln CO2.
For the low-institutional-quality countries, economic governance, institutional gover-
nance and political governance affects ln CO2. CC and PS reduce ln CO2, as expected
theoretically. RQ, RL and VA increase ln CO2. However, the strongest findings among
these are for CC and PS, as all estimators (RFE, RWE and lasso) show consistent find-
ings for two variables. In addition to these, the lasso findings are consistent with the
ridge findings for lnUrb, lnPop, lnEN and lnGx.

Table 6 shows the findings of the model which employs per capita greenhouse gas
emissions logged (lnGhe), as the dependent variable under the lasso method, while
Table 7 shows the ridge regression findings. ComparingModels 1 and 2 for the Panel A
nations shows that the coefficients on lnPP, lnEn and GE are consistent with previous
results, suggesting that this group of nations are far from achieving the greenhouse
gas emissions goal of tackling the climate crisis. On the other hand, when comparing
Models 1 and 2 for the Panel B group, the findings are consistent, implying that lnEn
appears to play a dominant role in tackling the climate crisis. In addition, lnUrb, lnPop,
lnGX, CC and PS appear to reduce greenhouse gas emissions in EU countries with
relatively weak institutional structures.

Figures 2, 3 and 4 present a graphical representation of the coefficients for the full
EU sample, Panel A and Panel B countries, confirmed by three estimators (RFE, RWE
and lasso).

Themagnitude of the coefficients are shown on the y-axis and the L1 norm is shown
on the x-axis. For the full sample, it is found that all the selected predictors shown in
Fig. 2 (on the left side) have a significant impact on ln CO2. Figures 3 and 4 show
selected predictors for the Panel A and Panel B countries with L1 Norm, respectively.
Different findings and sizes can be observed more easily in the figures. Once again,
it can be argued that the findings differ for the Panel A and Panel B nations. Among
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Table 7 Alternative dependent variable (lnGhe)

Regressors Full Sample Panel−A Panel−B

FE Ridge
FE

Ridge
WE

FE Ridge
FE

Ridge
WE

FE Ridge
FE

Ridge
WE

lnPP X X X − X X X X X

lnPP2 X X X X X X X X X

lnUrb − − − X X X − − −
lnPop − − − − − − − − −
lnEN + + + + + + + + +

lnInd X X − − X − X X X

lnMan X X + + X + X X X

lnOp X X − X X + − − −
lnGx − X − − − − − − −
FDI X X X X − − X X X

CC − − − X X X − − −
GE X + + + X + X X X

RQ X X X X + X X X X

RL + + + + X + + + +

PS − X − − X − − − −
VA X X X X X X X X +

X indicates insignificant,—indicates significant and negative coefficient, + indicates significant and positive
coefficient

lnurb

lnpop

lnen

lngx
cc
ge

-2
-1

0
1

0 1 2 3 4
L1 Norm

Fig. 2 Coefficient path for Full sample. Notes We plotted the L1 Norms of the findings, for which all three
estimators were consistent
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Fig. 3 Coefficient path for Panel A countries. Notes We plotted the L1 Norms of the findings, for which all
three estimators were consistent
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Fig. 4 Coefficient path for Panel B countries. Notes We plotted the L1 Norms of the findings, for which all
three estimators were consistent

the findings in this graph, the strongest findings are for Panel B because they have the
same coefficient signs in all findings.
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5 Discussion and conclusion

This study investigates the impact of institutions on CO2 emissions in the EU. The
study also divides the EU nations into two groups: those with high and low institutions.
Employing a STIRPAT model and ridge and lasso machine learning techniques, the
results suggest that the control of corruption and government effectiveness are statis-
tically significant for the full sample and the rule of law is not statistically significant.
The rule of law may not have a significant effect on reducing carbon emissions if
urbanization and primary energy consumption are high as evidenced by our results
(Khan et al. 2023). It is possible that energy consumption and urbanization are rising
at a faster than laws on controlling environmental pollution.

The results indicate that in the high-institutional-quality EU nations, under both the
ridge and lasso regression methods that government effectiveness contrary to expec-
tations lead to an increase in CO2 emissions. It is possible that greater government
effectiveness leads to higher costs and prices, causing firms to postpone transition-
ing to environmentally friendly methods (Dechezleprêtre and Sato 2017). Voice and
accountability lead to a fall in emissions in this group of countries.

The results also indicate that in group B, political stability and control of corrup-
tion reduce CO2 emissions. These observations are supported by Leitao (2010), Abid
(2017), Sinha et al. (2019) and Oyewo et al. (2024).

There are issues that still hinder the progress of climate change policies in the
EU. According to Grabbe and Lehne (2022), some EU members still rely heavily on
coal, with industrial lobby groups raising fears about international competitiveness
and employment which have limited the successful implementation of these policies.
At the 2019 European Council meeting, Hungary, the Czech Republic, Estonia and
Poland did not sign a long-term target of achieving climate neutrality by 2050 with
Poland requiring financial aid from the EU for those affected by the transition to
greener energy.

In addition, in group A, energy consumption, urbanization, population density and
industry value added also lead to an increase in CO2 emissions. This is plausible
given that higher population density and industrial growth lead to higher emission
levels. Similarly, energy consumption increases CO2 emissions in group B. This is
reasonable, given that many countries in this group still rely on fossil fuels.

Per capita income is found to reduce CO2 emissions in group A. The high-income
EU nations have taken a strong stance on reaching carbon neutrality by 2050, which
perhaps explains this. Manufacturing output leads to a fall in CO2 emissions in group
B. Many countries have replaced polluting sources of energy in industry with other
sources of energy such as wind and solar, which is probably the reason for this.

In a comparison of our results with the literature, to the best of our knowledge, only
the study of Abid (2017) has focused on the EU countries. However, Abid (2017)
classifies the 41 countries in the study geographically rather than politically, and
the model is heterogeneous. Our findings differ from that of Abid (2017) when we
divide the sample into those with high and low institutional quality according to
different political economy characteristics. In the group with high institutional quality,
government effectiveness has detrimental effects on the environment, whereas in the
low-institutional-quality group, the opposite holds. Our findings imply that variables
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such as primary energy consumption, industry value added, population density and
urbanization are more important determinants of CO2 emissions in the EU than are
variables such as institutional governance (corruption and rule of law). Our results
suggest that changes in institutional quality such as the rule of law and regulatory
quality have a limited impact on CO2 emissions. These findings are consistent with
those reported by Arminen and Menegaki (2019) and Oyewo et al. (2024).

In addition, our findings for group B are consistent with the results of Khan et al.
(2021). But Khan et al. (2021) do not differentiate between the different institutional
quality variables. Halkos and Tzeremes (2013) differentiate between the institutional
quality variables and find that they have different effects on CO2 emissions depending
on country characteristics and the level of development. They, however, conclude that
improving the quality of countries’ governance factors does not necessarily always
result in lower carbon dioxide emission levels. Oyewo et al. (2024) similarly argue
that the effect of country governance on the carbon emissions performance of MNEs
depends on the country, jurisdiction and geographical regions. Our findings are con-
sistent with Halkos and Tzeremes’ (2013) and Oyewo et al. (2024) findings.

Our results imply that the EU needs to continue to channel resources to fight cli-
mate change, and hold governments accountable, group A taking into account factors
such as urbanization, populations density, industrial value added and group B, energy
consumption. The factors that affect CO2 emissions differ between the two groups of
countries. The fact that some countries have more ambitious policies and others less
stringent ones, does not make it easy. This suggests that the EU as a whole needs to
implement regulations and environmental policies in sectors including industry, pop-
ulation, energy consumption and urbanization that are coordinated and consistent and
aligned with climate targets to achieve the best outcomes for the group as a whole.
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