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CLASSROOM NOTE

Mathematical modelling using scenarios, case studies and
projects in early undergraduate classes

G. R. Fulford

College of Science and Engineering, James Cook University, Cairns campus, Cairns, Australia

ABSTRACT
Mathematical modelling has great potential to motivate students
towards studying mathematics. This article discusses several differ-
ent approaches to integrating research work with a second-year
undergraduate, mathematical modelling subject. I found sourcing
papers from the areas of epidemiology and ecology to be a fruitful
source area, particularly models involving only two or three coupled
differential equations. These models were amenable to students as
well as interesting and relevant to students because they came from
real researchpapers. Iwill describe theuseof scenarios andcase stud-
ies in lectures, and group projects for assessment. The scenarios and
case studieswerepublished ina textbook that Iwrote. Scenarios, case
studies and projects provided an opportunity to expose students to
some novel applications of differential equations. One example is
developed here as a Classroom Note: modelling the dynastic cycles
in Chinese history.

ARTICLE HISTORY
Received 15 March 2023

KEYWORDS
Mathematical modelling;
dynastic cycles; projects; case
studies

1. Introduction

This article describes the use of scenarios, case studies and projects in a mathematical
modelling subject at Queensland University of Technology. Each of these played a role
in increasing student interest by demonstrating to them how mathematics is used in
real-world situations.

I first taught a subject called mathematical modelling in 2004 at Queensland University
of Technology. The subject was offered to students in second year, but sometimes some stu-
dents took it in first year and sometimes third-year students would undertake this subject
as an elective. The subject assumed a first-year knowledge of differential equations, such
as separating variables, first-order linear and second-order constant coefficient differen-
tial equations. The main focus was on mathematical modelling; how to formulate models
and how to interpret solutions back in terms of the application area. An emphasis was
given to models that involved coupled differential equations. But, later in the subject, an
introduction to partial differential equations was given.

A feature of the subject was that models were explored numerically before analytically.
The idea was that features of the model would be identified before being generalised with
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Table 1. A sample of four scenarios used in Barnes and Fulford (2015). Given is the
title of the scenario, the area of modelling it comes from, and its main reference.

Title Area Reference

Pacific rats colonise New Zealand Exponential decay Anderson (1996)
Nile Perch catastrophe Predator–prey Quammon (1997)
Protection of lerps and nymphs Predator–prey Loyn et al. (1983)
Fish and chips explode Spontaneous ignition Smedley and Wake (1987)

analytic work. The sort of analytic work undertaken for coupled ordinary differential equa-
tions (ODE) models was finding equilibrium solutions, analysing the stability of these
equilibrium solutions and phase-plane analysis.

Another feature of the subject was the use of scenarios, case studies and group projects.
Thesewere introduced formally in 2009. Scenarioswere links to phenomena that were con-
sistent with the models. Case studies were self-contained works based on research papers
and these were condensed into a 1-hour lesson to explain to students. Group projects were
for assessment; these were also based on research papers that took up 2 weeks of class time.
In the following, I discuss each of these in detail and I give one example of a case study in
the form of a classroom note. A textbook, Barnes and Fulford (2015), was published that
was based on this subject and its predecessors. The textbook contained the scenarios and
case studies from the subject but not the projects.

2. Scenarios

Scenarios, as defined here, are short examples of how some of the phenomena uncovered
in models apply to real-world situations, but do not have any mathematics in them. They
are short excerpts from popular articles that can form a small part of a lecture. The purpose
of scenarios is to connect a model’s behaviour with some real-world event. However, the
scenarios do not describe actual models. Scenarios are useful if the instructor does not
want to devote a whole lecture to a case study but still wants to show a connection of the
model behaviour with something interesting in the real world. A selection of four scenarios
that were published in Barnes and Fulford (2015) is shown in Table 1.

For example, the scenario on ‘Protection of lerps and nymphs’ referred to a model of
competing species where the outcome of the model was that one of the two species always
tended to extinction. The scenario discussed the complexity of ecological relationships is
an example of the value of interspecies territoriality.

3. Case studies

Case studies are more detailed models that supplement basic more generic models. How-
ever, they usually have specific questions that they attempt to answer and mostly use
realistic parameter values. They are often modifications of a more basic model or a real
application of a basicmodel. I found that ecological journals andmedical/infectious disease
journals provided good sources of case studies for coupled ODE models.

Table 2 is a selection of some of the case studies described in Barnes and Fulford (2015).
Most of the case studies in Barnes and Fulford (2015) were based on research papers, but
a simplified and summarised version of the model was presented. It needed a whole lesson
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Table 2. A selection of case studies from Barnes and Fulford (2015). Given is the title
of the case study, the area of modelling it comes from and main reference.

Title Area Reference

Single DE population models
It’s a dog’s life Logistic growth Amaku et al. (2010)
Coupled DE population models
Rise and fall of civilisations Predator–prey Feichtinger et al. (1996)
Bacteria battle in the gut Competition Barnes et al. (2007)
Possums threaten New Zealand cows disease model Roberts (1992)
Heat and mass transport models
It’s hot and stuffy in the attic Newton cooling Sansgiry and Edwards (1996)
Double glazing Heat conduction Meterton-Gibbons (1989)
Tumour growth Diffusion model Greenspan (1972)

to explain and usually comprised about three or four pages in Barnes and Fulford (2015).
The three-page version was written tomake it easier for students to understand rather than
the original source. The case study always followed a more basic version of the model, for
example, the case study ‘It’s a dog’s life’ followed the section of the textbook on logistic
growth with harvesting and talked about modelling of control of wild dog populations.

The case study on rise and fall of civilisations referred to the periodic dynastic cycles
in China’s history. It is a novel application of the predator–prey model. In the subject,
this case study was taught as a computer lab where students implemented the model in
MATLAB. In the following, this case study is represented as a classroom note, with some
different variants of the model for students to analyse, compared to what was published in
the textbook.

3.1. Example case study: dynastic cycles in China

Throughout history populations have continued to grow, but they sometimes go through
cycles where the populations fall and then increase again. This phenomena is well known
in animal populations where the cycles are driven by predation of one species on another.
In human history, China was well known for these cycles.

Some of these cycles are shown in Table 3. Most of the cycles lasted for around 160–250
years with the exception of Eastern Han, Sui and Tang, which were shorter. Combined, the
Eastern Han, Sui and Tang dynasties lasted for 240 years, suggesting the factors that cause
the growth and decline of the dynasties thenmay have been due to other factors. The cycles
are generally characterised by a long period of growth followed by a relatively short period
of decline, where there was warfare and banditry.

Historians speculate on the causes of these cycles.Mathematicalmodelling can also con-
tribute to the debate. Feichtinger et al. (1996) proposed an explanation for the dynastic
cycles in China, where there were only three groups of people, (F)armers, the (R)ulers
(i.e. local nobility and their soldiers) and (B)andits. The bandits prey on the farmers while
the rulers are predators to both the farmers (through recruitment of soldiers and taxes)
and bandits. During times of population decrease, the solders cannot keep the bandit
population in check, and this decreases the farmer population. A decrease in the farmer
population leads to starvation which then decreases the ruler population and the bandit
population. The model is essentially a predator–prey model with prey (farmers), and their
predators (bandits) and rulers who are also super-predators since they prey on bandits.
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Table 3. Table showing the rise an and fall of dynasties in China. Data
obtained from Turchin and Nefedov (2009), Table 10.3.

Dynasty Period Duration (growth) Duration (decline)

Western Han 200CE–40 210 30
Eastern Han 40–220 40 40
Sui 550–630 60 20
Tang 630–770 60 20
Northern Sung 960–1160 120 40
Yuan 1250–1410 100 60
Ming 1410–1650 210 30
Qing 1650–1880 200 30

The simplest predator-prey model is the Lotka–Volterra predator–prey model (1)

X′ = rX − cXY , Y ′ = ecXY − mY , (1)

where X is the prey population abundance and Y is the predator abundance. Here r is a
positive per-capita growth rate of prey,m is a positive per-capita net death rate of predators
(in the absence of any prey the predators starve). The term cY is the per-capita death rate
due to prey killed by predators, with the positive constant c as a proportionality constant.
With this assumption, the higher the number of predators present, the higher the rate of
prey killed. The positive constant e represents an efficiency coefficient of turning each single
prey into the births of predators. The basic Lotka–Volterra model is not so widely used in
ecology since it has several undesirable features. One is that it is neutrally stable, where
small perturbations lead to cycles with different amplitude. To overcome this, a saturating
term is used for predation terms,

cXY → cX
b + X

Y .

This modification accounts for the predator being limited in their acquisition of prey, i.e.
when they have eaten their fill, they no longer hunt prey. So cX would be the rate of prey
killed if there was no saturation, but for large numbers of prey, X, the rate eaten by each
predator is a constant rate. This is known as a Holling type II response in ecology. It can
be written in a different form that interprets the parameters as attack rates and prey han-
dling time, see Barnes and Fulford (2015) or Begon et al. (2006) for more details. Another
modification is to use logistic growth for the prey growth, rX → rX(1 − X/K) where K is
the carrying capacity of the whole population. This results in a predator–preymodel where
small changes in initial conditions tend back to the same cycle.

Feichtinger et al. (1996) proposed a system of three nonlinear differential equations to
model the dynastic cycles in China. Reproducing their model, I let F(t) denote the number
of farmers, R(t) the number of the ruling class (rulers and soldiers) and B(t) the number
of bandits.

F′ = rF
(
1 − F

K

)
− a

FB
b + F

− hFR,

B′ = −mB + ea
FB

b + F
− c

BR
d + B

,
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R′ = −gR + fa
FB

b + F
. (2)

Here there are several parameters r, K, a, e, h, b, d, m, c, f and g all of which are positive
constants for the model to make sense.

The predation term of bandits on farmers is aFB/(b + F) in place of aFB from the
Lotka–Volterra model, so the model has a saturating predation rate. Similarly there is a
saturating predation rate for the predation of the ruling class on bandits. The predation of
the ruling class on the farmers hFR is not saturated. Although not explained in the original
paper (Feichtinger et al., 1996), presumably this is because the ruling class will continue to
tax farmers and recruit soldiers at the same per-capita rate, no matter how large the ruling
class is, so no saturating effect is needed.

Barnes and Fulford (2015) used the following parameter values:

r = 1.0, K = 1.0, m = 0.4, g = 0.009, (3)

with parameters for the predation coefficients,

a = 1, h = 0.1, c = 0.4, e = 1.2, f = 0.1, (4)

and parameters for the search times in the predation terms,

b = 0.17, d = 0.42. (5)

Feichtinger et al. (1996) carried out a full scaling of the equations, but then didn’t discuss
where they obtained their non-dimensional parameter values.

In Barnes and Fulford (2015), the graph of the numerical solution mistakenly has years
as the horizontal axis whereas the time variable had been scaled t → rt. The parameter
values used by Barnes and Fulford (2015) were chosen arbitrarily but consistent with the
dimensionless parameters used by Feichtinger et al. (1996). Instead of scaling the time
it is more transparent for students to use units of years. A suitable, realistic value of r is
r = 0.02. This would correspond to an average life expectancy of 1/r = 50 years. With
this change, the numerical solution is shown in Figure 1. In this figure, the plots show each
of the populations as a fraction of the farmer carrying capacity K. This was done since a
suitable value of K was not available.

With these parameter values, population cycles occur roughly every 200 years. Fur-
thermore, the farmer population grows steadily over about 200 years while the bandit
population stays small. But it grows slowly until it undergoes explosive growth as the
farmer population declines dramatically. The ruler numbers also decrease gradually while
the farmer population is growing, but when the bandit population starts to grow the sol-
dier population increases, which controls the bandit population. This allows a new cycle to
begin. The periods of rapid decline of the farmer population and rapid growth of bandits
and soldiers in Figure 1 was about 30–40 years. This was consistent with the short length
of the periods of instability and decline in Table 3.

Is this what happens in real historical populations? Reality is no doubt more complex,
but themodel shows that a simple explanation of three interacting population groupsmight
be a plausible theoretical explanation for the main drivers of the dynastic cycles.
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Figure 1. Numerical solution of the full dynastic cycle model (2), using parameter values given in
model (2), using parameters as defined in (3), (4) and (5), but with r changed from r = 1 to r = 0.02
to give a realistic life expectancy.

Some student investigations could be made by looking at some simplified versions of
the model. A variant of the simplified model is to retain the logistic growth term for the
farmers but not include predation saturation. This means the farmers’ growth rate would
be suppressed as their population grows near what the land can support. So the growth rate
reduces due to lack of food. The modified version of the model is

F′ = rF(1 − F/K) − aFB − hFR,

B′ = −mB + eaFB − cBR,

R′ = −gR + faFB. (6)

The result of simulating this model is shown in Figure 2 with the same parameter values
used in Figure 1.

For the model with logistic growth of farmers, but no predation saturation, shown in
Figure 2, there is now a decreasing amplitude of oscillation in all three populations. This
shows us that the farmer population is the main driver of the oscillations in the bandit and
ruler populations.

As a further exercise, students could investigate a further simplified version of themodel
corresponding to no predation saturation andwithout logistic growth of farmers, as shown
by the following coupled system:

F′ = rF − aFB − hFR

B′ = −mB + eaFB − cBR,

R′ = −gR + faFB. (7)
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Figure 2. Numerical solution of the reduced dynastic cycle model (6), with no predation saturation but
includes logistic growth of farmers. This uses the same parameter values given in Equations (3) and (4),
with r changed to r = 0.02.

Figure 3. Numerical solution of the reduced dynastic cycle model (7), with no predation saturation
terms and no logistic growth of farmers. Parameter values given in Equations (3) and (4), with r changed
to r = 0.02.

The numerical simulation of this simplified model is given in Figure 3 with the same
parameter values used in Figure 1.

In this simplified model, it is clear now that r is the constant per-capita growth rate of
farmers, andm, and g are the per-capita death rates of bandits and soldiers in the absence
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of farmers. Then aFB is the predation term of bandits on farmers. This term also appears
in the bandit differential equation for bandits as a growth term, so it is the rate of increase
of bandits due to the killing farmers (and stealing their food). Similarly, the cBR term rep-
resents predation of soldiers on bandits. There is a positive term in the soldiers equation
corresponding to a positive growth rate due to predation of soldiers on bandits.

In Figure 3, the cycles are now growing in amplitude and the period is still only around
100 years. The model with both logistic growth of farmers and predation saturation does
seem to be necessary go get stable cycles with a period that is similar to many of the
dynasties found in China’s history.

It is unlikely to find historical data on the population sizes for the three populations to
fit the parameter values, but one possibility could be to use least squares with the data in
Turchin (2003, Figures 8.3, 8.6). However, given the number of parameters to fit this might
be difficult to do. This data also shows that irregular cycles occurred historically. Chaotic
solutions might be possible since there are three coupled nonlinear differential equations.
Piccardi and Feichtinger (2002) investigate this and demonstrate chaotic behaviour exists.
Searching parameter space for further chaotic solutionsmightmake a suitable investigation
for students as an extension of this paper.

These two variations make useful exercises for students since they give them opportu-
nities to compare different models and develop richer interpretations, even without data.
Other possibilities for exercises include varying an individual parameter value and observ-
ing and commenting on the effects. There are also more routine exercises such as deriving
expressions for equilibrium population and examining their stability.

4. Group projects

Projects were used as a form of assessment. Students worked in small groups (usually three,
sometimes four students). In these, students could choose from a list of research papers,
and then they needed to provide a report on it. The report could involve:

• reproducing some of the results in the paper,
• exploring some different aspects of the model (e.g. producing different graphs),
• making some simple extension of the model.

Generally, the projects were more work than a single student could accomplish, so
groups were used. Each group chose a different project. An important aspect of the group
projects was that 2 weeks of class time was set aside (in themiddle of the semester) devoted
exclusively to the projects. Group meetings were held during normal lesson time. Students
were required to keep minutes which detailed the actions of each member until the next
meeting. It was also an opportunity forme to circulate amongst the groups and give advice.

Groups of three generally worked best. In one year groups of four were used because
there were over 60 students enrolled in the subject. Groups of four (or five) made it eas-
ier for some students to not contribute, and this resulted in more friction among group
members.

After 2 weeks, the groups worked on a report of about 15 pages detailing their investiga-
tions. In the final 2 years that I taught the subject, groups also submitted either a one-page
summary of their report or a powerpoint slide for a possible seminar. There wasn’t time
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Table 4. A sample of group projects together with the references used.
Also, the area of the subject matter related to the project is indicated.

Title Area Reference

Chimpanzee wars Battle models Wilson et al. (2002)
Cholera Disease models Codeco (2001)
Unemployment General compartment Misra and Singh (2011)
Beetle populations Discrete populations Constantino et al. (1998)
Hospital infections Disease models Cooper et al. (1999)
Neanderthal extinction Competition models Flores (1998)
Chlamydia transmission Disease models Regan et al. (2008)
Calicivirus in rabbits Disease models Barlow and Keen (1998)
War in Iraq Battle models Blank et al. (2008)

for them to give seminars, so the summary or slides were circulated to the other students
outside the group so they could see what their peers had achieved.

Themain advantages of doing group projects were student obtained (i) a deeper appreci-
ation ofwhat a published research paperwas, (ii) a sense of achievement in putting together
a professional looking report, (iii) a chance to examine the assumptions of a mathematical
model in detail, (iv) a chance to look up further references and (v) sometimes to extend
the model in the paper. The disadvantages were (i) the time taken out of the usual lectures,
(ii) sometime difficulties in group dynamics not working and (iii) difficulties in being sure
that the difficulty levels in different papers were equivalent.

Table 4 gives a list of some of the projects used in the subject.Most of the projects related
to the first half of the subject (population models) since the 2-week period devoted to
project work was usually before or just after the second half of the subject lectures had
started.

Some of the projects were more successful than others – the reasons are explored below.
In 1 year, the number of students doing the subject was large so it was allowed for more
than one group to work on the same paper. An important aspect of this was to provide
guidance to each group about tackling different aspects of the paper. In fact, the guidance
given by the lecturer and tutor was critical for all the projects in helping students to be able
to focus on a single achievable aspect of the paper.

Of the projects listed in Table 4, the least successful project was probably the one on
Chlamydia transmission. Although students did a good jobwith it, they neededmore guid-
ance than other projects. What made this project difficult for them was that the original
paper had ten coupled differential equations and about 20 coefficients. In fact the paper also
considered an age-structuredmodel whichmultiplied the number of differential equations
and coefficients by five age groups.

Although solving it numerically (for one age group) was not conceptually more difficult
than dealing with two or three differential equations, it took longer to implement and it
was much more difficult for students to interpret results. I tried suggesting that a suitable
activity for this project was to produce a simplifiedmodel with fewer differential equations
(I helped them simplify the model to seven coupled ODEs) , but this proved difficult for
them to do on their own since it was harder for them to understand the original model.
So, for students of second-year level, experience has taught me that limiting the projects to
papers with only two or three differential equations (or at most four) is best.
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In the project on chimpanzeewars, themodel used byWilson et al. (2002)was the classic
Lanchester model for battles.

X′ = −αY , Y ′ = −βX

Here a and b are positive constants which give the relative fighting strength of individuals
in each group.

From the differential equations a phase-plane solution can be easily derived (i.e. by
dividing the two equations and eliminating the time variable)

β(x20 − X2) = α(y20 − Y2)

This is the classical Lanchester square law. The square law demonstrates the advantage that
a fighting force has over their opponents due to numerically superior numbers, modified
by the average fighting strength of individuals (implicit in the constants α and β).

Three groups did this project. The groups were guided in different directions, one group
followed the paper closely and explained how the Lanchester equation can be varied exper-
imentally. Another group derived the analytical solutions for the number of chimpanzees
as functions of time. A third group, who had prior programming experience, developed a
stochastic model.

One of themore successful projects was the one on Cholera. One of the reasons was that
the group was quite good, and group participants had a variety of skills that allowed them
to work effectively on different aspects of the project. The original paper, Codeco (2001),
presented models that were still three coupled differential equations, yet modifications of
the basic SIRmodels presented in the subject. The student groupmanaged to look at mod-
ifying one of the models to include vaccination since the group found from their research
that a vaccine had been developed. This student project eventually became a case study in
the latest edition of Barnes and Fulford (2015).

One opportunity that might have been missed in the use of papers as projects was to get
students to write their projects as shorter case studies, similar to the textbook, instead of
the 15 page report.

Students were surveyed each year the subject ran. Students were generally positive about
the subject, particularly commenting on their perceptions of the practicality of the subject.
As expected, some students commented they found the subject easy and some found it
difficult, which was reflective of the diversity of students (1st year to 3rd year). Comments
were mixed about the project; some felt that 20% was too small a percentage for the work
they put into it, however, given that it was 2weeks taken out of a 13week semester, I thought
that 20% was appropriate.

5. Conclusion

All three of scenarios, case studies and projects contributed to students being able to make
better connections for differential equations with real-world studies. Scenarios are quick to
do, but provide the least strong connections. Projects take some time for students to do and
have other benefits such as exposing students to published research papers. Case studies
are probably the optimal in terms of the cost benefit of degree of connection versus time
spent on topic.
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There are good textbooks that focus on teaching differential equations and using math-
ematical models as motivating examples, e.g. Bryan (2021). However, there is also a benefit
in having textbooks that focus on the mathematical modelling skills where the subject
matter is organised around grouping similar models together rather than mathematical
techniques for solving differential equations. This develops students’ model formulation
and interpretation skills since they see the similarities among models.

Scenarios, case studies and projects all contribute to students connecting themathemat-
ics with real-world phenomena. I found sourcing papers from the areas of epidemiology
and ecology a fruitful area where models involving only two or three coupled differential
equations were amenable, interesting and relevant to students because they came from real
research papers.

Disclosure statement

No potential conflict of interest was reported by the author.

References

Amaku, M., Dias, R. A., & Ferreira, A. (2010). Dynamics and control of stray dogs populations.
Mathematical Populations Studies, 17(2), 69–78. https://doi.org/10.1080/08898481003689452

Anderson, A. (1996). Was Rattus exulanas in New Zealand 2000 years ago? AMS radiocar-
bon ages from the from the Shag River Mouth. Archaeology in Oceania, 31(3), 178–184.
https://doi.org/10.1002/arco.1996.31.issue-3

Barlow, N., & Keen, J. (1998). Simple models for the impact of rabbit calicivirus disease (RCD) on
Australasian rabbits. Ecological Modelling, 109(3), 225–241. https://doi.org/10.1016/S0304-3800
(98)00009-X

Barnes, B., & Fulford, G. R. (2015).Mathematical modelling with differential equations: Case studies
with Maple and MATLAB (3rd ed.). CRC Press, Taylor and Francis Group.

Barnes, B., Sidhu, H., & Gordon, D. (2007). Host gastro-intestinal dynamics and the fre-
quency of antimicrobial production by Escherichia coli. Microbiology, 153(9), 2823–2827.
https://doi.org/10.1099/mic.0.2007/007120-0

Begon, M., Townsand, C. R., & Harper, J. L. (2006). Ecology, from individuals to communities (4th
ed.). Blackwell Publishing.

Blank, L., Enomoto, C. E., Gegax, D., McGuckin, T., & Simmons, C. (2008). A dynamic model of
insurgency: The case of the war in Iraq. Peace Economics, Peace Science and Public Policy, 14(2),
Article 1. https://doi.org/10.2202/1554-8597.1120

Bryan, K. (2021). Differential equations. A toolbox for modelling our world. Simiode.
Codeco, C. T. (2001). Endemic and epidemic dynamics of cholera: The role of the aquatic reservoir.

BMC Infectious Diseases, 1(1), 1–15. https://doi.org/10.1186/1471-2334-1-1
Constantino, R. F., Cushing, J. M., Dennis, B., Desharnais, R. A., & Henson, S. M. (1998). Reso-

nant population cycles in temporally fluctuating habitats. Bulletin of Mathematical Biology, 60(2),
247–273. https://doi.org/10.1006/bulm.1997.0017

Cooper, B. S.,Medley, G. F., & Scott, G.M. (1999). Preliminary analysis of the transmission dynamics
of nosocomial infections: Stochastic and management effects. Journal of Hospital Infection, 43(2),
131–147. https://doi.org/10.1053/jhin.1998.0647

Feichtinger, G., Forstand, C. V., & Piccardi, C. (1996). A nonlinear dynamic model for the dynastic
cycle. Chaos, Solitons and Fractals, 7(2), 257–271. https://doi.org/10.1016/0960-0779(95)00011-9

Flores, J. C. (1998). Amathematical model for neanderthal extinction. Journal of Theoretical Biology,
191(3), 295–298. https://doi.org/10.1006/jtbi.1997.0581

Greenspan, H. (1972). Models for the growth of a solid tumour by diffusion. Studies in Applied
Mathematics, 51(4), 317–340. https://doi.org/10.1002/sapm1972514317

https://doi.org/10.1080/08898481003689452
https://doi.org/10.1002/arco.1996.31.issue-3
https://doi.org/10.1016/S0304-3800(98)00009-X
https://doi.org/10.1099/mic.0.2007/007120-0
https://doi.org/10.2202/1554-8597.1120
https://doi.org/10.1186/1471-2334-1-1
https://doi.org/10.1006/bulm.1997.0017
https://doi.org/10.1053/jhin.1998.0647
https://doi.org/10.1016/0960-0779(95)00011-9
https://doi.org/10.1006/jtbi.1997.0581
https://doi.org/10.1002/sapm1972514317


INTERNATIONAL JOURNAL OF MATHEMATICAL EDUCATION IN SCIENCE AND TECHNOLOGY 479

Loyn, R. H., Runnalls, R. G., Forward, G. Y., & Tyers, J. (1983). Territorial bell min-
ers and other birds affecting populations of insect prey. Science, 221(4618), 1411–1413.
https://doi.org/10.1126/science.221.4618.1411

Meterton-Gibbons, M. (1989). A concrete approach to mathematical modelling. Addison-Wesley.
Misra, A. K., & Singh, A. K. (2011). A mathematical model for unemployment. Nonlinear Analysis:

Real World Applications, 12(1), 128–136.
Piccardi, C., & Feichtinger, G. (2002). Peak-to-peak dynamics in the dynastic cycle. Chaos, Solitons

and Fractals, 13(2), 195–202. https://doi.org/10.1016/S0960-0779(00)00262-9
Quammon, D. (1997). The song of the dodo: Island biogeography in an age of extinctions. Pimlico.
Regan, D. G., Wilson, D. P., & Hocking, J. S. (August 2008). Coverage is the key for effective screen-

ing of chlamydia trachomatis in Australia. The Journal of Infectious Diseases, 198(3), 349–358.
https://doi.org/10.1086/591810

Roberts, M. G. (1992). The dynamics and control of bovine tuberculosis in possums. IMA Mathe-
matics Applied to Medicine and Biology, 9(1), 19–28. https://doi.org/10.1093/imammb/9.1.19

Sansgiry, P., & Edwards, C. (1996). A home heating model for calculus students. The College
Mathematics Journal, 27(5), 394–397. https://doi.org/10.1080/07468342.1996.11973817

Smedley, S. I., & Wake, G. C. (1987). Spontaneous ignition, assessment of cause. Annual Meeting of
the Institute of Loss Adjusters of New Zealand, 1–14.

Turchin, P. (2003). Historical dynamics. Why states rise and fall. Princeton University Press.
Turchin, P., & Nefedov, S. A. (2009). Secular cycles. Princeton University Press.
Wilson, M. L., Britton, N. F., & Franks, N. R. (2002). Chimpanzees and the mathematics of battle.

Proceedings of the Royal Society of London. Series B: Biological Sciences, 269(1496), 1107–1112.
https://doi.org/10.1098/rspb.2001.1926

https://doi.org/10.1126/science.221.4618.1411
https://doi.org/10.1016/S0960-0779(00)00262-9
https://doi.org/10.1086/591810
https://doi.org/10.1093/imammb/9.1.19
https://doi.org/10.1080/07468342.1996.11973817
https://doi.org/10.1098/rspb.2001.1926

	1. Introduction
	2. Scenarios
	3. Case studies
	3.1. Example case study: dynastic cycles in China

	4. Group projects
	5. Conclusion
	Disclosure statement
	References


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /PageByPage
  /Binding /Left
  /CalGrayProfile ()
  /CalRGBProfile (Adobe RGB \0501998\051)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.5
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 524288
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings false
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Remove
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects true
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /ENU ()
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [493.483 703.304]
>> setpagedevice


