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A B S T R A C T   

Deepfake videos are becoming more pervasive. In this preregistered online experiment, participants (N = 454, 
Mage = 37.19, SDage = 13.25, males = 57.5%) categorize a series of 20 videos as either real or deepfake. All 
participants saw 10 real and 10 deepfake videos. Participants were randomly assigned to receive a list of stra
tegies for detecting deepfakes based on visual cues (e.g., looking for common artifacts such as skin smoothness) 
or to act as a control group. Participants were also asked how confident they were that they categorized each 
video correctly (per video confidence) and to estimate how many videos they correctly categorized out of 20 
(overall confidence). The sample performed above chance on the detection activity, correctly categorizing 
60.70% of videos on average (SD = 13.00). The detection strategies intervention did not impact detection ac
curacy or detection confidence, with the intervention and control groups performing similarly on the detection 
activity and showing similar levels of confidence. Inconsistent with previous research, the study did not find that 
participants had a bias toward categorizing videos as real. Participants overestimated their ability to detect 
deepfakes at the individual video level. However, they tended to underestimate their abilities on the overall 
confidence question.   

1. Introduction 

“Deepfake” is an umbrella term for a wide variety of computer- 
generated synthetic media, in which a person in an existing image or 
video is manipulated to have another person’s likeness. This technology 
usually results in highly realistic media. The application of machine 
learning methods to alter video footage began in the late 1990s (Bregler 
et al., 1997). However, general adversarial networks—the machine 
learning technique used to create deepfakes—weren’t developed until 
the 2010s (Mirsky & Lee, 2021). Deepfakes came to the attention of the 
public in 2017 after a Reddit user named “deepfakes” shared videos they 
had created to the website, resulting in a hobbyist community centred 
around the subreddit r/deepfakes (Cole, 2018; Mirsky & Lee, 2021). 
Other Reddit users later created software like FakeApp, which enabled 
the creation of deepfakes with minimal programming experience (Cole, 
2018; Mirsky & Lee, 2021). r/deepfakes primarily produced humorous 
or pornographic deepfakes of celebrities (Westerlund, 2019) and was 
eventually shut down by Reddit (Doctorow, 2018). 

The ease with which high-quality deepfakes can now be generated 
has raised concerns about this technology being used for nefarious 

purposes beyond the creation of deepfake pornography. For instance, 
deepfakes of prominent figures have already been used to spread po
litical misinformation. In March 2022, a manipulated video of the 
Ukrainian President, Volodymyr Zelensky, was circulated. In this video, 
Zelensky is depicted appealing to Ukrainian soldiers to surrender. 
Although the video itself was easily detected as fake and mostly ridi
culed (see Wakefield, 2022), deepfake technology is increasing in so
phistication. Others have raised the possibility of deepfake technology 
being used to create white supremacist propaganda (Habgood-Coote, 
2023). Concerns regarding this technology have driven research into the 
public’s ability to detect deepfakes (e.g., Groh et al., 2022; Kobis et al., 
2021; Korshunov & Marcel, 2020). 

1.1. People’s ability to detect deepfakes 

The majority of deepfake detection studies have focused on artificial 
intelligence for classifying videos as real or fake. Several review papers 
have looked at the efficacy of these technologies (e.g., Passos et al., 
2022; Tolosana et al., 2020). These reviews found that deepfake 
detection by machine models can range from around 60%–100%, 

* Corresponding author. 
E-mail address: klaire.somoray@jcu.edu.au (K. Somoray).  

Contents lists available at ScienceDirect 

Computers in Human Behavior 

journal homepage: www.elsevier.com/locate/comphumbeh 

https://doi.org/10.1016/j.chb.2023.107917 
Received 28 February 2023; Received in revised form 16 June 2023; Accepted 13 August 2023   

mailto:klaire.somoray@jcu.edu.au
www.sciencedirect.com/science/journal/07475632
https://www.elsevier.com/locate/comphumbeh
https://doi.org/10.1016/j.chb.2023.107917
https://doi.org/10.1016/j.chb.2023.107917
https://doi.org/10.1016/j.chb.2023.107917
http://creativecommons.org/licenses/by-nc/4.0/
http://creativecommons.org/licenses/by-nc/4.0/


Computers in Human Behavior 149 (2023) 107917

2

although accuracy rates are highly dependent on many factors in addi
tion to the model used (e.g., dataset used). While AI technologies for 
deepfake detection exist, their implementation in social media platforms 
(where these videos are being shared) is yet to be seen. Furthermore, 
these deepfake detection technologies are not accessible to the public. 
Thus, humans are often left on their own to decide whether videos are 
fake or authentic. 

Despite the potential cognitive biases of humans, some researchers 
strongly believe in the “wisdom of the crowd” in relation to deepfake 
detection (Groh et al., 2021, 2022). While it is important to acknowl
edge that state-of-the-art machine learning techniques can have a 
detection performance of up to 100%, humans can outperform some 
computer models in deepfake detection (Groh et al., 2021, 2022). Groh 
et al. (2021) attributed this to humans’ specialized ability in visually 
processing faces. Deepfakes are computer-generated synthetic media 
and some artifacts are produced by deepfake-generator algorithms. 
These artifacts, which may not be salient enough for computer vision, 
may be more perceptible to humans due to our ability to process faces 
holistically. 

Similarly to computer models however, human performance on 
deepfake detection also varies, with studies presenting accuracy levels 
ranging from 57.6% (Kobis et al., 2021) to 88.9% (Groh et al., 2022). It 
is difficult to compare these accuracy ratings, given methodological 
differences in the datasets used and the way accuracy scores are calcu
lated. In Groh et al.’s (2022) second experiment, participants’ accuracy 
scores were indexed as a function of whether participants correctly 
categorized videos as deepfake or real and their level of confidence in 
this categorization. For example, if a participant correctly detected a 
deepfake with 82% confidence in their categorization, this participant 
was assigned an accuracy score of 0.82. If the categorization was 
incorrect, the participant would be assigned an accuracy score of 0.18. 
Other studies (e.g., Kobis et al., 2021; Rossler et al., 2019) only assessed 
whether participants correctly classified videos as real or deepfake 
(using a dichotomous forced-choice format). Korshunov and Marcel 
(2020) took a similar approach but also provided a third “I do not know” 
option for participants. 

1.2. Biases in human detection of deepfakes 

Prior research indicates that participants tend to have a bias toward 
categorizing videos as authentic (e.g., Kobis et al., 2021; Korshunov & 
Marcel, 2020). Korshunov and Marcel (2020) found that “good quality” 
deepfake videos can “easily” fool the public, with only 24.5% of good 
quality deepfakes being perceived as fake. Similarly, participants in 
Kobis et al.‘s study (2021) categorized videos as real 67.4% of the time, 
even though they were explicitly told that only half of these videos were 
real. Kobis et al. (2021) suggest that this bias could be attributed to an 
overly optimistic “seeing-is-believing” heuristic. In other words, people 
will conclude that video content is authentic until there is clear evidence 
otherwise. In the current study, we expect to find the same effect. 

In addition to being poor detectors, people also tend to overestimate 
their ability to detect deepfakes. In Korshunov and Marcel’s (2020) 
study, very few participants indicated uncertainty (i.e., choosing the “I 
don’t know” option), suggesting that people seemed to be sure when 
judging the realism of deepfake videos. Kobis et al. (2021) found that 
participants significantly overestimated the number of videos they 
correctly categorized. They also observed a negative correlation be
tween overconfidence and accuracy. The authors attributed these find
ings to the Dunning-Kruger effect. The Dunning-Kruger effect is a 
cognitive bias in which those who lack competence in a domain tend to 
be ignorant of their own incompetence within this domain (precisely 
because of their lack of knowledge), resulting in low performers over
estimating their own ability (Dunning, 2011; Kruger & Dunning, 1999). 
The existence of this effect remains controversial, with some suggesting 
that the effect may just be a “data artifact” (Ackerman et al., 2002; 
Gignac & Zajenkowski, 2020; Nuhfer et al., 2017). 

1.3. Public intervention for deepfake detection: what helps? 

To date, very few studies have assessed the efficacy of interventions 
to improve humans’ detection of deepfakes. For example, Groh et al. 
(2022) looked at the impact of providing human participants with AI 
predictions (as to whether a video is fake or real) on accuracy. This 
intervention significantly increased participants’ rate of correct identi
fication (from 66% to 73% of observations). Interestingly, Groh et al. 
(2022) also found that longer time to complete the identification activity 
was associated with poorer detection accuracy. 

In another study, Kobis et al. (2021) investigated whether increasing 
participants’ motivation to correctly detect deepfake videos (by giving a 
financial incentive for correct categorizations or by raising awareness of 
the negative societal consequences of deepfakes) impacts detection ac
curacy. However, these interventions did not have a significant effect, 
with participants in intervention groups performing similarly to the 
control group. 

Several organizations have developed guidelines to help the public 
identify deepfake media (eSafety, 2022; MIT Media Lab, n. d.). For 
instance, researchers from MIT have created a list of deepfake artifacts, 
such as facial transformations, lighting, smoothness of cheeks and 
forehead (MIT Media Lab, n. d.), which can be applied when assessing 
the veracity of videos. Additionally, Australia’s independent regulator 
for online safety, eSafety, recently published a position statement on 
deepfakes along with advice for identifying deepfake media (eSafety, 
2022). This advice largely mirrors the strategies developed by MIT. 
However, the question remains as to whether these applying these 
strategies actually improve deepfake detection. 

1.4. Current study 

The main objective of the current study is to investigate whether a 
relatively simple intervention (based on providing strategies for 
detecting visual artifacts) is effective in helping the public to identify 
deepfakes. In our experiment, half of the participants were presented 
with strategies for detecting deepfakes, while the other half served as a 
control group. An example strategy includes: “Pay attention to the 
cheeks and forehead. Does the skin appear too smooth or too wrinkly? Is 
the agedness of the skin similar to the agedness of the hair and eyes? 
DeepFakes are often incongruent on some dimensions.” Knowing 
whether this intervention is effective or not has the potential to benefit 
the wider community by shedding light on the mechanisms underlying 
human detection of deepfakes. We have the following hypotheses: 

H1. Participants will be biased toward categorizing stimulus videos as 
real. 

H2. Participants provided with detection strategies will show greater 
detection accuracy relative to a control group. 

H3. Participants provided with detection strategies will show greater 
detection confidence relative to a control group. 

In addition to the above hypotheses, we have developed the 
following research questions: 

RQ1. Is detection confidence associated with detection accuracy? 

RQ2. Is level of interaction with stimulus videos is associated with 
detection accuracy? 

2. Method 

2.1. Design 

This online study employed a between-subjects experimental design 
in which participants were randomly assigned to receive strategies for 
detecting deepfakes or not (control condition), before being asked to 
categorize a series of videos as fake or authentic. The study was hosted 
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via Qualtrics and Qualtrics’s randomizer function was utilized to 
randomly assign participants to conditions. All hypotheses, research 
questions, methodology and measures were preregistered on May 6, 
2022, prior to the start of data collection (end of May 2022). Details of 
the preregistration can be found at https://osf.io/xdhck/. 

A priori power analysis was conducted to determine the total sample 
size needed to test the efficacy of the intervention with a power of .80, 
assuming a small-to-medium effect (d = 0.35). This analysis indicated 
that an N of 204 would be sufficient (if using an α of 0.05 and performing 
a one-tailed tests). 

2.2. Participants 

The final sample (N = 454) had a mean age of 37.18 years (SD =
13.25). Other demographic characteristics of the sample are reported in 
Table 1. 

2.3. Materials 

2.3.1. Stimulus videos 
Stimulus videos were sourced from the open-source DeepFake 

Detection Challenge (DFDC) dataset (https://arxiv.org/abs/2006.07397). 
The DFDC is a large database of videos from paid performers talking 
about various topics in different settings. The DFDC dataset was chosen 
as using well-known deepfakes of politicians and/or celebrities has the 
disadvantage of potential biases, such as prior exposure or emotional 
motivation to believe or discredit the video. Previous studies on human 
deepfake detection have used this dataset (Groh et al., 2022; Kobis et al., 
2021; Korshunov & Marcel, 2020). The videos were selected at random 
until we had 20 pairs of videos (an authentic and deepfake version of 
each video) which met our inclusion criteria (consistent lighting with 
only one person depicted in the video). The selected deepfake videos 
were categorized as difficult to very difficult to identify as deepfakes (as 
categorized by Korshunov & Marcel, 2020). Ten videos depicted males 
and ten depicted females. The stimulus videos depicted models of 
various races. All videos were 10 s in length. 

Following Kobis et al. (2021), stimulus videos were divided into two 
sets, with each participant only seeing one of the two sets (see Fig. 1). 
Stimulus videos were presented one at a time. The order of the presen
tation of videos was randomized. Furthermore, the presented stimulus 
videos had an equal number of female and male actors, as well as dark 

and light skinned individuals. All videos had one actor only. No actors 
wore glasses. The lighting conditions across the videos were consistent 
(except for two videos where the lighting is a bit dark) and none of the 
videos were blurry or grainy. 

2.3.2. Detection strategies 
Those in the detection strategies condition were provided with 10 

strategies for detecting deepfakes. These strategies were sourced from 
the MIT Media Lab (https://www.media.mit.edu/projects/detect-fakes/ 
overview/). An example strategy is “Pay attention to the facial hair or 
lack thereof. Does this facial hair look real? Deepfakes might add or 
remove a moustache, sideburns, or beard. But, deepfakes often fail to 
make facial hair transformations fully natural.” 

2.3.3. Detection Accuracy and Confidence measures and demographics 
After each stimulus video, participants were asked “Is this video a 

deepfake or real?” (binary response option: This video is a deepfake; This 
video is real) and “What is your confidence that you guessed correctly?” 
(measured using an unnumbered graphic rating scale anchored by 50 =
As confident as flipping a coin and 100 = 100% sure). Detection accuracy 
was calculated by adding the number of videos correctly categorized and 
then dividing by the total number of videos categorized. Average 
detection confidence was calculated by averaging confidence responses 
across the 20 videos. 

After the detection activity, participants’ overall detection confi
dence was measured via a single item: “Out of 20 videos, how many 
videos do you think you guessed correctly?” This value was divided by 
20 to make the scoring format consistent with the scoring format for 
average detection confidence. Participants were also asked about basic 
demographics including age, gender, country of residence, and highest 
level of formal education. To facilitate the test of H1, the percentage of 
videos that participants categorized as being authentic was also 
calculated. 

2.3.4. Metadata 
Qualtrics recorded several pieces of metadata, including time spent 

on each stimulus video page, number of clicks on each stimulus video 
page, and operating system used to access the study. Time spent and 
number of clicks was averaged across the 20 stimulus videos. 

2.4. Participant recruitment 

Participants were recruited via social media. Specifically, the study 
was posted to the subreddits r/SampleSize and r/Australia. A small, paid 
advertising campaign was also conducted on Facebook and Instagram. 
This involved creating a post about the study on a dedicated lab group 
Facebook page and then “boosting” this post between May 27, 2022, and 
May 31, 2022. Adults living in Australia, Canada, New Zealand, the 
United Kingdom and the United States were selected as the demographic 
group to be targeted. Based on URL referrer information collected by 
Qualtrics, one-third of participants were recruited via Reddit (35.2%) 
and 31.9% were recruited via Facebook. The remaining participants 
were missing this information (31.9%) or accessed the study from 
another platform (0.9%). Participants were not offered an incentive for 
their participation. 

2.5. Procedure 

Ethical approval to conduct the study was granted by the Human 
Research Ethics Committee of James Cook University (ID# H8747). 

After informed consent was collected, participants were told that: 1) 
they will be shown 20 videos, 2) exactly half of these videos will be 
deepfakes, 3) they can watch these videos as many times as they need, 
and 4) they will be given a score indicating how many videos they 
correctly categorized. Based on Kobis et al. (2021), participants were 
then presented with two validity check items: “A deepfake is a video in 

Table 1 
Participant demographics and device used when completing study (N = 454).   

Frequency % 

Gender 
Male 261 57.5 
Female 175 38.5 
Non-binary 10 2.2 
Missing 8 1.8 
Country of Residence 
Australia 315 69 
Canada 45 10 
New Zealand 23 5 
UK 30 7 
United States 22 5 
Other European country 10 2 
Other, outside of Europe 4 1 
Missing 5 1 
Highest Level of Education 
Primary school 8 1.8 
High school graduate 67 14.8 
TAFE/Other vocational studies 83 18.3 
Undergraduate degree 162 35.7 
Some postgraduate study 130 28.6 
Missing 4 0.9 
Device Used 
Smart phone/Tablet (inc. iPad) 189 41.6 
PC 265 58.4  
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which …” (A person is telling lies; A person is talking about fakes; and The 
face and/or voice of a person has been manipulated using artificial intelli
gence) and “Which of the following statements is correct?” (Each video 
has a 20% chance to be a deepfake; Each video has a 50% chance to be a 
deepfake; and All the videos are deepfakes). These items needed to be 
answered correctly before participants could move on to the detection 
activity. Participants were then presented with the list of detection 
strategies (if applicable), the detection activity, and the overall confi
dence and demographic measures. As an additional validity check, 
participants were also asked to indicate if they had done this study 
previously. Finally, participants were provided with their detection ac
curacy score and debriefing information. 

2.6. Data cleaning and analysis approach 

A total of 762 participants accessed the study. Of these participants, 
4 did not provide consent and a further 184 did not complete any of the 
stimulus video questions and were removed. A further 108 participants 
were removed for missing more than 50% of responses. Three partici
pants indicated they were doing the study for a second time and were 
also removed. Finally, 12 participants were excluded for spending an 
average of under 15 s on each stimulus video page (as it was reasoned 
that these participants were unlikely to have watched the stimulus 
videos in their entirety).1 These exclusions left a final sample of 454 
participants. 

Univariate outliers were detected using the outlier labelling rule with 
a 2.2 multiplier (Hoaglin & Iglewicz, 1987). Univariate outlying values 
were replaced with the next lowest/highest non-outlying value observed 
in the dataset. Outlying datapoints were observed on the following 
variables: percentage of videos categorized as real (11 outlying data
points); average time spent per stimulus video (15 outlying datapoints); 
and average number of page clicks per stimulus video (2 outlying 
datapoints). Normality of variables was assessed via visual inspection of 
histograms and with reference to skewness and kurtosis values. In all 
cases, variables were observed to be acceptably normally distributed for 
the use of parametric tests. 

One-tailed tests were used to test preregistered hypotheses. Two- 
tailed tests were applied when testing preregistered research questions 
and for any exploratory analyses not included in the preregistration. 

3. Results 

3.1. Detection accuracy 

As stated in our preregistered plan, we computed an overall accuracy 
score for each participant representing the percentage of videos which 
the participant correctly categorized. Mean accuracy was just over 60% 
(M = 0.61, SD = 0.13), indicating that, on average, participants 
correctly detected 12 out of 20 videos (we would expect participants to 
correctly categorize 10 out of 20 videos by chance alone). The poorest 
performers correctly categorized 5 out of 20 videos (0.25) and the best 
performers correctly categorized 19 out of 20 (0.95). Average accuracy 
exceeded chance levels as indicated by a one-sample t-test, t (450) =
16.91, p < .001, Cohen’s d = 0.80. On average, participants took 35.0 s 
(SD = 19.1) on each page to respond to the videos.2 

3.2. Are participants biased and overconfident? 

We hypothesised that participants would have a bias toward cate
gorizing stimulus videos as real (H1). This hypothesis was not sup
ported. A one-sample t-test indicated that the percentage of videos 
categorized as real among the overall sample (M = 0.51, SD = 0.11) was 
not significantly different to the reference value of 0.50, t (450) = 1.33, 
p = .092, Cohen’s d = 0.06. As an auxiliary analysis (not included in the 
study preregistration), this same test was conducted among each 
experimental group, with non-significant results being observed in both 
the control and intervention group. 

We were also interested the relationship between confidence and 
accuracy (RQ1). Detection accuracy displayed a small positive rela
tionship with both overall detection confidence, r (450) = 0.18, p <
.001, and average detection confidence, r (451) = 0.22, p < .001. Plots 
depicting these associations are provided as supplementary figures 
(Figs. S1 and S2). 

Interestingly, participants, on average, correctly identified approxi
mately 12 out of 20 videos (M = 0.61, SD = 0.13). However, when asked 
“Out of the 20 videos, how many videos do you think you guessed 
correctly?“, participants suggested around 10 out 20 videos on average 
(M = 0.51, SD = 0.19). When confidence scores were assessed per video, 
a different pattern emerged. Participants showed greater confidence at 
the individual video level (M = 0.74, SD = 0.11). As an auxiliary anal
ysis, this difference in overall detection confidence and average detec
tion confidence per video was further explored via a paired-samples t- 
test. This test indicated that average per video detection confidence was 
significantly greater than overall detection confidence t (449) = 29.57, 
p < .001, Cohen’s d = 1.40. Additionally, accuracy scores were greater 
than overall detection confidence scores, t (450) = 9.76, p < .001, 
Cohen’s d = 0.46. However, average per video detection confidence 

Fig. 1. Illustration of the two sets of videos presented to participants.  

1 This diverges from the study preregistration: “Those who complete the 
study much faster than average (under half the sample’s 5% trimmed mean 
time to complete) will be excluded.” However, we felt that this approaches 
better targeted our validity concern (i.e., that participants were not watching 
the stimulus videos). 2 After the removal of outliers. 
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scores were found to exceed accuracy scores, t (453) = 18.41, p < .001, 
Cohen’s d = 0.86, suggesting overconfidence (these analyses were not 
included in the preregistration). As can be seen in Fig. 2, participant 
confidence greatly exceeded accuracy across the majority of videos. 

3.3. Did the detection strategies help? 

Tests of H2 and H3 are presented in Table 2. As can be seen, neither 
hypothesis was supported. That is, the control and detection strategies 
groups did not differ on detection accuracy or detection confidence 
(overall confidence or average confidence per video). Fig. 3 shows the 
distribution of scores in the control and detection strategies groups for 
detection accuracy (Fig. 3A) and detection confidence (Fig. 3B and C). 

Following a similar analysis by Kobis et al. detection accuracy by 
video type was assessed to gain a deeper insight into how participants 
responded (see Fig. 4). Interestingly, the same number of deepfake and 
authentic videos (n = 4) failed to reach the chance levels of accuracy. 

With reference to RQ2, level of interaction with stimulus videos (as 
indexed by average time spent per stimulus video) was found to be 
unrelated to detection accuracy, r (451) = − 0.03, p = .588. As an 
auxiliary analysis (not included in the preregistration), the average 
number of page clicks per stimulus video was calculated as an additional 
index of level of interaction with stimulus videos (as those who clicked 
stimulus video pages multiple times would be more likely to have 
watched the stimulus videos multiple times). Similarly to time spent per 
video, the average number of page clicks was found to be unrelated to 
detection accuracy, r (451) = − 0.03, p = .474. Additional analyses were 
conducted for variables that may have had an impact on detection ac
curacy (video position, actor action, actor gender, actor skin color, de
vice and operating system used to complete the study). These analyses 
are reported in the supplementary materials (Figs. S3 and S4). 

4. Discussion 

4.1. Participant accuracy in detecting deepfakes 

This study adds to a growing literature examining people’s ability to 
detect deepfakes. Our participants accurately detected deepfakes, on 
average, 60.7% of the time (statistically significantly above chance). 
This detection score is slightly higher than that observed in Kobis et al.’s 
(2021) study: 57.6%. Contrary to our hypothesis, participants did not 
display a bias toward categorizing stimulus videos as real. This also 
contrasts with the findings of Kobis et al.’s (2021), where participants 
suggested that videos were real 67.4% of the time (even though they 
were informed that only half of the videos were authentic). Kobis et al. 
(2021) attributed this to a “seeing-is-believing” heuristic in which 
videos are assumed to be real unless evidence clearly indicates 
otherwise. 

An explanation for this inconsistency could be due to difference in 
recruitment strategies between studies. Participants in Kobis et al.’s 
(2021) study were recruited from Profilic (a participant recruitment 
website) and received a participation payment of £2.5. In our study, 

Fig. 2. Accuracy and Confidence by Video 
Note. The numbers presented in the plots are the average accuracy scores (blue) and average confidence scores (yellow) by video number. Error bars represent 95% 
confidence intervals. Created with the ggpubr and ggplot package. 

Table 2 
Analyses comparing treatment groups on detection accuracy and confidence.  

Variable M (SD) t df p d 

Control Detection 
Strategies 

Detection 
accuracy 

.60 
(.14) 

.61 (.13) − 1.20 449 .115 − 0.11 

Overall detection 
confidence 

.51 
(.19) 

.51 (.18) − 0.61 449 .270 − 0.06 

Average detection 
confidence 

.74 
(.10) 

.74 (.11) − 0.18 448 .427 − 0.02 

Note. All tests reported in table are one-tailed. 
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participants were not given a monetary reward in exchange for partic
ipation. It is possible that participants in our study were already inher
ently motivated to correctly identify the videos as deepfake or real (as 

they were told that they will receive a score reflecting their perfor
mance), and therefore, were less likely to rely on heuristics when cate
gorizing videos. 

Fig. 3. Distribution of Accuracy and Confidence Scores by Treatment Group 
Note. Violin plots of the distribution of (A) accuracy, (B) overall confidence and (C) average confidence per video by treatment group (x axis). Each violin plot shows 
medians and interquartile ranges. Violin plots show the data distribution and its probability density. Therefore, the wider areas in the plot indicate where the data is 
more common, while narrower areas indicate fewer common values. Created with the ggpubr and ggplot package. 

Fig. 4. Accuracy by Video Type 
Note. The numbers presented in the plots are the average accuracy scores for fake (blue) and real videos (yellow) by video number. Error bars represent 95% 
confidence intervals. Created with the ggpubr and ggplot package. 
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Our participants also performed better than those in the Kobis et al.’s 
(2021) study. Interestingly, while Kobis et al.’s (2021) intervention 
(aimed at increasing participants’ motivation) did not improve perfor
mance on the detection task, overall level of motivation still positively 
predicted participants’ performance (as they report in the supplemen
tary material). Differences in performance between recruited and 
non-recruited participants were also observed in Groh et al.’s (2021) 
study. Participants who were recruited from Prolific accurately identi
fied 66% of the videos, while non-Prolific participants (those who 
stumbled onto the study website on their own) performed bet
ter—accurately identifying 69% of videos. Groh et al. (2023) does not 
report if participants were compensated or not, although Prolific par
ticipants are usually given a monetary reward. It is possible that dif
ferences in performance between our study and Kobis et al.’s (2021) 
could be due to the differences in participants’ intrinsic motivation. Due 
to our recruitment approach, we believe it is likely that participants in 
the current study were highly motivated and performed to the best of 
their abilities in the detection activity. 

4.2. Efficacy of the detection intervention 

At first glance, deepfakes and other computer-generated images can 
look quite realistic. However, computer algorithms can produce artifacts 
(e.g., unusual shadows, incongruence between skin, hair and eyes). It 
has been suggested that enhancing public awareness of common deep
fake artifacts is one avenue via which to improve deepfake detection. 
Conversely, our study found that informing participants of these arti
facts did not improve detection accuracy. Similarities in performance 
between the control and intervention group could be partly explained by 
humans’ specialized ability to visually process faces, regardless of 
“training”. In other words, it is possible that, when motivated, people 
already engage in such processing. Several studies conducted by Groh 
and colleagues (Groh et al., 2021, 2022) provide evidence for this. For 
instance, when actors in deepfake videos are inverted, misaligned, or 
occluded, participants’ ability to detect deepfakes greatly diminishes. It 
is also possible that artifact interventions are effective, but only when 
reinforced with a training exercise of some kind (e.g., in which partici
pants are instructed to look for artifacts and then provided with im
mediate feedback on their success in identifying these artifacts). While 
the experimental invention was not found to increase detection perfor
mance, it did not appear to bolster participants’ confidence in their 
detection ability (which would be problematic for an ineffective 
intervention). 

4.3. Participant confidence in detecting deepfakes 

In terms of confidence to detect deepfakes (regardless of experi
mental group), Kobis et al. (2021) found that participants overestimated 
their abilities to detect deepfakes and that poorer performers showed 
greater overconfidence in their detection abilities. In the current study, 
participants also overestimated their detection abilities at the individual 
video level. However, participants somewhat underestimated their 
detection abilities when asked about their overall performance (on 
average, participants guessed that their overall detection abilities were 
very close to chance). This could be indicative of a cognitive bias in 
which people have a feeling of certainty regarding what is directly in 
front of them, even if they believe their long-term detection ability to be 
poor. For example, it is possible that people are more inclined to rely on 
feeling when making judgements at the individual video level, but when 
asked to reflect on their overall performance, individuals are more likely 
to draw on base-rate information (participants in the study were aware 
that they would be likely to correctly categorize 10 out of 20 videos by 
chance alone). However, it should also be noted that per video confi
dence was assessed via a sliding scale (anchored by 50 = As confident as 
flipping a coin and 100 = 100% sure) whereas overall confidence was 
assessed via an open response format (in which participants had to enter 

the number of videos they think they guessed correctly out of 20). Thus, 
the difference between overall confidence and per video confidence may 
also be attributable to middle-response style bias—the tendency for 
participants to choose middle response categories on rating scales (i.e., 
avoiding responding on the extreme ends of a scale, Harzing, 2006)—on 
the per video confidence questions. 

No evidence was found for a Dunning-Kruger effect in which poor 
performers are more inclined to believe themselves to be skilled de
tectors. In fact, small positive correlations were observed between 
detection accuracy and both measures of detection confidence. Further, 
plotting performance quartile against performance separately for actual 
and perceived performance (Fig. S2) did not show a pattern of results 
consistent with the Dunning-Kruger effect (in which we would expect 
the slope for actual performance to be greater than the slope for 
perceived performance; Gignac & Zajenkowski, 2020), nor was a 
U-shaped distribution observed when plotting confidence against ac
curacy (Fig. S1). 

4.4. Limitations 

A number of limitations should be considered when evaluating the 
findings of the current study. First, the method of recruitment and online 
study format somewhat inhibited experimental control. For example, 
the study was advertised on social media platforms where comments are 
open to the public. Some participants shared detection strategies in 
these comments sections. It is possible that potential participants read 
these tips prior to doing the experiment (thereby potentially reducing 
the efficacy of the intervention). 

Second, there are sociodemographic and personal history variables 
which could influence detection ability (or even moderate the effect of 
experimental intervention) which were not measured as part of the 
current study. These include prior experience with deepfakes or 
detection-type tasks, vision or face processing impairments, and even 
race or ethnicity. For example, there is an “other-race bias” for facial 
identification, whereby people show greater accuracy in recognizing the 
faces of members of their own race compared to the faces of members of 
other racial groups (Lee & Penrod, 2022; Meissner & Brigham, 2001). 
Whether a similar bias exists for the detection of deepfakes is unknown. 

Third, the artificial nature of the experimental situation should be 
acknowledged. In a real-world setting it is extremely unlikely that media 
consumers would be told that the video they are watching has a 50% 
chance of being a deepfake. Given that the experimental situation (by 
necessity) sensitized participants to the possibility that they were 
viewing a deepfake, the detection accuracy levels observed in the cur
rent study might be considered best-case estimates. Alternatively, it 
could be argued that in a real-world situation media consumers would 
have contextual information to draw on (e.g., the plausibility of the 
message content, the trustworthiness of the video source), in addition to 
visual artifacts, thereby making it easier to determine the authenticity of 
a video. 

4.5. Future studies 

Future studies should investigate alternative interventions to 
enhance deepfake detection. For example, a video presentation on 
artifact detection with examples may be a more engaging detection 
intervention than simply providing written detection tips. Above, we 
also suggest including a training element in which participants are given 
immediate feedback after a set of practice videos before doing a detec
tion activity. Researchers should also consider ways in which they can 
modify future deepfake studies to increase their ecological validity (for 
example, by embedding videos among other content, as would be typical 
of a website) to determine detection accuracy under more realistic 
conditions. Finally, replication attempts of the current study should a) 
make attempts to avoid participants sharing detection tips in comments 
sections (if recruiting via social media), b) bring the measurement of per 
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video confidence and overall confidence into alignment (to identify if 
differences between these variables simply reflect response biases), and 
c) consider investigating additional individual difference variables, such 
as race and prior exposure to deepfakes. 

5. Conclusion 

Our study demonstrates that the public’s ability to detect deepfakes 
is generally poor (although above chance levels), even in the idealized 
situation in which individuals are explicitly informed that they will be 
presented with deepfakes. The findings cast doubt on whether simply 
providing the public with strategies for detecting deepfakes based on the 
observation of visual artifacts can meaningfully improve detection, 
given the lack of an effect for the experimental intervention. Worryingly, 
it appears that individuals may be overly optimistic regarding their 
abilities to ascertain the authenticity of individual videos. However, 
individuals appear to have a more realistic understanding of their 
detection abilities in the long run. 
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