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Spike Sorting Algorithms and Their Efficient
Hardware Implementation: A Comprehensive

Survey
Tim Zhang, Mostafa Rahimi Azghadi∗, Corey Lammie, Amirali Amirsoleimani, Roman Genov

Abstract—Objective: Spike sorting is a set of techniques used
to analyze extracellular neural recordings, attributing individual
spikes to individual neurons. This field has gained significant
interest in neuroscience due to advances in implantable mi-
croelectrode arrays, capable of recording thousands of neurons
simultaneously. High-density electrodes, combined with efficient
and accurate spike sorting systems, are essential for various
applications, including Brain Machine Interfaces (BMI), experi-
mental neural prosthetics, real-time neurological disorder mon-
itoring, and neuroscience research. However, given the resource
constraints of modern applications, relying solely on algorithmic
innovation is not enough. Instead, a co-optimization approach
that combines hardware and spike sorting algorithms must be
taken to develop neural recording systems suitable for resource-
constrained environments, such as wearable devices and BMIs.
This co-design requires careful consideration when selecting ap-
propriate spike-sorting algorithms that match specific hardware
and use cases. Approach: We investigated the recent literature
on spike sorting, both in terms of hardware advancements and
algorithms innovations. Moreover, we dedicated special attention
to identifying suitable algorithm-hardware combinations, and
their respective real-world applicabilities. Main Results: In this
review, we first examined the current progress in algorithms,
and described the recent departure from the conventional ”3-
step” algorithms in favor of more advanced template matching
or machine-learning-based techniques. Next, we explored innova-
tive hardware options, including Application-Specific Integrated
Circuits (ASICs), Field-Programmable Gate Arrays (FPGAs),
and In-Memory Computing Devices (IMCs). Additionally, the
challenges and future opportunities for spike sorting are dis-
cussed. Significance: This comprehensive review systematically
summarizes the latest spike sorting techniques and demonstrates
how they enable researchers to overcome traditional obstacles
and unlock novel applications. Our goal is for this work to
serve as a roadmap for future researchers seeking to identify
the most appropriate spike sorting implementations for various
experimental settings. By doing so, we aim to facilitate the
advancement of this exciting field and promote the development
of innovative solutions that drive progress in neural engineering
research.

Index Terms—Spike Sorting, Hardware, Machine Learning,
Neuromorphic Engineering.

I. INTRODUCTION

∗Corresponding Author: M.R. Azghadi, mostafa.rahimiazghadi@jcu.edu.au
T. Zhang is with the Department of Bioengineering, McGill University,

Montreal H3A 0E9, Canada
M. Rahimi Azghadi and C. Lammie are with College of Science and

Engineering, James Cook University, QLD 4811, Australia
A. Amirsoleimani is with the Department of Electrical Engineering and

Computer Science, York University, Toronto ON M3J 1P3, Canada
R. Genov is with the Department of Electrical and Computer Engineering,

University of Toronto, Toronto M5S, Canada

5000

10000

15000

20000

25000

2000s1990s1980s1970s1960s1950s 2010s2000s1990s1980s1970s1960s1950s 2010s

Decade

N
u

m
b

e
r 

o
f 

Sp
ik

e 
So

rt
in

g 
P

u
b

lic
at

io
n

s

N
u

m
b

er o
f N

e
u

ro
n

s Sim
u

ltan
eo

u
sly R

eco
rd

e
d

Number of Neurons Simultaneously Recorded

Number of Spike Sorting Publications

Fig. 1: The number of simultaneously recorded neurons (line)
and the number of spike-sorting-related publications (bar),
reported over the past seven decades. The trend line shows
an exponential increase in spike sorting publications accom-
panying the improvement in recording technologies capable of
recording an increasing number of neurons simultaneously.

ELECTROPHYSIOLOGY, the study of ions flow and
electrical properties of biological cells and tissues, has

long been a field of interest to neuroscientists. Earlier ground-
breaking efforts focused on recording single cell activities,
with innovations such as the patch clamp technique pioneered
by Hodgkin and Huxley [1], enabled scientists to develop
an understanding of how neurons functioned on a single-
cell level. In the past few decades, however, neuroscientists
have become more interested in studying networks of neurons
and their interactions, which give rise to complex higher-
order functions such as movement, perception, and memory.
Hence, extracellular recording of neurons has become the
most popular technique, as it has the ability to capture the
activity of multiple nearby neurons and is relatively easy to
implement [2]. Extracellular recordings involve the placement
of electrodes in between neurons, that measure the electrical
potential changes in the extracellular medium [3, 4]. Such
recordings where spikes from more than one neuron are
detected are also sometimes termed ”multispike train” [5].

Spike-sorting refers to a method that detects individual
spikes (action potentials) from extracellular neural recordings
and classifies them according to their shapes, which attributes
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detected spikes to the originating neurons. Spike-sorting al-
gorithms operate on the principle that different neurons tend
to produce spikes of different shapes, due to their varying
proximity to a recording electrode, as well as their varying
morphology of dendritic trees [3]. Preceding the popularization
of spike sorting, the pioneering of the field focused on shaped-
based multispike train analysis [5].

Earlier implementations of extracellular recordings were
performed with a single electrode, and could only detect
and sort 3-5 neurons [5, 6]. Newer Microelectrode Arrays
(MEAs) have a much higher electrode count and their density,
enabling parallel recording of thousands of neurons [7, 8].
Novel electrode setups even allow for a single cell’s signal to
be picked up by multiple electrodes [3]. Continually improving
electrode array implementations enables an increasing number
of neurons to be recorded. When paired with spike sorting
algorithms, scientists are able to study the behavior of massive
sets of individual neurons simultaneously, greatly facilitating
the development of novel therapeutic applications and their
ability to perform research in the neuroscience field. This trend
is reflected in the increase in the number of spike sorting
publications correlating with an increase in the number of
neurons simultaneously recorded, as shown in Fig. 1.

High-density MEAs have been actively used to perform
research involving the restoration of motor functions for
tetraplegic and paralysis patients [9, 10], and to mitigate
symptoms of neurodegenerative diseases [11]. Furthermore,
neuroprostheses based on spike sorting have been developed
for animals such as monkeys, which is able to decode motions
from their neural recordings [12]. Spike sorting is also used
extensively for neuroscience research and to observe neuron
population response to stimuli. The stimuli can either be in
the form of sensory input such as visual stimuli [13, 14],
or artificially introduced neuronal perturbations such as via
optogenetic manipulations [15, 16]. For a comprehensive re-
view of opto-electrophysiological techniques and the novel
opportunities and challenges associated with this emerging
technique, see [17]. Similarly, spike sorting is also used to
decode the functions of various groups of neurons [18–20].

A general processing pipeline of current spike sorting
systems is depicted in Fig. 2. As this figure shows, first,
the raw signals are collected using an MEA with several
channels [8]. The processors run spike sorting algorithms that
are, conventionally, comprised of three steps [4]: i) Spike
detection through pre-processing, ii) Feature extraction, and
iii) Classification. The last step classifies each spike to its
originating neuron. However, some spike sorting algorithms
are not comprised of the three conventional steps. Examples
of these include template matching algorithms [21–25], which
detect spikes and perform classification at the same time, or
Artificial Neural Network (ANN) based models [26, 27], that
do not require explicit feature engineering.

An important distinction has been made between online
and offline spike sorting systems, with the former referring to
algorithms that can sort spikes in real-time, and the latter refer-
ring to ones that cannot. The online applicability is governed
by several factors, including the mathematical nature of the
algorithm, its computational complexity, and the processing

latency [29]. Both online and offline processing may be done
remotely, or on-site in an implanted processing module [4].

The majority of publications concerning spike sorting re-
volve around new techniques, or a combination of existing
techniques, to improve one or more of the above-mentioned
steps shown in Fig. 2. Algorithms can be further classified as
supervised [30] or unsupervised [31], with the former referring
to algorithms that require training with ground truths, while
the latter does not. There are also hybrid approaches that use a
mixture of online and offline steps, or a mixture of supervised
and unsupervised steps [32].

In addition, spike sorting systems usually suffer from nu-
merous constraints, including the maximum heat dissipation,
physical size, and the energy consumption of implantable
computing devices [33]. These limitations are especially acute
for online real-time spike sorting applications, such as neu-
roprosthesis, where spike classification tasks need to be per-
formed on-implant, at a speed faster than the rate of incoming
spikes. Hence, numerous research efforts [34–36] have been
dedicated to reducing computational power consumption and
increasing throughput, either by developing novel algorithms
minimizing mathematical complexity, or by developing more
efficient application-specific hardware, or a combination of the
two to achieve better software-hardware co-optimization.

To facilitate the co-design between spike sorting algorithms
and to select their suitable hardware given a specific use case
such as Brain Machine Interface (BMI), neural prosthetics,
or real-time brain monitoring, in this paper, a comprehensive
synthesis of the spike sorting systems literature is performed.
Comparisons are made among various algorithms as well
as among different hardware implementations, giving future
researchers an overarching overview of the spike sorting
algorithm-hardware options for various applications and set-
tings. We also survey available packages and resources for
software and hardware implementations of spike sorting al-
gorithms. Furthermore, we provide our analysis of the field
and identify and discuss key challenges hindering future
applicability of the spike sorting systems in the algorithm-,
hardware-, and applications-level. The structure of our paper
is shown in Fig. 3.

II. MOTIVATIONS AND RELATED WORK

As the field of neuroimplants and neuroengineering continue
to advance and improve, spike sorting is rapidly evolving from
theoretical concepts to hardware systems capable of real-world
applications. Along with this development, the research focus
that used to be mainly around pure algorithm developments has
evolved and broadened to hardware-algorithm co-optimized
designs that are more practical and more reconcilable with
the physical constraints associated with neural engineering
applications. Therefore, this survey aims to provide a com-
prehensive overview and analysis of currently available spike
sorting algorithms, as well as hardware deployment technolo-
gies, which are often neglected by previous review works.
In addition, properties of various hardware and algorithm
combinations will be identified and discussed.

Several comprehensive reviews have been published for
spike sorting. Among these, [4, 37, 38] have attracted the most
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Fig. 2: A generalized spike sorting pipeline is demonstrated, from extracellular recordings to isolated spike trains. After
collection of multi-channel recordings [28], suitable processing hardware (A, B) and sorting algorithm(s) must be identified (C,
D). Hardware implementations can perform remote processing, as shown in (A), or on-site processing, as shown in (B). Remote
processing is typically performed using implantable data transmission modules, and an external digital module (A), while on-site
processing is usually performed using an analogue-front-end, which feeds the signal into a highly-efficient processing module.
This is commonly realized in hardware using novel ASIC or IMC technologies. Sorting algorithms can generally be categorized
as either conventional 3-step, as shown in (C), or non-conventional, as shown in (D). Conventional 3-step algorithms consist
of preprocessing, feature extraction, and classification stages [4], while non-conventional ANN-based algorithmsc[26, 27] or
template matching algorithms [22–24] do not have clearly defined stages.
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citations and attention. These studies mostly cover the algo-
rithm aspect only and mainly only cover the 3-step conven-
tional algorithms in detail. However, with the rapid emergence

of unconventional algorithms that remove the clear distinction
between detection, feature extraction, and classification, these
reviews are no longer fully representative of the current
spike sorting systems literature. Hence, in addition to our
unique hardware-conscious approach, our paper complements
the current literature and expands upon the previous works by
including more novel algorithms.

Table I provides a comparison between our work and other
prominent spike sorting reviews, demonstrating the areas that
have been expanded upon and the impact of our work. As the
Table demonstrates, none of the previous spike sorting review
papers has covered hardware technologies. Similarly, none
of these works have investigated the use of more advanced
processing algorithms such as Convolutional Neural Networks
(CNNs) and Spiking Neural Networks (SNNs). Furthermore,
the co-optimization of the hardware and software has not been
discussed in previous studies. These identified gaps motivated
us to comprehensively review the literature to provide a new
treatise to help neural engineers and scientists better perceive
the field from both the hardware and software perspectives.

III. CONVENTIONAL SPIKE-SORTING ALGORITHMS

As mentioned in Section I, spike sorting algorithms can
be typically categorized into ”conventional”, which follows
the ”spike detection, feature extraction, clustering” procedure,
or ”non-conventional” algorithms where the steps are not
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TABLE I: Comparison with previous spike sorting review publications

Year Reference Spike Detection Feature
Extraction

Clustering Other Algorithms Hardware

1999 [37] Amplitude thresh-
old

PCA KNN,K-
means,Baysian

Template
Matching, ICA.

NA

2008 [38] Amplitude thresh-
old, NEO, SWTP

PCA,DWT,DD,IT NA NA NA

2011 [39] Amplitude thresh-
old, NEO, SWTP

PCA, DWT, DD, it K-means, valley-
seeking, SPC

Osort, Noise esti-
mation, Gaussian,
Baysian statistical
models.

NA

2015 [4] Amplitude thresh-
old, NEO, fuzzy
theory

PCA, DWT, com-
bination features

K-means,
Gaussian mixture,
SPC.

Template matching NA

2016 [3] Pre-processed
multi-channel
detection

NA NA Template
matching, Multi-
channel template
matching

NA

2022 This Amplitude thresh-
old, NEO, SWTP

PCA, DWT,
geometric, salient,
combination

K-means, GMM,
Mean shift, SPC,
Fuzzy C-means

Template
matching, CNN,
SNN

CPU, GPU, FPGA, ASIC, IMC

distinctly separable. This section is dedicated to providing the
theoretical and mathematical background for the conventional
algorithms covered in this review.

A. Spike Detection

Spike detection refers to the step of a spike sorting algorithm
that isolates individual spikes from continuous neural record-
ing. Bandpass filtering is often first used to eliminate high-
frequency artefacts and low-frequency noise [4]. For online
applications, a causal filter is required as the user does not
have access to future time samples, while non-causal filters
are preferred for offline analysis for their greater versatility.
Typically, a spiking event is defined to be 1ms-3ms. Given
a common recording sampling frequency of 30,000 Hz, an
isolated spike is 30-90 samples in duration [4]. Currently,
3 automatic detection techniques are widely accepted, all of
which are covered in this survey. Each technique offers varying
advantages and disadvantages, as well as requiring a different
level of a priori assumptions, which are discussed in their
respective subsections.

1) Amplitude Thresholding: The simplest automatic al-
gorithm is applying an amplitude threshold to the filtered
signal. This operates on the principle that depolarization and
repolarization stages of a nearby neuron firing will cause
sharp increases and decreases in voltage measured from the
extracellular medium, which can be used to detect spiking
events. A threshold value too stringent will lead to missed
spikes for lower amplitude spikes, while a threshold value too
lenient leads to false positives. Due to varying experimental se-
tups and signal-to-noise ratios (SNR), the threshold must vary
across different experiments and should be set automatically
relative to the estimate of signal noise. The most commonly
accepted estimate was proposed in [40], which assumes the
noise component of the signal is normally distributed and
the probability of the spike component is small compared to
the noise component. The proposed threshold value and the

estimated noise standard deviation are shown in Eq.(1), where
x[n] evaluates sampled (discretized) data points of the signal.

Thr = 4σN ,

σN = median
{
|x[n]|
0.6745

}
(1)

2) Nonlinear Energy Operator: The Nonlinear energy op-
erator (NEO), sometimes referred to as the Teager energy
operator (TEO), is a more powerful detection method espe-
cially under low SNR [41] as it utilizes both the frequency
and amplitude information. The mathematical definition of
continuous time NEO ψ is shown in Eq. (2) for sampled
signal x(n). The discrete-time version is shown in Eq. (3).
Additionally, some studies recommend convolving the NEO
time series with a smoothing window to eliminate spurious
peaks, as NEO only considers 3 points and is prone to noise
[30, 42, 43].

ψ(x(t)) =

(
dx(t)

dt

)2

− x(t)
(
d2x(t)

dt2

)
(2)

ψ[x(n)] = x2(n)− x(n+ 1) · x(n− 1) (3)

It has been shown that there is an instantaneous increase in
both signal amplitude and frequency when spikes are fired
[41], which is reflected by an increase in NEO. This method
improves upon the simple amplitude threshold method as the
latter only considers increases in power during spiking events
but not frequency. Unlike the amplitude threshold, the NEO
detection threshold is less commonly agreed upon; several
publications opted for manual tuning based on the specific data
collected from the experimental setup and did not explicitly
provide an equation [30, 43, 44]. However, some publications
such as [41] provided an automatic threshold equation shown
in Eq. (4), which can be used as a starting point before tuning.

Thr = C
1

N

N∑
n=1

ψ[x(n)], (4)
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3) Wavelet Transform Product: Wavelet transform has also
been proposed for spike detection [45–47], due to its abil-
ity to incorporate information from both the time domain
and the frequency domain. Both the use of discrete wavelet
transform (DWT) and continuous wavelet transform (CWT)
[48] techniques have been proposed, but the former is more
commonly cited due to its wider applicability and simplicity.
Unlike previous techniques, this technique does not assume
that extracellular noise is white noise, which has been shown
to be a naive assumption [48]. The conceptual basis for this
technique relies on the fact that mother wavelet functions
are finite-length ”spiky” waveforms. When used for sliding
wavelet decomposition, it can be considered as a ”template
matching” process that assesses the similarity between the
wavelet and the segment it encounters. Hence, the wavelet
algorithm will output high values when the signal segment
displays a high resemblance to the wavelet function. There are
various choices for the mother wavelet function as shown in
Fig. 4 (A), each with various shape which exhibits a difference
in time and frequency domain behaviors. It is reasonable to
deduce that a wavelet resembling the neuronal spikes should
be chosen such as the Haar wavelet, Daubechies wavelet, and
Biorthogonal wavelet. The mathematical definition of wavelet
transform is shown in Eq. (5), where ψ is the wavelet function,
τ is time translation, and α is a scaling factor. This definition
closely resembles that of the correlation equation between
the function of interest x(t) and a translated/scaled version
wavelet function. DWT refers to algorithms where the wavelet
function can only take on a finite number of transformations,
and α can only take values 2j where j = (1, 2, ...5). The
wavelet coefficients W(α, τ ) for each value of j is calculated
for each time point and summed across all time points. The
value of J that yields the greatest sum of the coefficient is
termed j(max). Next, P (n), the point-wise product of wavelet
coefficients over 3 consecutive scales up to j(max) is calculated,
for each time sample as shown in Eq. (6). Similar to the
previous technique, a smoothing window can be convolved
with the output P (n) time series to mitigate spurious peaks
due to cross terms and background noise.

W (α, τ) =

∫ ∞

−∞
x(t)

1

α1/2
ψ

(
t− τ
α

)
dt (5)

P (n) =

jmax∏
j=jmax(−)2

∣∣W (2j , n)
∣∣ (6)

From the three aforementioned spike detection techniques,
the first two are more commonly used for online implemen-
tation, due to their lower computational resource requirement
for hardware implementation. However, they are prone to re-
porting false-positives and false-negatives with evolving noise
levels [49]. Consequently, in environments where sufficient
computational resources are available, and high-accuracy is
critical, the third technique may be preferable. We note that
many algorithms have been proposed to utilize the distributed
nature of spike amplitudes, widths, and frequencies, to detect
lower amplitude spikes in high-noise environments [50].

B. Feature Extraction

The feature extraction step isolates representative features
that best separate different spike classes [5]. Some feature
extraction algorithms are coupled with additional dimension-
ality reduction steps to output 2 to 3 final features that are
used as inputs to the clustering algorithms. This process aims
to maximize separation between classes and addresses the
”curse of dimensionality” [51], which ensures that clustering
algorithms such as K-means can be effectively implemented
in the next step.

1) Principal Component Analysis (PCA): PCA is originally
proposed as a dimensionality reduction method that aims to
faithfully represent the original data in lower dimensions, by
projecting the original higher dimensional data points to lower
dimensional principal components that capture the maximum
variance within the data [52]. In the context of spike sorting,
PCA has been the most common feature extraction method
due to its simplicity and wide applicability. All time samples
of the detected spikes are used as inputs x(n), eigenvalue
decomposition is performed on the covariance matrix, and the
eigenvectors represent the directions onto which the original
data is projected. The principal component coefficients are
calculated as shown in Eq. (7)

ci =

N∑
n=1

PCi(n) · x(n). (7)

Principal components can also be obtained by alternative
methods such as Singular Value Decomposition (SVD) and
Hebbian Learning. Despite its popularity, PCA suffers from
two main limitations. Firstly, PCA only extracts principal com-
ponents that capture the maximum variance within the dataset,
however, that does not guarantee maximum separation between
spike groups. Secondly, PCA’s effectiveness is dependent on
spike alignment [53].

2) Wavelet Transform: Wavelet transform is a time-
frequency representation of a signal, commonly used for
signal analysis. Wavelet transform is similar in concept to
Fourier Transforms, except that Fourier transform maps the
time-domain function purely into frequency domain causing
loss of specific time-localization features [54], while wavelet
transform retains both frequency and time domain information.
Wavelet transform uses finite mother wavelet functions as
basis functions and expresses the original function as a linear
combination of wavelets. The wavelet functions ψj,k form the
orthogonal basis space. The wavelet transform is defined as the
convolution between the original signal x(t) and the wavelet
function ψj,k. In this paper, we mainly focus on discrete
wavelet transform due to its simplicity and popularity. By con-
volving the original signal with wavelet functions of different
parameters derived from the mother wavelet, details of a signal
at different resolutions can be quantified. This algorithm is
named the multiresolution decomposition [54]. Various mother
wavelets can be used, amongst which the Haar wavelet and
the Daubechies wavelets are the most popular for analyzing
neurophysiological recordings due to their compact support
and orthogonality, which allows for discriminative features of
the spikes to be identified by a few wavelet coefficients without
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a priori assumptions on the spike shapes [40, 47, 55]. Common
wavelet families are shown in Fig. 4 (A).

Multiresolution decomposition requires the input vector to
be of size 2p and yields an output wavelet feature vector of the
same size as the input vector. The output vector is obtained
by convolving the input vector with a cascade of wavelet
functions and downsampling as shown in Fig. 4 (B). Each
step of the cascade involves a “high pass” wavelet function
and a “low pass” wavelet function then downsampling to half
of the original vector length. The vector that results from the
operation with the high pass filter is temporarily stored, and
the vector that results from the operation with the low pass
filter is passed to the next step of the cascade. By the end of
the cascade, the output vector, the combination of the outputs
from all the high pass filters, is the same size as the input
vector.
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Fig. 4: A) Common wavelet families. B) Processing pipeline
for multiresolution wavelet decomposition with cascading fil-
ter banks, where Hs represent high pass filter bank matrices
and Ls represent low pass filter bank matrices.

3) Geometric Features: Geometric features refer to a gen-
eral class of features based on the shapes of the detected

spikes. These features were popular in the earlier days of
spike sorting development due to their lower computation
complexity. However, these algorithms are still relevant today,
especially for online real-time applications that require on-
implant computations where limited computing resources pose
significant hurdles. More details regarding hardware oppor-
tunities for such algorithms will be explored in Section V.
Here, we cover several prominent geometric features. The
most visually distinctive geometric feature include the relative
amplitudes of spike lobes, the peak to trough amplitude
difference, as well as the position of the peak and trough of
the spike. However, these amplitude-based features are shown
to have quickly degrading quality with the increase of noise
[35].

Hence, improved geometric features involving the area of
various sections of the spike were proposed. The methods
utilizing the areas under the positive and negative sections of
the spike is sometimes referred to as the ”integral Transform”
(IT) [56], which is shown in Eq. (8), where the boundaries of
the ”positive” lobe, Na, and the boundary of the ”negative”
lobes, Nb are parameters that need to be trained.

IA =
1

NA

nA+NA∑
n=nA

x(n), IB =
1

NB

nB+NB∑
n=nB

x(n). (8)

Zero-crossing features (ZCF) shown in Eq. (9) are another
geometric feature type. Unlike IT which requires parameter
training, ZCF’s lobe boundaries are adaptive, since the time
point of the zero crossing event differs with each spike
[57][35]. The two algorithm’s similarities and differences are
visualized in Fig. 5.

ZC1 =

Z−1∑
n=0

x(n), ZC2 =

k−1∑
n=Z

x(n) (9)

4) Derivative based features: Similar to geometric features,
derivative-based features are also loosely based on the shape of
the spike in the time domain. Here, we cover the most popular
form of derivative-based feature extraction method, i.e. the
First and Second Derivative Extrema (FSDE) proposed in [58].
This family of algorithm is one of the first implemented for
multi-channel on-chip spike sorting applications, due to their
superior efficiency-accuracy balance [31] . In this approach,
the first and second derivative of every sample point of the
detected spike is calculated with Eq. (10), where time series
FD represents the first derivative, SD represents the second
derivative, and S is the detected spike. The positive peak of
FD, the negative peak of SD, and the positive peak of SD
are the 3 features extracted.

FD(n) = s(n)− s(n− 1)

SD(n) = FD(n)− FD(n− 1)
(10)

5) Salient Features: The salient features technique was first
proposed by Shaeri and Sodagar in [32]. Salient features are
defined to be a set of features that maximizes discrimination
between spike classes. A subset of 2 features from a K-
features feature space is extracted for each class to maximize
the discrimination between the class and all other classes.
The feature space is defined to be time point samples of
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Fig. 5: Illustration comparing and contrasting the two most
widely-used geometric features in spike sorting.

extracted spikes, and a subset of 2 salient features i and j
are identified within the feature space. A discrimination index
is defined in Eq. (11), as a measure of normalized distance
between spike classes, where (µi,µj), (σi, σj) and (Pi,Pj) are
the means, standard deviation, and probability of occurrences,
respectively.

dij = e

|µi−µj |√
Piσ

2
i
+Pjσ

2
j (11)

The salience of a feature is defined as the product of both
its ability to discriminate the class of interest and its ability to
keep the homogeneity of the distribution of all other classes
with respect to the class of interest. The former is measured by
the geometric mean of associated distances, and the latter is
measured by the ratio of the geometric mean to the arithmetic
mean. The overall product is shown in Eq. (12).

ςi[k] =

(∏Nc

j=1(j ̸=i) (dij [k])
Pj

)2
∑Nc

j=1(j ̸=i) Pj × dij [k]
(12)

The first salient feature is the feature with the highest ςi
value, while the second salient feature is defined as the most
uncorrelated feature to the first one that also best isolates the
class of interest, as shown in Eq. 13, where ρ is the correlation
between the k’th feature and the h’th salient feature.

k1i = argmax
κ∈{1,2,..K}

{ςi[κ]}

k2i = argmax
κ∈{1,2,..K}

{ςi[κ]× (1− ρi(κ, 1))}
(13)

6) Linear Discriminant Analysis (LDA): Similar to PCA,
LDA is also a linear projection technique initially proposed
by Fisher [59]. LDA functions on the principle of explicitly
minimizing intra-class variance shown in Eq.14 and maximize
inter-class variance shown in Eq.15, where xi is the i th data
point in the k th cluster Ck, µk represents the mean value of
data points in k th cluster, µ represents the mean of all data
points, n is the total number of data points.

Sw =

K∑
k=1

nk∑
xi∈Ck

(xi − µk) (xi − µk)
T (14)

Sb =

∑K
k=1 nk (µk − µ) (µk − µ)T

n
(15)

The cost function as in Eq.16 is optimized by updating
matrix W and then class label i iteratively. LDA has recently
emerged in the spike sorting field [60, 61] due to its ability to
ability to provide better class separability especially in high-
noise recordings.

J =
tr
(
WTSbW

)
tr (WTSwW )

(16)

7) Combination Features: Some newly proposed algo-
rithms use a combination of multiple aforementioned features,
using Fuzzy logic or adaptive probabilistic weights to extract
the final features that provide the best separation [44, 62, 63].
Such solutions can mitigate the shortcomings of individual
feature extraction algorithms, thereby, they are very effective
for increasing accuracy typically at the expense of higher
computing resource requirements.

C. Clustering
The final step of the conventional spike sorting pipeline

is clustering the extracted spikes that have been projected
onto the feature space. The technique chosen should be
efficient, accurate, and require minimal user intervention. It
is often assumed that the variations within clusters are caused
by noise superimposed onto the true spike waveforms [64].
Hence, the majority of clustering algorithms assume Gaus-
sian clusters such as K-means and Gaussian Mixture Model.
Conversely, some methods that do not make such assumption,
such as Superparamagnetic Clustering. Generally clustering
algorithms with Gaussian cluster assumptions perform worse
since most neural recordings do not have stationary shape with
uncorrelated noise [37].

1) K-means: K-means clustering is one of the most com-
monly used techniques of unsupervised learning due to its
simplicity. This algorithm involves setting K random initial
centroids, which are centers for each respective cluster. In
each iteration, each data point is first assigned to a cluster
based on the shortest Euclidean distance, then the cluster mean
is calculated and used as the new centroid. This process is
repeated until the centroid location stabilizes [65]. A challenge
with using K-means is that it requires a predefined number of
clusters K, which can be manually determined from visual
inspection. The final results are hard classification results,
meaning that definitive cluster memberships are assigned to
each data point.



8

2) Expectation Maximization (EM) Gaussian Mixture
Model (GMM): Expectation Maximization (EM) clustering
algorithms are similar in nature to K-means as they also
involve the assignment step followed by the update step.
However, EM provides soft classification results, which as-
signs the probability of belonging to a certain cluster to each
data point [66]. Typically, multivariate Gaussian probability
functions are fitted to the dataset. This is advantageous in
many cases as multivariate Gaussian can be adapted to more
cluster shapes compared to K-means and it enables more
refined tuning opportunities such as determining outliers. The
probability of belonging to cluster k for a datapoint is termed
the ”responsibility”, calculated by Eq. (17), given the mean
of each Gaussian cluster (µ), the variance of each Gaussian
cluster (Σ) and the relative probability of each cluster (π).
After assigning ”responsibilities” to each datapoint, the 3
parameters are updated according to Eq. (18). This model
has been widely adopted for spike clustering [64] due to
experimental results showing its ability to reasonable model
the noise.

p
(
z = k | x(n)

)
=

πkN
(
x(n);µk,Σk

)∑
c πcN (xnn;µc,Σc)

(17)

µk ←
1∑

n rn,k

∑
n

rn,kx
(n)

Σk ←
1∑

n′ rn′,k

∑
n

rn,k

(
x(n) − µk

)(
x(n) − µk

)⊤
πk ←

∑
n rn,k
N

(18)

3) Mean shift: Mean shift is a centroid-based clustering
algorithm; it improves upon K-means by eliminating the need
for a predefined number of clusters K or the need to assume
the cluster distributions [67]. The algorithm first estimates a
kernel density function (KDF) shown in Eq. (19), where k
represents the symmetrical kernel function, often Gaussian.

f(x) =
∑
i

K (x− xi) =
∑
i

k

(
∥x− xi∥2

h2

)
(19)

Once a kernel value has been assigned to each datapoint, the
algorithm iteratively ”shifts” the datapoints ”up” the KDF map
according to the gradient function in Eq. (20), where g(x) is
the first derivative of k(x) [67].

∇f(x) = 2ck,d

nhd+2

[∑n
i=1 g

(∥∥x−xi

h

∥∥2)] [∑n
i=1 xig

(
∥ x−xi

h ∥
2
)

∑n
i=1 g

(
∥ x−xi

h ∥
2
) − x

]
(20)

Higher values of h lead to ”steeper” KDFs which results
in more clusters. Convergence is reached when the gradient
approaches 0. The challenge with mean shift compared to
other algorithms is its increased computational complexity of
O(n2).

4) Superparamagenetic Clustering: Superparamagnetic
Clustering (SPC) is a non-parametric clustering technique
pioneered by [68], and has been popularized for spike sorting
applications by Rodrigo et al. [40]. SPC does not involve
a well-defined centroid, nor a cluster distribution function.

This algorithm is inspired by the interactions between nearby
superparamagnetic particles under various temperatures.
Interactions are first simulated mathematically between
different points Xi and Xj by Eq. (21), where a is the
average distance between nearest neighbors.

Jij =

{
1
K exp

(
−∥xi−xj∥2

2a2

)
0.

(21)

Next, a ”Potts spin” state variable s from 1 to q is assigned to
each point xi, where q is normally chosen as 20 as in [40, 68],
followed by N Monte Carlo iterations at different temperatures
using the Wolf Algorithm. The state value is updated based
on the probability function in Eq. (22), where T is the
temperature.

pij = 1− exp

(
−Jij
T
δsi,sj

)
, δsi,sj =

{
1 if si = sj

0 otherwise
(22)

Evidently, closest neighbors with larger Jij will have a higher
probability of updating s together. Neighbors update their s
values iteratively until they no longer change. This process is
repeated with respect to other points. A number v is generated
from a uniform distribution [0,1], if v < pij, a ”bond” is
established. A cluster is defined as all points connected by
”bonds”. A variable cmij is defined as 1 if xi and xj are in
the same cluster, or 0 otherwise. Cij is defined as the mean of
all cmij for all 1 to M different temperature iterations. Then,
the spin-spin correlation function is calculated with Eq. (23).
A threshold θ is set as a parameter, if Gij > θ then xi and xj
belongs to the same cluster.

Gij =
(q − 1)cij + 1

q
(23)

5) Fuzzy C-means: Fuzzy C-means (FCM) is another com-
monly used soft classifier first applied to spike sorting in [69],
meaning that the results are in the form of probabilities. The
number of clusters k is usually predetermined, but it can also
be adaptive by applying a variation of the FCM algorithm [70].
The iterative update process is similar to previous clustering
techniques. The algorithm first randomly initializes cluster
membership values µij for each point Xi with respect to
cluster center Cj . The cluster centers are then calculated
according to Eq. (24), where D is the number of data points,
N is the number of clusters, and m is the fuzziness parameter.

cj =

∑D
i=1 µ

m
ijxi∑D

i=1 µ
m
ij .

(24)

The clusters memberships are then updated according to
Eq. (25).

µij =
1∑N

k=1

(
∥xi−cj∥
∥xi−ck∥

) 2
m−1

.

(25)

Experimentally, FCM typically performs better than K-
means as it provides soft cluster memberships, however, it
tends to require more computational power. Furthermore, it is
more suitable to be applied in online clustering applications
due to its ability to account for non-stationarity during the
defuzzification process [71].
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A visual comparison between the 4 most commonly used
feature extraction algorithms discussed above is shown in
Fig. 6, using criteria proposed in [29]. This figure demonstrates
that there generally exists a trade-off between the different
criteria, each new development in the algorithm tends to
focus on optimizing one or multiple aspects while striking
a balance with the others. A more well-rounded algorithm
is desirable for real-world application, and the selection of
which algorithm to use should be based on the importance
the researcher assigns to each criterion given the application
settings.

Accuracy

Computational 
Complexity

Alignment 
Requirement

Manual InterventionOnline Applicability

Accuracy

Computational 
Complexity

Alignment 
Requirement

Manual InterventionOnline Applicability

PCA Wavelet Salient Geometric FeaturesPCA Wavelet Salient Geometric Features

Fig. 6: Spider diagram comparing the 4 most commonly used
feature extraction methods for spike sorting.

IV. UNCONVENTIONAL SPIKE-SORTING TECHNIQUES

Some novel algorithms have been proposed that do not
follow the conventional ”spike detection, feature extraction,
and clustering” pipeline. Instead, these algorithms are able to
perform two or more of these steps simultaneously, in an effort
to increase efficiency and accuracy. In this survey paper, we
refer to such algorithms as ”unconventional” and discuss their
three main categories below.

A. Template matching

Similar to wavelet transform product detection and wavelet
transform feature extraction algorithms, template matching, as
shown in the left panel of Fig. 7, detects spikes by using
a sliding template to perform linear discriminant analysis
and detect segments of neural recording that provide a high
resemblance to the template spike. Different approaches to
determining the measure for resemblance have been proposed.
In this review, we focus on one of the most recent and stream-
lined implementations proposed in [72], i.e. the normalized-
template-matching (NTM) algorithm. As with other template
matching techniques, an initial template selection is required to
extract mean waveforms for each class. This requires the use of
another spike sorting algorithm such as thresholding with PCA
as well as manual adjustments. Subsequently, the template

waveform vector is sled along the neural recording and the
cross-correlation between the signal segment of interest and
the template is calculated with dot product as shown in
Eq. (26), which can be rewritten as in Eq. (27), where µ is
the template waveform vector and V(t) is the signal segment.
The term Cosine(θ) measures the degree of correlation, where
a value close to 1 represent strong similarity, while a value
close to 0 represents low similarity. If Eqs. (26) and (27) are
rearranged, the correlation index x(t) is derived in Eq. (28).
A threshold for the correlation index x(t) is then calculated
on a per-experiment basis that maximizes detection accuracy.

Ci(t) = V (t) · µT
i (26)

V (t) · µT
i = ∥V (t)∥

∥∥µT
i

∥∥ cos(θ) (27)

xi(t) =
C(t)

∥V (t)∥
∥∥µT

i

∥∥ = cos(θ) (28)

This technique requires a priori knowledge of the wave-
forms, which leads to requiring offline training or manual in-
tervention. Despite being similar in nature, wavelet transform
techniques use multiple dilated or shrunken variations of the
mother wavelet and employ Kolmogorov–Smirnov (KS) tests
to determine the coefficients that correspond to the wavelet
variation that provides the best separation. This requires fewer
prior assumptions compared to template matching techniques,
which have fixed templates for each predetermined class of
spikes. This may cause the performance of template match-
ing algorithms to suffer in real-world applications, as neural
recordings are considered non-stationary, hence the templates
may need to be re-calibrated frequently.

There exists more advanced template matching algorithms
such as the ones introduced in [22–25], which more effectively
counter confounds including the issue of temporally and spa-
tially overlapping spikes and waveforms shift due to electrode
movement relative to the tissue. These algorithms function on
the basis of decomposing the extracellular recording as a sum
of templates as in Eq. (29), where x⃗(t) is the recorded raw
waveform over multiple electrodes, w⃗j is the template, ti is the
putative spike time, aij is the amplitude factor for spike time ti
for cluster j, and e⃗(t) is the background noise component. The
templates are generated either prior to the matching process,
similar to the method mentioned in the previous paragraph, or
they may be generated iteratively, like a k-means process as
in [22].

x⃗(t) =
∑
ij

aijw⃗j (t− ti) + e⃗(t). (29)

During the classification process, most algorithms involve
a greedy approach that finds the template that matches the
raw data given a certain acceptance criterion. If accepted, the
template is subtracted from the raw data, then the process
is repeated as shown in Fig. 7. This iterative procedure
can also be incorporated after a 3-step conventional pipeline
has been used to extract the templates, then the signals are
reconstructed as a linear sum of the templates, which can
identify overlapping spikes and detect previously undetected
low SNR spikes [25, 73].
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Fig. 7: (A) shows the template generation process, where conventional algorithms are typically first deployed to isolate the
spike trains and generate the templates. (B) demonstrates how the generated templates make up the template bank, which
are then used to represent the signal as a combination of spike waveform templates by iteratively matching the signal with
templates.

B. Deep Neural Networks

Recent astonishing developments in both deep learning
algorithms and hardware have led to an increasing number
of deep learning methods being applied to spike sorting
applications [26, 27, 74–76], including the usage of both
convolutional neural network (CNN) and Recurrent Neural
Network (RNN). In one of the first attempts to use neural
networks for spike sorting, [30] proposed a simple approach,
where each time point sample from the extracted spike was
inputted as a feature into a 3-layer artificial neural network
with 10-12 hidden nodes, and the training was performed with
adaptive learning rate backpropagation.

Recent instances of deep ANN implementations are no
longer limited to classifying single spikes. Instead, they lever-
age the size of DNN to take input data from all recording
channels. This is especially important for high-density MEA
or tetrode recordings, where closely spaced electrodes provide
recordings that are not independent of one another. Although
some CNN implementations tackle the entire spike sorting
pipeline such as in [26, 76, 77], others aim to address more
specific steps such as in [26, 27, 78].

In [76], the authors utilize both a CNN and an Recurrent
Neural Network (RNN) to perform spike sorting in an end-
to-end manner. CNN is responsible for spike detection. The

network consists of 2 convolutional layers, followed by 1 max-
pooling layer. The first convolution layer receives 128 features
corresponding to a single timestep sample from the 128-
channel MEA. The output of the CNN is fed as features into
a Long Short Term Memory (LSTM) RNNs, which is trained
using truncated backpropagation through time (TBPTT) with
20-time steps. The LSTM is able to process temporal infor-
mation as it receives the stream of outputs from the CNN.

Alternatively, [27] focuses on using DNNs in only one step
of spike sorting, which is selecting channels that generate
spikes instead of artefacts. In this method, first, a traditional
method such as amplitude threshold is used for spike detection.
Then, successive detected spikes from a single channel are
concatenated into a batch with a typical size of 20. The
concatenated batch spike matrix is used as the input into a
CNN (4 convolutional layers and 3 pooling layers), which
determines if the channel yields spikes or artefacts.

Another demonstrative work that utilizes CNN to tackle a
specific spike sorting obstacle is [78]. It resolves the issue
about overlapping spikes that traditionally cannot be separated
in the feature space. The CNN used is composed of 2 hidden
layers operating on a custom cost function, that generates new
feature vectors that behave as a linear superposition in the
feature space for overlapping spikes. On a related note, [26]
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TABLE II: Comparison of ANN Spike Sorting Techniques

Year Reference ANN Architecture Targeted Pipeline

2000 [30] 3-layer MLP Performs classification for extracted spikes.

2020 [77] CNN with 4 convolutional layers, 2 pooling layers, 1
FC layer.

Classification of extracted spikes.

2020 [76] CNN + LSTM RNN Spike detection with CNN and classification with
RNN.

2019 [27] CNN with 4 convolutional layers and 3 pooling layers. Automatically detect channels yielding useful spikes
instead of artefacts.

2020 [78] CNN with 2 convolutional layers. Resolve overlapping spikes into decomposed feature
vectors.

2015 [80] 2-layer STDP SNN Clustering for extracted spikes.

2016 [81] 2-layer STDP SNN with filter signal as input features End-to-end from detection to clustering.

2019 [82] 2-layer STDP SNN with attention, adaptive threshold-
ing and delayed synapses.

End-to-end with the ability to work with tetrode data.

2018 [83] Supervised SNN with rate encoding. Clustering of detected spikes.

is a demonstrative work that deploys modular ANNs during
multiple stages of the spike sorting pipeline, which is able
to resolve overlapping spikes and denoise the recording with
sparse deconvolutions.

While ANNs show immense potential for the new genera-
tion of spike sorting systems in terms of improved accuracy
and overlapping spike decomposition [75], there are several
hurdles that remain to be tackled. Firstly, supervised ANN
methods usually require lots of labeled training data, which
is not readily available in neural recordings. Second, ANN
approaches are often more computation-demanding, posing
challenges when deploying in resource-constrained settings
such as real-time spike sorters and neural decoders. Addition-
ally, ANNs are usually considered as black-box algorithms that
often lack explainability. Lastly, ANNs are prone to overfitting,
which is a term in machine learning referring to the model that
fits too closely to the training data and lacks generalizability.
Overfitting occurs when a model is overly complex, or if the
training dataset is small and noisy [79]. This issue can hinder
spike sorting as different neural recording datasets can exhibit
highly variable properties and noise levels.

C. Spiking Neural Network

SNNs is a type of novel neuromorphic neural network
which recently gained attention in the scientific community
due to its potential energy efficiency and noise tolerance. It
functions more similarly to a biological neural network where
the information is passed between neurons in spikes. It has
garnered interest, especially in the neuroengineering field due
to its potential to directly interface with biological neurons as
the neuromorphic computing system draws significant parallels
between itself and the biological counterpart [84], both on
an algorithm and hardware level as demonstrated in Fig. 8.
The parallelism can lead to an increase in efficiency in spike
sorting systems not just due to the innately efficient nature
of neuromorphic hardware, but also due to the fact that most
neuromorphic systems pass information around in time-series
data, which allow for the time-series neural recordings to be
processed with minimal data conversion.

One of the most widely-used learning algorithms in SNNs
is the unsupervised training scheme named Spike Timing
Dependent Plasticity (STDP), which is based on the observed
mechanism of biological neurons that ”neurons fire together
wire together” [85]. It is a variation of Hebbian learning [86]
which can be broken down into 2 mechanisms: the long-term
potential (LTP) and long-term depression (LTD) [87]. LTP
increases the synaptic weights when the pre-synaptic neuron
is activated before the post-synaptic neuron, whereas LTD
decreases the synaptic weight with probability when the post-
synaptic neuron is activated before the pre-synaptic neuron.
The mathematical depiction is shown in Eq. 30, where ∆t is
the timing difference between post-synaptic and pre-synaptic
neurons, ∆w is the synaptic weight change, A− and A+ are
the synaptic amplitudes, τ− and τ+ are the depression and
potentiation time constants, respectively.

∆w =

∆w+ = A+e

(
−∆t
τ+

)
if ∆t > 0

∆w− = −A−e

(
∆t
τ−

)
if ∆t ≤ 0

(30)

The technique proposed in [80] is an earlier iteration of
the STDP-based spike sorting system with a winner-take-all
(WTA) mechanism, using each time sample of the detected
spike has an input feature, leveraging an encoder to achieve
an optimal balance between accuracy, stability, and hardware
overhead.

A later more comprehensive implementation of spike sorting
using a 2-layer SNN is proposed in [81]. In this work,
waveforms no longer need to be explicitly detected first. The
first layer contains 32 input neurons, each receiving the neural
recording as a bandpassed signal filtered with 32 different
frequencies. The first layer is then fully connected to 5 output
neurons, each corresponding to a class of spikes. Neurons in
both layers follow the Leaky Integrate Fire (LIF) model. The
filtered analog signals inputted at each neuron transfer through
32x5 synapses that change their weights based on STDP.
LIF parameters require manual tuning to suit each possible
waveforms so that higher energy in a certain frequency band
leads to more input spikes generated.
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Fig. 8: The pipeline of neural signal processing utilizing neuromorphic hardware. Due to the functional similarities between the
artificial neuromorphic hardware and the biological neurons and synapses, neuromorphic artificial neural networks can directly
interface with biological neurons and more efficiently decode neural signals for a variety of applications. The interface even
allows for feedback to be sent back to the biological neurons.

[82] improves upon the previous STDP architecture by
introducing a multi-layered attention mechanism while incor-
porating delayed synapses and threshold adaptation to counter
time-varying patterns. Additionally, this work adapts the net-
work for tetrode recordings, demonstrating the efficacy and
efficiency of STDPs in high-density electrode settings.

There are also supervised variants of SNNs proposed for
spike sorting [83, 88]. In these works, the detected spike is first
rate-encoded, meaning that the analog waveform is converted
to a binary spike train whose frequency is proportional to the
magnitude of the analog signal. Generally, such algorithms
first involve a K-means clustering stage to generate training
data, which is subsequently used to train the SNN with a
modified loss function.

V. HARDWARE IMPLEMENTATIONS

This section will overview the state-of-the-art hardware im-
plementations of the algorithms from the previous section. As
shown in Fig. 2, spike sorting hardware is typically designed
with one of the two remote or on-site processing methods in
mind. We refer to on-site processing as systems that perform
spike sorting in real-time at the site of spike collection, without
storing or transmitting raw spike waveforms. Such systems
focus more on speed, size, and power consumption. On the
other hand, we refer to external processing as systems that
store or transmit spikes external to the site of collection, either
in a real-time or non-real-time fashion. Such systems are typ-
ically composed of an on-site spike transmission/compression

module and an external processing module, where versatility
and precision are emphasized over other constraints.

A. External Processing Systems

1) Conventional CPU/GPU/mGPU: Theoretically, all algo-
rithms from Section III can be implemented on conventional
CPU or GPU with varying degrees of optimization. Therefore,
in this subsection, we mainly cover the pre-built packages
developed for conventional CPU/GPU to process spikes, since
efforts have already gone into optimizing for appropriate hard-
ware usage, leveraging the full capabilities of such hardware.
A table summarizing key features of different packages is
shown in Table III.

a) KlustaKwik: KlustaKwik [89–91] is one of the earlier
packages for a streamlined unsupervised offline software-
based spike sorting, capable of processing single electrode
or tetrode recordings. It is built upon the conventional 3-step
spike sorting process. Spike detection is realized with root
mean squared power threshold, while features are extracted
with PCA, and clustering can be executed manually in the
GUI, or automatically using multiple iterations of fitting a
Gaussian Mixture Model in order to determine the optimal
number of clusters. Updates have been made to the package
over the years to offer improvements [89]. Major updates
include its new ability to work with higher electrode counts to
overcome the problem of dimensionality and the need for hu-
man intervention. The detection is updated to use SpikeDetekt
which is able to detect temporally overlapping spikes resulting
from higher electrode counts with a double-threshold flood fill
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TABLE III: Comparison For Existing Pre-built Pipelines

Package Online
Applicability

Multi-channel
Applicability

Programming Language Training Requirements Conventional 3-step

Osort ✓ ✓ Matlab Training is not required as
the clusters are updated iter-
atively

NA

KlastaKwik ✗ ✓ C++ and Python New iterations of the algo-
rithm mostly eliminates the
need for any manual inter-
vention and training

Detection: Power threshold.
FE: PCA. Clustering: GMM

WaveClus ✗ ✓ Matlab package with com-
prehensive GUI

No training required, but
detection threshold can be
manually adjusted

Detection: Amplitude
threshold FE: DWT
Clustering: SPC

MountainSort ✗ ✓ C++ and Python Requires no training and
minimal user intervention

NA

KiloSort ✓ ✓ Matlab package, optimized
for CPU and GPU acceler-
ation.

Minimal human curation is
required, the templates are
generated automatically and
merged automatically

NA

SpyKING
CIRCUS

✗ ✓ Python SpyKING circus reduces
the burden of manual
curation associated with
high electrode-count data.
However, spike detection
threshold is manually tuned

NA

algorithm. The clustering step is also improved to use a novel
”masked EM algorithm”, where Gaussian mixtures are fitted,
but with each feature vector replaced by a virtual ensemble,
in which features with masks near 0 are replaced by noise
distribution. This package was initially developed on Matlab
for CPU, but recent updates from [89] use a combination
of Python and C++, expanding to the use of GPU for the
acceleration of larger datasets as well as data visualization.

b) WaveClus: WaveClus has been the benchmark for
a pre-built unsupervised spike sorting algorithm, created by
Quiroga et al. based on their publication in [40], which has
been updated in [92]. It is the most widely cited and commonly
compared to newer publications. The package is built with
MatLab graphical user interface (GUI) and reads directly from
time series neural recordings where the user can specify the
sampling frequency. The package performs filtering, spike
detection, feature extraction, and classification.

The GUI allows users to select the bandpass filter fre-
quencies. Detection is performed with the aforementioned
amplitude thresholding technique, where the user has the
freedom to manually set the threshold level for fine-tuning the
balance between type 1 and type 2 detection errors. Feature
extraction is performed with wavelet transform, and finally
clustering utilizes the superparamagnetic clustering algorithm.

c) Osort: Another widely used pre-built package that
precedes the WaveClus is Osort [93]. Unlike WaveClus, Osort
can be implemented in real-time for online applications in
addition to its capacity for offline processing. Osort builds the
clusters and updates them iteratively over the length of the
recording. This MatLab GUI has the benefit of being able
to integrate directly with the Neuralynx recording platform or
Blackrock microelectrode arrays. Osort also has the advantage
over many other online techniques due to its lack of training
phase and does not require pre-defined clusters.

Similar to the conventional 3-step algorithms mentioned
above, Osort has a discrete spike detection step. Osort employs
an energy threshold. The extracted spike is then upsampled
using FFT. The number of neurons present as well as the
assignment of each spike to a neuron is based on the distance
metric defined in

dS

(
S⃗i, S⃗j

)
=

N∑
k=1

(Si(k)− Sj(k))
2
. (31)

As each spike is detected, the distance between the spike
and its mean waveforms is calculated. If the distance exceeds
a certain threshold, the spike is established as a new class,
otherwise, it is assigned to the class with the lowest distance,
and the mean waveform for that class is updated.

d) MountainSort: MountainSort [94] is one of the more
recently developed packages offering fully automated func-
tionalities requiring minimal pre-defined parameters and hu-
man intervention while delivering improved computational
speed with modern desktop processors. It is primarily built
with C++ and python, taking advantage of multi-threaded
processors. MountainSort marks a radical departure from the
conventional 3-step algorithms, which often require human
intervention to some degree at one or more of their steps [94].
Additionally, this algorithm functions without assumptions for
cluster distributions. Mountainsort only relies on the single
assumption that the clusters are unimodal in lower dimensional
space.

This algorithm prefers using tetrode or high-density micro-
electrode array recordings as input instead of focusing only on
one channel at a time. Mountainsort functions on the principle
of performing the spike sorting pipeline separately on neigh-
borhoods first, where a neighborhood is defined as feature
space from the central electrode and surrounding electrodes
within a pre-defined radius. Each electrode can be defined



14

as the central electrode, hence the number of neighborhoods
equals the number of available electrodes. In the case of
tetrodes, each neighborhood comprises of 4 electrodes. Note
that higher density microelectrode array recordings can also
be used where each neighborhood consists of 6-7 electrodes.
After spike sorting has been performed on each neighbor-
hood, the clusters are consolidated to reduce redundancies. To
elaborate, for each neighborhood, Mountainsort first performs
bandpass filtering with FFT while suppressing high voltage
artefacts. Then, a spatially-whitening filter is applied which
removes correlations between channels not caused by signals
of interest. A spike is detected when an amplitude threshold
is exceeded on multiple channels within a short time frame.
Feature extraction is performed using PCA to reduce the multi-
electrode spike value to a 10-dimensional vector. Clustering is
performed using the novel ISO-SPLIT algorithm, a density-
based non-parametric clustering algorithm that functions on
the principles of unimodal statistical tests [95].

e) KiloSort: KiloSort [22] is a relatively recently devel-
oped package that addresses several obstacles in high-density
electrode array online applications. It is built upon principles
of template matching. Firstly, spatial masking is applied to
reduce the dimensionality of spikes and minimize effects from
the low SNR channels, utilizing singular value decomposition
(SVD) of spatiotemporal waveforms. A generative model is
used to obtain the templates iteratively online. The manual
curation needs are further reduced with KiloSort by employing
a post-hoc template merging. It is built for Matlab on CPUs
but has also been optimized for accelerating highly parallelized
GPU operations.

f) SpyKING CIRCUS: SpyKING CIRCUS [25] is a
recently developed comprehensive toolbox for high electrode
count offline sorting. Predominantly, the algorithm contains a
clustering step followed by template matching. Spikes are first
detected in channels with an amplitude threshold. Detected
spikes are initially grouped according to the electrode in
order to apply to mask, which assumes a single neuron
can only influence the electrodes in its close vicinity, hence
only signals from channels close to the peaking channel are
kept. Subsequently, PCA projects the spikes onto 5 principal
components, followed by a novel density-based clustering
algorithm proposed in [96].

In order to overcome the overlapping spikes issue, SpyK-
ING CIRCUS goes further to implement an additional tem-
plate matching step. The template is first created from each
cluster, composed of the average waveform and the direction
of the largest variance orthogonal to the average waveform.
It is assumed that every variation of a waveform is a linear
combination of these two components. A greedy iterative
approach is taken next for classification. Given the raw data,
a template whose first component had the most similarity
to the raw spike is selected, and its amplitude is matched
to the signal. If the amplitude falls between the determined
thresholds, the two components of the template are matched
with and subtracted from the raw signal. This process is
iterated until all spikes are classified. The package is available
for Python, utilizing CPUs.

2) Data Transmission and Compression Hardware: Pro-
cessing data external to the site of neural recording requires
the collected data to be transmitted wirelessly. Since most
of such modules are implanted, they are especially resource-
constrained. Therefore, researchers must strike a balance be-
tween latency, data resolution, and power consumption during
the design process.

A comprehensive system overview for neural data telemetry
has been presented in [97]. A neural signal telemetry platform
typically consists of an analog preamplifier, ADCs, a digital
processor, and a wireless transmitter. The analog preamplifier
provides a voltage gain to the collected extracellular potentials
and applies a bandpass filter to avoid aliasing during digitiza-
tion. The amplifier may introduce thermal and flicker noises.
ADCs are ubiquitous in spike sorting systems, ranging from 8-
bits to 12-bits. Efforts have been made to improve the energy
efficiency and area of this component while maintaining
sufficient sampling rate and bit rate [97].

While some developments focus on improving the efficiency
of data telemetry modules, some other publications such as
[98] focus on developing an online interpolation and alignment
module to cope with lower bit rate transmitted data, ultimately
reducing power consumption of the overall system.

B. On-site Processing
1) Field Programmable Gate Array (FPGA) and

Application-specific Integrated Circuits (ASIC): Field
Programmable Gate Arrays (FPGAs) belongs to a class of
integrated circuits that consists of interconnected configurable
logic blocks, which can be programmed after manufacturing
for rapid prototyping. A finalized FPGA design can be
mass manufactured as Application-specific-integrated-circuit
(ASIC) with improved computational efficiency. Due to their
similar properties and functionalities, this section will include
both FPGA and ASIC spike sorting hardware.

FPGAs are ubiquitous in online spike sorting applications.
They enable hardware accelerations for particular workloads.
Moreover, they can be designed with specific latency and
power constraints in mind, which are crucial for on-site spike
sorters. Spike sorting techniques based on FPGAs can be
broadly categorized into several classes, the most prevalent
amongst which are the template matching algorithms, due
to their simplicity and compatibility with FPGAs. The most
streamlined approach to template matching is Osort covered
in the previous section, which was originally developed on
conventional hardware for online spike sorting. More recently,
modified FPGA implementations have been proposed as in
[36, 99–102] with reduced memory access and numerical op-
erations. The earliest FPGA Osort implementation is proposed
in [36] with minimal algorithm modifications compared to its
conventional CPU-based counterpart, hence its maximum la-
tency of 11.1ms does not guarantee online functionality. [101]
improves upon [36] by optimizing for larger data rate from
multi-channel operation while reducing memory requirements.
This can realize the capability for sorting 128-channels in real
time.

[99] uses a modified memory configuration scheme, in
which the cluster merging and averaging are performed con-
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currently to spike shape comparisons, as opposed to sequential
cluster assignment, averaging, and merging from traditional
Osort [93]. Additionally, a cluster is only averaged when a
new spike is assigned to it, and only the newly updated cluster
is compared with others for potential merging. One of the
newest iterations of FPGA-based Osort proposed takes into
account the spatial correlation between channels, which uti-
lizes a spatial window, operating on cluster memory [102] for
improved utilization of multi-channel information. There also
exists other variations of FPGA-based template matching that
do not fall under the Osort generalization, such as techniques
proposed in [34, 103], that diverge from Osort in terms of
processing pipeline or template similarity measures.

Various other approaches have been implemented for spike
sorting on FPGAs. These include Hebbian PCA where the
eigenvectors can be trained iteratively and then used for
prediction similar to machine learning algorithms [104–106].
Meanwhile, geometric features are also commonly imple-
mented on FPGA and ASIC including amplitude extremes and
discrete derivatives [51, 107, 108].

Recently, researchers are also starting to shift their attention
to optimizing clustering techniques on novel hardware, as
most current clustering techniques require temporarily storing
large amounts of data in memory, which is computationally
expensive and difficult to implement for online systems.
One notable example is the Enhanced Growing Neural Gas
(EGNG) algorithm proposed in [109], which employs a small
number of EGNG nodes and edges to learn the neural spike
distributions, minimizing memory use. Additionally, it does
not assume Gaussian clusters.

2) In-memory Computing: In highly data-centric applica-
tions, traditional digital systems suffer from the Von-Neumann
bottleneck which refers to the high computing time and
energy cost associated with the frequent transfer of digital
data between memory and processing units. Hence, in-memory
computing hardware has been proposed where computations
are performed in the memory itself by exploiting physical
attributes of specific memory devices [110–112]. This im-
proved efficiency reveals its potential to be used in neuro-
implants, such as neurological disorder detection [113], as well
as spike sorting. A demonstrative pipeline of how a spike sorter
neural network can be implemented on a memristor-based IMC
platform versus the same network using a digital processor is
shown on the right-hand side of Fig. 9, where the difference
in VMM calculations is accentuated. Here, it is shown how
VMM can be implemented more efficiently by summing the
current proportional to the synaptic weight, using the basic
Ohm’s and Kirchhoff’s laws.

For IMC systems, distinctions can be made between the 2
types of utilized memory devices, i.e. conventional charged-
based and emerging resistance-based. Charged-based memory
devices such as DRAM, flash, or SRAM store information as
the presence or absence of charge and can be found in common
consumer electronics. Resistance-based memory (memristive)
such as resistive random-access memory (RRAM) and phase-
change memory (PCM), on the other hand, store information
as resistance values of blocks arranged in 2D arrays.

In this review, we focus on IMCs performed in memristive

crossbar configurations, due to their efficiency and suitable
attributes. Memristors are circuit elements initially proposed
by Chua in [114], which are typically manufactured in metal-
oxide-metal configurations [111, 112], and the resistance value
is determined by atomic arrangements caused by oxygen
vacancies in the middle layer. In a low resistance state, the
conductive filaments within the memristor have high oxygen
vacancies. By applying appropriate voltage pulses above a
certain voltage threshold, the vacancies are migrated back
toward the top electrode raising the resistance. The resistance
value can be changed by applying voltage pulses through SET
and RESET cycles.

Some works utilize memristive devices to implement vari-
ations of the STDP algorithms mentioned in Section IV-C.
STDP can be natively implemented on a memristor-crossbar
device, where each memristor acts as a synapse whose conduc-
tance represents the synaptic weights [115, 116]. Memristors
can mimic a synapse as its conductance can be varied via
voltage waveforms that encode input pre- and post-synaptic
spikes. CMOS circuits convert the time difference between pre
and post-synaptic neurons into voltage pulses that can be ap-
plied to the memristor modulating its conductance [112, 116].
It has been shown that the parameters including switching
probabilities and ∆T can be trained initially using a genetic
algorithm and be implemented on any neural recording without
re-calibration. The supervised SNN variants for spike sorting
mentioned previously have also been implemented efficiently
on the memristor crossbar architecture as demonstrated in [83],
where the spike train input is converted to current and SNN’s
weights are mapped as memristors’ conductance across the
crossbar. Ohm’s law governs the analog computation and the
result is read out as voltages.

Another application of memristors in spike sorting is to
implement a class of algorithms generally referred to as signal
processing techniques that measure the resistance changing
behavior of memristors, as proposed in [117–120]. Essentially,
the continuous time analog neural recording is directly passed
into a memristor as voltages. Memristor’s inherent voltage
threshold acts as a spike detector, similar to the ”amplitude
threshold” detection technique. If the threshold is surpassed,
the voltage from the detected spike will cause a change in
conductance value for the memristor. According to [117],
the resistance change curve is affected by both the voltage
amplitude as well as the amplitude variation within the spike.
Consequently, the change in resistance encodes 2 features
regarding a spike, which can be used to perform classification.
Different bin lengths or window lengths can be set up to divide
a spike into segments to input into different memristors and
multiple resistance change values can be measured to use as
multiple features. Fig. 10 illustrates a general configuration
for such systems, where the columns highlighted in red are
the ones turned on during the specific time bin, and then the
resistance change is measured.

An overview comparison between recent spike sorting hard-
ware is shown in Fig. 11 in terms of power consumption and
area, grouped according to the technology class. It is apparent
that there is a decreasing trend in both power consumption
and area over the years, and it is evident that processors
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C: Hardware Comparison

Fig. 9: A typical implementation of ANN-based spike sorting systems, where features of the signal are extracted. Typically, the
amplitude of the discretized signal is indicated atx points in time (A). Then, these are passed into a neural work outputting the
class of the spike (B). Lastly, (C) illustrates the two types of hardware suitable for the ANN in (B). (C.i) shows digital devices
performing vector-matrix-multiplication (VMM) operations digitally with logic gates, while (C.ii) shows in-memory-computing
devices accelerating ANNs by performing the same VMM operations in a mixed-signal IMC fashion.

TABLE IV: Comparison of Several Hardware Spike Sorting Systems

Year Reference Hardware Algorithm Power/Ch
(uW)

Latency/Ch
(ms)

Area/Ch
(mm2)

2009 [121] FPGA PCA 256 41.8 28.32

2009 [122] ASIC Geometric Fea-
tures

14.6 NA 1.36

2010 [100] FPGA Osort 4.68 NA 2.45

2013 [106] ASIC Hebbian PCA 440.3 NA 2.45

2015 [104] ASIC Hebbian PCA 85.8 NA 0.083

2015 [80] ASIC SNN 9.3 NA 0.25

2017 [34] FPGA Template
Matching

0.064 0.00055 0.3

2017 [123] IMC Template
Matching

3.15 NA 0.0005

2020 [124] ASIC BNN 2.02 11 0.33

belonging to the same class reside in close proximity on
the graph displaying similar hardware characteristics. Further-
more, a general hardware comparison is shown in Fig. 12 to
demonstrate the strengths and weaknesses of each option.

VI. CHALLENGES AND FUTURE OUTLOOK

A. Recording non-stationarity

Generally, extracellular recordings are considered nonsta-
tionary as neural signals are affected by multiple factors that
evolve with time [125, 126]. Spike shapes can change in
the short term due to bursting which changes the neuron
membrane conductance [126] or they can change in the long
term due to electrode drifts, which refers to the change of

electrodes’ positions with respect to the electrodes as a result
of pressures from surrounding tissues. Such drifts introduce
distortions that pose challenges to spike sorting systems, es-
pecially the ones that require a degree of manual intervention.

Multiple approaches have been explored to counter this
challenge. Firstly, some studies [35, 44, 127] have investigated
developing unsupervised adaptive algorithms with parameters
that evolve with time, adapting to the time-varying spike
waveforms. Strategies for achieving this adaptability can be
summarized as performing feature engineering that makes
minimal a priori assumptions regarding spike shapes. Con-
versely, researchers have looked at improving existing non-
adaptive algorithms by introducing efficient automatic retrain-
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Fig. 10: A demonstrative implementation of a memristor-based spike sorting platform, where (A.i-A.iii) illustrate three time
bins, where each column is activated sequentially. The construction of such a memristor-based processor is visualised in (B).
Each row corresponds to each recording, and a memristor device is sandwiched in-between each row and column, with changing
resistance driven by the electrical waveforms passing through it. An envisioned hardware pipeline is shown in (C), where the
signal is passed through a transimpedance amplifier (TIA) and offset. The processed recording is then passed through the
memristor crossbar, and the resistance change is read-out using a read circuit.
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Fig. 11: Power and area comparisons between hardware-based spike sorting publications from the past 2 decades, grouped
according to the hardware technology used.

ing schemes periodically [38, 83]. Typically this retraining
involves evaluating a custom cost function that measures
performance degradation with the progression of time, if the
degradation surpasses a certain threshold, then retraining is
triggered.

Another approach that has been commonly investigated is to
model the changes of spike waveforms [127, 128] or to model
the shift in electrode position with respect to time [28, 129]
using statistical methods. The former typically involves gen-
erative models that capture the change in waveforms after the
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Fig. 12: Spider diagram comparing the properties of the four
main spike sorting hardware options.

extracellular signal has been recorded [128]. The latter refers
to a more involved process that first constructs a raster plot
illustrating the changes of electrode position over time, which
can then be used to apply motion correction to the recording
to counter effects of drift right at the signal collection stage
[28].

Despite these advances, there is still a lack of a standardized
technique for overcoming the issue of non-stationarity. The
first approach with adaptive features often has limited ability
to counter the effects of prolonged electrode drift, especially
during the clustering stage. The approach to modeling the
evolution of spike waveforms over time, on the other hand,
is relatively computationally intensive, which renders it un-
suitable for online uses. The problem of nonstationarity is
arguably a more pressing issue for online applications since
there can be fewer opportunities for manual intervention
and retraining. To fully understand the evolution of neural
recordings, more research should be conducted to examine
the interaction between brain tissues and implanted electrodes
in order to understand the core factors behind signal shifts.
More details regarding biocompatibility is discussed in Section
VI-H.

B. Overlapping spikes

Overlapping spikes has been a major obstacle for spike
sorting ever since the dawn of the field [130, 131], yet there
still exists no consensus on the best way of resolving it. This
phenomenon refers to temporally overlapping spikes, detected
on the same electrode. The superposition waveform deviates
from other single-unit waveforms and confounds the sorting
pipeline. The performance degradation is especially acute for
conventional clustering approaches [90]. The most commonly
accepted technique for resolving overlapping spikes is tem-
plate matching as mentioned in Section IV-A, where a greedy
approach is taken to iteratively subtract spike templates from

the detected waveforms in order to break down any potential
overlaps [21, 22, 24, 25]. Alternatively, Baysian statistical
techniques have also been employed to resolve overlapping
spikes [132, 133], which consider the degree of certainty of the
classification results. More recent algorithmic developments
using Artificial Neural Network (ANN) are also specifically
designed to counter this issue. Examples are [75, 78], which
are detailed in Section IV-B. However, all of the algorithmic
solutions currently capable of resolving overlaps are relatively
computationally complex as they typically involve an itera-
tive process instead of a simple pipeline, hence their online
applicability lacks thorough investigation from the processing
time and energy consumption perspective. Intuitively, such an
iterative process should benefit from specialized hardware with
a high degree of parallelization and reduced memory access.
Hence, more future research should be carried out on efficient
implementations of spike overlapping detection and resolution,
making them suitable for real-time on-site processing.

In addition to algorithmic solutions, extracellular signal
collection hardware has also made great strides towards Mi-
croelectrode Array (MEA) with higher density electrodes,
which provides previously unachievable spatial resolution for
the recording, which reveals opportunities to address the
overlapping spikes issue which will be covered in details in
the next section.

C. High-density Electrode Arrays

The recent advancements in material engineering fuel the
emergence of increasingly higher density Microelectrode Ar-
rays (MEAs) [28, 134]. A more comprehensive review of
Microelectrode Array (MEA) technology can be found in
[20]. The increase in spatial resolution of the acquired signals
is driving the adoption of algorithms that can fully take
advantage of larger data sizes. In this paper, we will have
a refined focus on the new challenges as well as opportunities
associated with improved MEAs.

One of the challenges that arise is the massive increase in
data rate generated from these high density probes. Neuropixel
probes can generate 1GB/min for 382 channels at 30kHz [55],
which requires algorithms that are resource efficient and able
to process input from all channels simultaneously. As seen
in the previous sections, some spike sorting pipelines are
designed from the ground up to maximize the use of parallel
computing, such as in [22, 89, 135, 136].

The spatial resolution improvement brought by the higher
density MEAs unlocks a vast number of opportunities if
properly utilized. For instance, a Neuropixel probe can simul-
taneously sample more areas of the brain, including different
layers of superior colliculus and periaqueductal gray in mouse
brains [8]. This ability to potentially monitor both the input
and output simultaneously allows for neuroscience research of
information processing in the brain like never before. Further-
more, given sufficient spatial resolution, certain electrodes will
only detect spikes from isolated single neurons, stemming the
overlapping spikes issue at its core [37, 135, 137].

Lastly, efforts are also being continually dedicated towards
making neural recordings more standardized and accessible.
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One example of this is the recently introduced NWM file type
and its associated tools [61]. Such developments are essential
in ensuring efficient data sharing integration between labs and
equipment, and reproducibility.

D. Noise Source

While covering the different spike sorting techniques, we
briefly mentioned the impact of noise in applications involv-
ing extracellular recordings or recorded spike trains. In this
subsection, we provide a more detailed discussion of the
sources and characteristics of this noise. Since the noise is
aggregated from multiple sources forming non-white noise,
accurately modeling it remains a challenge. A more com-
prehensive understanding of this aspect is crucial for spike
sorting as it is often assumed that noise overlapping with
true spike waveforms results in the variability in spike shapes
[64, 90, 125].

The primary type of noise present in neural recording
systems stems from electrical circuits, which are an integral
component of spike sorting systems. Typically, electronic noise
consists of thermal noise and flicker noise, both of which
can be accurately estimated via circuit design tools. Since
the voltage spikes are low in amplitude and duration, neural
acquisition amplifiers are required, which have been shown to
be the most significant component that introduces electronic
noise. Significant efforts have been dedicated to designing low-
noise neural recording platforms, as detailed in [138–140].

Another significant noise rooted in implantable hardware
is the electrode-electrolyte interface noise [141]. This is a
type of noise that arises from the electrochemical transport
phenomenon of charges at the electrode-electrolyte interface.
Over time, the electrode becomes encapsulated by glial tissues,
a problem that will be covered in the VI-H section. This leads
to increased capacitance on the electrodes and higher thermal
noise, which eliminates signal resolution at higher frequencies
(300-5000Hz) [142]. The specific mechanisms of this noise
process are dependent on multiple factors including the size
and material of the electrodes, which are beyond the scope
of this survey; a comprehensive analysis has been detailed in
[143]. Recent progress in high impedance CMOS based MEAs
with improved density and spatial resolution places emphasis
on this type of noise, which needs to be accounted for to
enable accurate simulations of the cell-electrode interaction. A
mathematical model for such interfacing noise in implantable
MEAs for neural recording applications has been performed
in [141, 144].

In the case of neural recordings, it has been shown that
the most dominant source of noise is the aggregated spiking
activities captured from distant background neurons. These
multi-unit activities have amplitudes inversely proportional to
their distances from the electrode, rendering them impossible
to isolate. This type of noise is less frequently investigated
and modeled. Generally, an amplitude threshold is used to
distinguish between nearby spikes and background multi-unit
noise [40]. Moreover, improved spatial resolution achieved by
high-density MEAs also alleviates this issue.

E. Training Datasets and Evaluation Schemes

Unlike the computer vision field where standardized labeled
datasets exist such as MNIST, CIFAR-10, and ImageNet, the
spike sorting field lacks standardized extracellular recordings
with ground truth spike labels and spiking times. The first
implication of this challenge is that there lacks a standardized
benchmark for accuracy comparison across multiple spike
sorting systems [29]. Due to the highly variable spike shapes,
noise structures, and recording settings, different datasets may
lead to drastically different accuracy when using the same
algorithm. The second implication of this issue is that it
hinders the usability of supervised algorithms such as template
matching as they depend on high-quality labeled data.

Currently, most spike sorting systems are evaluated with
synthetic datasets with ground truth labels. Such datasets are
typically created from real spike shapes, either obtained from
manual classification or the patch clamp technique recording
from a single cell [145]. Earlier synthetic datasets take a
simpler approach where Gaussian noise is added to the spike
waveforms [133], while later approaches aim to more realisti-
cally model the noise structure [145]. Similarly, some works
resort to ”hybrid ground truth recordings”, which are based
on real neural recordings but with manually added de-noised
ground truth waveforms [22]. However, realistic multi-channel
recordings are more challenging for synthetic techniques to
construct, due to the complex interactions between spiking
neurons and multiple surrounding electrodes. Hence, some
works use real in-vitro or in-vivo recordings with manually
curated labels [25].

As different biological recordings can differ in signal prop-
erties, researchers may be interested in examining the viability
of a certain spike sorting pipeline on real biological recordings
such as the notable public collection maintained at Collabora-
tive Research in Computational Neuroscience (CRCNS)[146].
Alternative accuracy evaluation schemes have also been pro-
posed to circumvent the need for labels. Statistical methods
have been proposed such as in [64] that explicitly takes
into account the noise that leads to the variance of clusters,
leading to the conclusion that a more uniform variance of
spike waveforms indicates a higher quality of classification.
Similarly, intracluster variance (ICV) has been proposed to
measure the compactness of each cluster [71], serving as
a viable alternative to conventional accuracy measures [29].
Rand index [147] and Jaccard index [148] are also popular
metrics frequently employed in the unsupervised machine
learning field, which make them suitable for quantitatively
evaluating spike sorting algorithms without labeled data [149].
A more comprehensive proposal has been presented in [150],
which introduces a suite of metrics that measure the statistical
”confidence” of an algorithm’s output based on the concept
of bootstrapping. Lastly, efforts are also being continually
dedicated to making neural recordings more standardized
and accessible, such as introducing the NWM file type and
its associated tools [151]. Such development is essential in
ensuring efficient data sharing and integration between labs.

Further efforts can be dedicated to streamlining the perfor-
mance comparison process. Currently, several software pack-
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ages and frameworks are being developed [71, 152, 153] to
allow fast performance comparison across the same datasets
in a controlled environment. These toolboxes are a valid
starting point for evaluating future spike sorters, and they could
continue to improve by incorporating more datasets and testing
criteria in order to better approximate their multi-faceted real-
world performances.

Despite the recent explosion in data recording rates driving
the adoption of fully-autonomous sorting algorithms, future
researchers should not solely rely on quantitative measures and
neglect the quality of the spike trains [154]. The most com-
mon procedure is to manually visualize the spike waveforms
from each cluster, as unsupervised techniques often create
clusters that can be mostly noise instead of spike waveforms.
Inspection of waveforms can also reveal a temporal shift in
spike waveforms that indicates electrode drift or electrode
encapsulation. Moreover, isolated spike trains should show
reasonable inter-spike intervals that correspond to the neuron’s
biological refractory period; frequent violation of this principle
may suggest that spikes from multiple neurons are incorrectly
attributed to a single neuron.

F. Hardware-algorithm Co-optimization
As the focus of this paper, we believe that in order to

bring spike sorting closer to a streamlined technique with
more real-world implications, a concerted effort must be made
by researchers in both the algorithm and hardware frontier.
Throughout this survey, the reader is made aware that the
performance of a spike sorting system is heavily dependent on
the algorithm-hardware combination, instead of being dictated
by either one of the two aspects.

More specifically, it is likely that future research attention
would be placed more on on-site computing rather than cloud
computing or remote computing for several reasons. Firstly,
the improvements in chip design and shrinking transistor sizes
allow implantable on-site processors to be more effective than
ever, similar focus shift to edge-computing is already apparent
in other biomedical fields as detailed in [155]. Secondly, it
omits the need for heavy data transmission, which leads to an
increased hardware overhead and introduces additional latency,
hindering real-time applicability. Lastly, the recording subject
may prefer the neural recordings to be processed without
transmitting externally due to the extremely private nature of
such collected data.

In recent years there has already been a surge in hardware-
based spike sorting publications, but most of them revolve
around modifying existing simpler algorithms and designing
the hardware for it. The field calls for the development of more
novel algorithms with the consideration of matching hardware
to achieve maximum efficiency, similar to the approach taken
in the RRAM-based SNN spike sorting systems covered in
Section IV-C, which are designed from the ground up with
co-optimization in mind.

A co-optimization strategy roadmap is presented in Fig.13,
where each column represents an aspect of the optimization
process. The leftmost and rightmost column represents the
paradigms in algorithm and hardware developments, respec-
tively. The connections between columns represent the viable

combinations between the compatible options as detailed in
this review work, allowing future researchers to identify a
suitable spike sorting system for the intended applications.

G. The Importance of Spike Sorting

As spike sorting technology advances at a rapid pace, some
researchers are starting to rethink its role in many applications,
and investigating whether there are alternative techniques that
accomplish similar tasks at a reduced computational cost. We
therefore dedicate this subsection to surveying the evolving
role of spike sorting in different applications, as well as novel
alternatives that may be of interest to readers.

Performing spike sorting in the motor cortex has been a gold
standard approach for developing motor Brain Machine Inter-
face (BMI). However, recent works have proposed systems
using local field potentials (LFPs) [142], threshold crossing
events [156] and Kalman filters [157–159]. While each of
these alternatives have been proven suitable under certain
conditions, it is commonly agreed that spike sorting still offers
the highest degree of freedom and accuracy of decoding user
intentions in a wide range of settings [26, 160]. However,
whether the improved accuracy is worthy of the increased
hardware complexity depends on the specific experimental
setting, and should be thoroughly considered by potential
researchers.

While some applications are able to primarily decode infor-
mation from multi-neuron activities and can circumvent the
need for spike sorting [161], the majority of neuroscience
research that investigates the neuronal information encoding
[162–164], single neuron responses [7] and neuropathophys-
iology [165, 166] still heavily rely on the identification of
single unit spikes.

Spike sorting has high clinical significance for neurological
disorders such as Parkinson’s Disease. It has been shown
that sorted spike trains collected from Subthalamic nucleus
with deep brain stimulation (DBS) devices reveal important
information regarding the oscillatory, bursting and synchro-
nization of neurons in patients [166–168]. Such information
could aid with the better positioning of DBS implantation and
integration [168].

Furthermore, it has been shown that different spike sorting
algorithms with varying degrees of accuracy can lead to differ-
ent interpretations of the recorded signal [7, 63, 166]. Hence,
there still exists a demand for more accurate and efficient
spike-sorting algorithms to spearhead neuronal research or be
used in conjunction with other techniques such as calcium
imaging.

H. Hardware Biocompatibility

Biocompatibility is a major challenge for spike sorting
systems, as they require invasive implants. The first point of
consideration for biocompatibility is the power budget. The
maximum amount of power that can be supplied to an implant,
for example for a Brain Machine Interface (BMI) application,
is mainly limited by the maximum thermal dissipation that
is safe for brain tissues. This is below 0.5◦C [33, 169].
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Fig. 13: Roadmap of algorithm-hardware co-optimization strategies. Each column represents an optimizable design option,
each line connecting between elements within columns represents a suitable combination.

Wireless power transmission module, data transmission mod-
ule, processing module, and Microelectrode Array (MEA)
are all components of heat generation, and improving their
efficiencies is a primary area for improvement. Furthermore,
the heat dissipation dynamics of spike sorting systems should
be investigated and modeled, enabling future researchers to es-
timate the thermal behavior of proposed implantable systems.
Currently, such studies exist but remain scarce [170, 171].

Another aspect of examining biocompatibility is tissue
damage caused by the foreign object and the implantation
process. There exists a substantial mechanical property mis-
match between the neural tissue (Young’s modulus in the
range of kPa) and electrodes (Young’s modulus in the range
of GPa)[103, 172], which causes blood-brain barrier leak-
age, neuronal degeneration, and glial scarring [103, 173].
On the other hand, such incompatibility also causes material
and structural degradation for the electrodes, which hinders
recording fidelity [174]. Current technologies render long-
term Brain Machine Interface (BMI) implants impractical.
Future developments for MEAs technology should not solely
be focused on increasing electrode density, but also work
towards improving the mechanical quality for reduced tissue
damage and electrode endurance [175].

I. Ethics
Neural recording systems, such as spike sorting systems

intended for applications such as Brain Machine Interface
(BMI), neurodegenerative disease monitoring, or brain science
research, can potentially allow for the reading of human brains.

Such advancements in technology will inevitably be ethically
provocative to society. Spike sorting can also inspire down-
stream applications that can provide feedback mechanisms,
such that it can ”write” to the brain. Deep brain stimulation
systems (DBS), a type of Brain Machine Interface (BMI),
have been shown to elicit impulse-control issues [176, 177],
which raises the question of autonomy for those using brain
modulating systems.

Moreover, modern spike sorting systems and Brain Machine
Interface (BMI) systems often involve the use of Artificial
Intelligence to interpret brain signals, which is a ”black box”
prediction system. This sparks additional ethical concerns
as the user is not ”directly” in control of such systems,
such as prostheses. This problem is exacerbated if such BMI
components become an essential part of life. Additionally, AI
systems learn from massive datasets, all recorded from the
brain, which raises privacy concerns, especially considering
the ”thoughts” in one’s brain are the most private aspect of
life.

It is without a doubt that spike sorting systems and a myriad
of BMI applications can unlock countless benefits to society,
however, it is a brave new field and regulators did not yet
have time to explore all the potential implications of such
technology. Hence, it is important for the scientific community
to explore and research ethics equally as fervently as pushing
the technical boundaries forward.
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VII. CONCLUSION

Spike sorting is a fundamental signal-processing technique
in the field of neuroscience and neural engineering. Despite
its emergence decades ago, we show that it is still extremely
relevant today. Fueled by the advancements in electrode arrays,
algorithms, and computation hardware, spike sorting is being
used to unlock an ever-growing variety of applications, from
BCIs, to neuroprosthetics, to neuron populations research.
Moreover, more opportunities await as spike sorting is being
used in conjunction with novel neuroscience techniques such
as optogenetic manipulation of neurons.

However, there is no clear consensus on the best imple-
mentations for spike sorting, nor widespread adaptations in
commercial applications, unlike other fundamental signal pro-
cessing techniques such as physiological system identification.
This could be a result of the combination of algorithm and
hardware challenges. This study bridges the gap that exists in
previous works by covering both novel algorithms as well as
novel hardware, with an emphasis on algorithm-hardware co-
optimizations for real-world applicability. We hope to assist
future researchers in selecting the appropriate algorithm and
hardware for the specific applications while bringing forward
potential future research directions to address the remaining
shortcomings of the various techniques and implementations.
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platform for accelerated offline spike sorting,” Journal
of neuroscience methods, vol. 215, no. 1, pp. 1–11,
2013.

[37] M. S. Lewicki, “A review of methods for spike sorting:
the detection and classification of neural action poten-
tials,” Network: Computation in Neural Systems, vol. 9,
no. 4, p. R53, 1998.

[38] S. Gibson, J. W. Judy, and D. Markovic, “Compar-
ison of spike-sorting algorithms for future hardware
implementation,” in 2008 30th Annual International
Conference of the IEEE Engineering in Medicine and
Biology Society. IEEE, 2008, pp. 5015–5020.

[39] S. Gibson, J. W. Judy, and D. Marković, “Spike sorting:
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[101] L. Schäffer, Z. Nagy, Z. Kineses, and R. Fiáth, “Fpga-
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[102] L. Schäffer, Z. Nagy, Z. Kincses, R. Fiáth, and I. Ulbert,
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