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a b s t r a c t

Single-cell sequencing technologies have revolutionised the life sciences and biomedical research. Single- 
cell sequencing provides high-resolution data on cell heterogeneity, allowing high-fidelity cell type iden-
tification, and lineage tracking. Computational algorithms and mathematical models have been developed 
to make sense of the data, compensate for errors and simulate the biological processes, which has led to 
breakthroughs in our understanding of cell differentiation, cell-fate determination and tissue cell compo-
sition. The development of long-read (a.k.a. third-generation) sequencing technologies has produced 
powerful tools for investigating alternative splicing, isoform expression (at the RNA level), genome as-
sembly and the detection of complex structural variants (at the DNA level). 

In this review, we provide an overview of the recent advancements in single-cell and long-read se-
quencing technologies, with a particular focus on the computational algorithms that help in correcting, 
analysing, and interpreting the resulting data. Additionally, we review some mathematical models that use 
single-cell and long-read sequencing data to study cell-fate determination and alternative splicing, re-
spectively. Moreover, we highlight the emerging opportunities in modelling cell-fate determination that 
result from the combination of single-cell and long-read sequencing technologies.

© 2023 The Authors. Published by Elsevier B.V. on behalf of Research Network of Computational and 
Structural Biotechnology. This is an open access article under the CC BY license (http://creative-

commons.org/licenses/by/4.0/).

1. Introduction

Cell-fate determination is a complex process regulated by various 
mechanisms, including transcriptional and post-transcriptional 
regulation, epigenetic modifications, and cell-cell interactions [1,2]. 
In 2009, the introduction of single-cell RNA sequencing (scRNA-seq) 
enabled the measurement of gene expression at the level of in-
dividual cells, providing critical insights into the molecular me-
chanisms that govern cell-fate decisions [3]. This breakthrough 
technology has facilitated the identification of various cellular states 
during tissue or organ development and the analysis of the devel-
opmental transition pathways between different states, leading to 
the construction of more detailed models of cell-fate determination 
that take into account cell-to-cell variability and stochasticity in 
gene expression.

However, developing more accurate models of cell-fate de-
termination requires a detailed understanding not only of gene ex-
pression and regulation, but also of alternative splicing, splicing 
regulation, transcriptomic complexity, and isoform diversity at the 
single-cell level. Long-read sequencing has the potential to provide a 
more comprehensive view of these processes than short-read se-
quencing, as it can identify complex structural variants (DNA), whole 
transcript alternative splicing events, and cell-type-specific mRNA 
isoforms expression. Insights obtained from long-read sequencing 
can help us better understand the mechanisms underlying cell-fate 
determination [4,5]. Consequently, developing models that in-
corporate single-cell long-read sequencing data is the next logical 
step in studying mechanisms of cell-fate decision-making.

In this review, we introduce recent advances in long-read se-
quencing data analysis and its application in alternative splicing 
analysis. In Section 3, we focus on recent reports that apply math-
ematical modelling to study RNA velocity using single-cell sequen-
cing data. In Section 4, we discuss how third-generation sequencing 
technologies can enhance RNA velocity modelling and advance re-
search on cell-fate determination. We also deliberate on challenges 
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and opportunities for mathematical modelling using long-read data 
at the single-cell level. Finally, we highlight potential future research 
directions.

2. Recent advances in long-read sequencing data analysis

Long-read sequencing can generate reads of increasing length, 
with currently up to 2 megabases [6,7]. Progress in third-generation 
sequencing is mainly driven by two technologies: (i) Pacific Bios-
ciences’ (PacBio) single-molecule real-time (SMRT) sequencing, and 
(ii) Oxford Nanopore Technologies’ (ONT) nanopore sequencing. The 
former generates long-read sequence data by utilising a zero-mode 
waveguide (ZMW) and a charged-coupled device (CCD) camera to 
detect nucleotides based on four different fluorescent tags [8]. DNA 
fragments or RNA full-length transcripts are PCR-amplified in a cir-
cular fashion achieved by ligating hairpin adapters to every single 
molecule. Oxford Nanopore devices, on the other hand, record 
fluctuations of an electric current caused by different nucleotides, 
when a single DNA/RNA strand passes through a protein nanopore 
[9,10]. For a detailed introduction to these two technologies, see 
Pollard et al. [11].

Long-read sequencing, chosen as the Method of the Year 2022 
[12], has revolutionised current life science and biomedical research, 
offering numerous new opportunities for researchers [13–16]. One 
such opportunity is the ability to identify gene fusion events, which 
are considered critical drivers of diseases such as cancer. Unlike 
short-read sequencing, which cannot provide full-length sequence 
information, long-read sequencing technologies can capture full- 
length gene or transcript sequences, enabling the identification of 
different isoform structures of fusion genes or chimeric transcripts. 
As a result, several tools have been developed to identify complex, 
full-length fusion transcripts based on long-read transcriptome se-
quencing data. For example, Liu et al. developed LongGF, a software 
that detects putative gene fusions from long-read transcriptome 
sequencing data [17]. Another tool that uses long-read sequencing 
data for fusion calling is JAFFAL [18]. Interestingly, this tool can also 
be applied to single-cell long-read sequencing data.

Many other algorithms have been developed for the analysis of 
long-read sequencing data, which can be used for base calling 
[19–22], quality control [23–26], genome assembly [27–30–33], 
structural variant detection [28,34–37,38], DNA/RNA modification 
detection [39–42–45], isoforms discovery [26,46–49], and the ana-
lysis of alternative splicing and isoform expression [4,50–53,54]. 
Current tools for long-read sequencing data analysis have been re-
viewed and benchmarked [13,14,55–57]. The long-read-tools.org 
database provides an up-to-date record of software tools for long- 
read sequencing data analysis [58].

2.1. Alternative splicing analysis meets long-read sequencing

Alternative splicing is the process of producing different mRNA 
isoforms from the same gene by selecting different combinations of 
splice sites (Fig. 1). This mechanism is crucial for cell-fate determi-
nation but can also facilitate the pathogenesis of diseases [59–62]. 
Alternative splice site selection can lead to the inclusion or exclusion 
of exonic and intronic sequences in mature mRNA transcripts. While 
the inclusion of intronic sequences (a.k.a. intron retention) often 
leads to the degradation of mRNA transcripts via nonsense-mediated 
decay [63], the differential inclusion of exonic sequences leads to 
alternative mRNA isoforms [62]. When translated, proteins with 
different structural features can be produced, which might have 
altered functions [64].

As third-generation sequencing technologies evolve, new ana-
lysis pipelines are needed to determine alternative splicing patterns 
in full-length transcript information. Tardaguila et al. have devel-
oped a pipeline, SQANTI [26], for quality control, isoform detection 

and classification from long reads. SQANTI, currently in its third 
version (SQANTI3), is integrated into the Functional Iso-
Transcriptomics framework, together with IsoAnnot for tran-
scriptome annotation and tappAS for functional alternative splicing 
analysis [65]. Leung et al. leveraged SQANTI to process their long- 
read sequencing data, which led to the discovery of many novel 
isoforms in the human and mouse cortex [53]. They also demon-
strated widespread changes in alternative splicing and isoform di-
versity between the foetal and adult cortex [53]. Prjibelski et al. 
introduced a tool named IsoQuant, which can reconstruct isoform 
transcript structures from PacBio or ONT RNA reads [66].

Long-read sequencing also helps uncover the mechanisms un-
derlying alternative splicing. For example, Wan et al. use long-read 
RNA sequencing data to support a testable prediction of the pro-
posed model: that spliceosomes make many cuts to remove an in-
tron instead of a single cut [67]. In this study, the authors observed 
transcriptional bursting behaviour across multiple endogenous 
human genes with distinct bursting frequencies and similar pre- 
mRNA dwell times from high-throughput dynamic imaging [67]. 
They also concluded that the stochasticity of alternative splice site 
selection is a prevalent mechanism across the human genome and 
recursive intron removal is the underlying processes required for 
producing mature mRNA transcripts from a pre-mRNA. Finally, they 
developed a model, based on chemical master equations, to describe 
transcription and splicing dynamics.

Long-read RNA sequencing can also contribute to studying pro-
tein isoform diversity, which is mostly a consequence of alternative 
splicing at the RNA level. Miller et al. have developed a long-read 
proteogenomics pipeline for integrating sample-matched long-read 
RNA sequencing and mass spectrometry-based proteomics data to 
enhance the detection and classification of protein isoforms. In this 
analysis pipeline, the long-read RNA sequencing data is used to 
predict full-length protein isoforms and generate a database, which 
can be used as reference for the mass spectrometry data ana-
lysis [68].

2.2. Single-cell long-read sequencing

A new frontier in the development of third-generation sequen-
cing technologies is the implementation and data analysis of long- 
read sequencing at the single-cell level [69]. Although the analysis of 
single-cell long-read data has attracted much attention, available 
methods remain sparse, though several single-cell long-read se-
quencing protocols have been developed: Smart-seq2 is a single-cell 
full-length RNA sequencing method that amplifies full-length cDNA 
from individual cells [70]. ScISOr-seq uses a unique molecular iden-
tifier (UMI) and a template-switching oligo (TSO) to capture full- 
length transcripts and identify barcodes for individual cells [71]. 
RAGE-seq, on the other hand, incorporates a 3 -adapter to capture the 
3 -end of transcripts, which allows for full-length transcript re-
construction [72]. Philpott et al. developed scCOLOR-seq, a method 
that enables the correction of barcode and unique molecular iden-
tifier oligonucleotide sequences and permits standalone cDNA na-
nopore sequencing of single cells [73]. The authors showed the 
effectiveness of the method by accurately detecting cell-type-spe-
cific isoform expression and identifying previously undetected gene 
fusions in cancer cell lines. Rebboah et al. introduced LR-Split-seq, a 
method that utilises combinatorial barcoding to sequence single 
cells with long reads and accurately assign them to their cellular 
origin [74]. This method facilitates more accurate cell classification 
and has the advantage of detecting low-abundance isoforms that 
may be difficult to identify using short-read sequencing. These stu-
dies show that single-cell long-read sequencing has the potential to 
facilitate a more comprehensive understanding of the tran-
scriptomes of individual cells, which could advance research areas 
such as precision medicine.
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Another approach to study cellular diversity and regulatory ele-
ments of cell type-specific gene expression is by analysing chro-
matin accessibility. A widely adopted protocol for this purpose is 
ATAC-seq (Assay for Transposase-Accessible Chromatin using se-
quencing). Recently, ATAC-seq has also been adopted at the single- 
cell level (scATAC-seq) [75–77], however, this approach has limita-
tions, particularly when it comes to detecting large-scale structural 
variations and haplotype phasing. A recent study by Hu et al. de-
monstrated the utility of combining single-cell ATAC-seq with Na-
nopore third-generation genome sequencing, with their protocol 
named scNanoATAC-seq for investigating the relationship between 
chromatin accessibility and genome structure [78]. scNanoATAC-seq 
was shown to accurately capture allele-specific chromatin accessi-
bility and detect large-scale structural variations in human cells. The 
method could be a valuable tool for exploring mechanisms of gene 
regulation and complex genetic diseases at the single-cell level.

Several tools have been developed for analysing and visualising 
isoform expression in single-cell long-read sequencing data. One 
example is the FLAMES pipeline developed by Tian et al., which 
combines the strengths of short-read and long-read sequencing to 
accurately identify and classify cells, detect novel low-abundance 
isoforms, analyse splicing events, and identify mutations [79]. It can 
be utilised with both bulk RNA-seq data and single-cell data. 
Moreover, FLAMES can detect differences in isoform expression be-
tween different cell types and discover cell-type-specific isoforms. 
Gorin and Pachter [80] used the chemical master equation to model 
transcriptional bursting and splicing processes, and also derived 
theoretical boundaries (constraints) on the correlation between two 
transcript counts. They have investigated a set of 500 genes from the 
single-cell long-read sequencing data obtained via the FLAMES pi-
peline, found that 95.3 % of intra-gene transcript-transcript corre-
lations and 99.7 % of the inter-gene transcript-transcript correlations 
were consistent with these theoretical constraints (i.e., the sample 
correlation was less than or equal to the predicted correlation) [80]. 
However, technical limitations and the presence of intrinsic and 

extrinsic noise in biological systems prevent the model from fully 
capturing the dynamics of transcription and splicing processes. 
Mathematical models that take isoform information and biological 
noise during transcriptional and splicing processes into account to 
describe accurate mechanisms of splicing and cell-fate determina-
tion are yet to be developed but will certainly lead to a more sys-
tematic understanding of the process. Another example in single-cell 
long-read sequencing data analysis is the ScisorWiz R-package [81]. 
This tool can be used to visualise differential isoform expression, e.g. 
between cell clusters, by utilising single-cell long-read sequencing 
data. It can help identifying genes and isoforms that are differen-
tially expressed in specific cell types, leading to new insights into 
cell-fate determination and the molecular mechanisms that reg-
ulate it.

However, a significant challenge in single-cell long-read se-
quencing analysis is the sparsity of the data. The occurrence of 
“dropout" events in single-cell long-read sequencing is more severe 
than in single-cell short-read sequencing. While single-cell long- 
read sequencing can detect a larger number of isoforms, the lower 
overall sequencing depth reduces the ability to accurately quantify 
isoform expression. The problem of sparsity in the data can create a 
high level of noise, which presents a significant challenge for 
mathematical modelling approaches, particularly differential equa-
tion models [82]. These models can be sensitive to sparsity, resulting 
in inaccurate predictions. Therefore, it is crucial to consider the 
impact of sparsity when attempting to model with single-cell long- 
read sequencing data. Additionally, efforts should be made to im-
prove experimental protocols and develop tools to minimise the 
negative effects of sparsity on modelling accuracy.

Fig. 1. Schema of alternative splicing. DNA encoding a gene is transcribed into pre-mRNA typically consisting of multiple exons. Alternative splicing leads to different mature 
mRNA transcripts (isoforms) including possible retained introns and different combinations of exons, which, after translation, produce multiple protein isoforms with potentially 
different functions. Created with BioRender.com.
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3. Modelling cell-fate determination with single-cell omics

3.1. Pseudotemporal analysis and developmental landscape

Pseudotemporal trajectory inference has been one of the grand 
challenges since single-cell sequencing was selected as Method of 
the Year in 2013 [82,83]. Single-cell data analysis methods focus 
largely on assessing transcriptomics profiles [84], often starting with 
a data matrix that contains read counts (i.e. mRNA expression data) 
of each gene in each cell. Methods are then applied for dimension-
ality reduction, trajectory inference, cell ordering and visualisation 
[85–88–91–94]. These methods use diverse mathematical concepts 
such as graph theory, statistics, probability theory, statistical me-
chanics, differential geometry and dynamical systems theory to map 
discrete snapshots of cell states into a low-dimensional continuous 
manifold that reflects the developmental process [91,95,96]. This 
manifold is called the developmental landscape, which relates to 
Waddington’s epigenetic landscape [97,98]. Single-cell sequencing 
data enables the estimation and visualisation of transition pathways 
and fate choices from different cell states during development. 
Therefore, trajectory inference and developmental landscape re-
construction are strongly debated topics in the field of single-cell 
data analysis [91,96,99–102,103,104].

In Table 1, we provide an overview of widely used computational 
methods (published in the last five years) for trajectory inference, 
pseudotime analysis and landscape visualisation (see Table 1). Some 
of these tools will be discussed in more detail in the following sec-
tions. There are also several published reviews that summarise 
current trends in computational modelling with single-cell data. One 
example is the recent review by Teschendorff and Feinberg on using 
statistical mechanics for a systems-level analysis of single-cell data 
[96]. Comprehensive summaries of trajectory inference methods 
were published by Wagner and Klein [91] and Saelens et al. [95]. The 
latter includes a benchmark comparison of 45 commonly used tra-
jectory inference methods based on four evaluation criteria: accu-
racy, scalability, stability and usability [95]. The authors concluded 
that choosing the right method depends on dataset dimensions and 

trajectory topology, and provide a useful guideline for researchers to 
choose the appropriate method for their available datasets.

3.2. RNA velocity

The concept of RNA velocity was introduced in 2018 by La Manno 
et al. [106]. RNA velocity, a model of transcriptional dynamics, de-
termines changes in the relative abundance of unspliced and spliced 
mRNA to obtain information on the kinetics of gene expression. The 
model can be used to make predictions regarding the state and di-
rection of cell differentiation. Both nascent and mature mRNA in-
formation can be obtained through current single-cell RNA 
sequencing protocols.

Existing RNA velocity approaches mathematically model the 
processes of transcription from DNA into pre-mRNA, followed by 
splicing into mature mRNA, and finally mRNA degradation (see 
Fig. 2). The original steady-state model assumes time-independent 
transcription and degradation rates, namely α(t) = α and γ(t) = γ, and a 
constant unit splicing rate, namely β(t) = 1 across all genes. Cis- and 
trans-regulatory mechanisms of gene expression are generally not 
considered. The changes in the abundances of unspliced, U(t), and 
spliced, S(t), mRNA at time t are modelled with a system of ordinary 
differential equations (ODEs) [106]:
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=
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Setting Eqs. (1) and (2) equal to zero, we can determine the steady 
state solution
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In this case, the RNA velocity is estimated as the absolute difference 
between the observed state and the steady state, that is,
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The developers of the RNA velocity concept have experimentally 
verified the predictive power of their model by accurately predicting 

Table 1 
Some recent computational packages for trajectory inference, pseudotime analysis and visualisation from single-cell sequencing data. 

Packages Description Platform Reference

slingshot (2018) Cluster-based minimum spanning tree modelling R [105]
velocyto (2018) Original modelling method for estimating RNA velocity Python and R [106]
URD (2018) Simulated diffusion-based modelling R [107]
PBA (2018) Diffusion-drift based modelling Python [108]
Waddington-OT (2019) Optimal transport based modelling Python and Java [102]
PAGA (2019) Connectivity of manifold partitions based modelling Python [109]
pseudodynamics (2019) Reaction-diffusion-advection PDE based modelling MATLAB [110]
Palantir (2019) Markov chain based modelling Python [111]
scVelo (2020) Likelihood based dynamical modelling for estimating RNA velocity Python [112]
CellRank (2022) RNA velocity based toolkit for cell-fate mapping Python [113]
Dynamo (2022) Dynamical systems based modelling for estimating RNA velocity Python [114]

PBA, population balance analysis; OT, optimal transport; PAGA, partition-based graph abstraction; PDE, partial differential equation.

Fig. 2. Schema of mRNA synthesis and degradation. DNA is transcribed into pre- 
mRNA with a rate, α(t), at time t. The nascent RNA molecule (pre-mRNA) is further 
processed, via splicing, into mature mRNA with a rate, β(t), at time t. Ultimately, the 
mRNA molecule undergoes degradation with a rate, γ(t), at time t. Created with 
BioRender.com.
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the cell state in the neural crest lineage, which uncovered the 
branching lineage tree of the developing mouse hippocampus and 
examined the transcriptional dynamics in human embryonic brain 
[106]. Nevertheless, their model assumptions are also highly sus-
ceptible to uncertainties. For example, the method is based on the 
steady-state assumption. However, the reality is that there is no 
guarantee that a steady state always exists in the observed experi-
mental data. Since it is difficult to estimate the actual transcription 
and splicing rates, the authors proposed two alternative assump-
tions to their RNA velocity estimation: . 

1. assumes that the rate of change of the number of spliced mRNAs, 
dS(t)∕dt, remains constant, whereby the solution of S(t) will be a 
linear function.

2. assumes that the number of unspliced mRNAs, U(t) is a constant 
so that the system of ODEs becomes a single variable equation. 
This would allow the RNA velocity to be estimated without 
considering the transcription rate.

La Manno et al. implemented their model in a software tool 
called velocyto, together with methods such as K-nearest neighbour 
pooling and t-distributed stochastic neighbour embedding to vi-
sualise the RNA velocity vector field, which can help describe cell- 
fate decisions.

To address the limitations associated with the steady-state as-
sumption and the unit splicing rate across all genes, Bergen et al. 
proposed a new method for estimating RNA velocity [112]. Their 
model assumes a constant splicing rate for each gene rather than all 
genes having a unit splicing rate. The second key change is to set the 
transcription rate to a cell-specific latent variable, =t t( ) ( )k

ii , 
where ki is the DNA transcriptional state for the i-th observation, 
namely an induction phase (k = 1) and a repression phase (k = 0) with 
an ON state (sson) and an OFF state (ssoff) for each phase. In addition, 
the term ti represents the latent time for the i-th observation. Thus, 
changes of the abundance of unspliced, U(ti), and spliced, S(ti), mRNA 
at time ti for the i-th observation are modelled with a system of 
ODEs as follows [112]:

=dU t
dt

t U t
( )

( ) ( ),i

i

k
i ii

(7) 

=dS t
dt

U t S t
( )

( ) ( ).i

i
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They define the RNA velocity, r(t), as the change of abundance of 
spliced mRNA. That is,

=r t
dS t

dt
( )

( )
. (9) 

Next, Bergen’s method conducts parameter estimation using the 
Expectation-Maximisation (EM) algorithm by minimising the dis-
tance between the observed mRNA value and current phase trajec-
tories to determine the latent time and other parameters for each 
cell. Finally, the transition probability of each cell is computed from 
the estimated RNA velocity and then mapped to a low-dimensional 
space using uniform manifold approximation and projection to vi-
sualise the cell differentiation trajectory. The authors implemented 
these methods in a software called scVelo [112].

Although their method relaxes the steady-state and unit splicing 
rate assumptions of the original RNA velocity model, it still simulates 
the transcriptional process with deterministic linear models, which 
cannot capture the non-linearity, heterogeneity and stochasticity of 
gene expression in individual cells. It also continues to assume that 
the splicing and degradation rates are time-independent and that 
genes are independent from each other. Therefore, there are still 
opportunities to further advance single-cell-based RNA velocity 
modelling. A detailed summary of current challenges and future 

directions of RNA velocity modelling is provided by Bergen 
et al. [115].

Apart from scVelo, many other methods have been proposed 
based on the RNA velocity idea. For example, Qiu et al. developed a 
method, Dynamo [114], which can be used to infer absolute RNA 
velocity and reconstruct differentiation landscapes that predict cell- 
fate and explore the underlying mechanism from time-resolved 
metabolically labelled single-cell RNA sequencing data. Lange et al. 
used a Markov-chain-based modelling to simulate cell state transi-
tions based on RNA velocity and the stochasticity in cell-fate de-
termination [113]. Their method, CellRank, can be used for 
reconstructing developmental landscapes and inferring differentia-
tion trajectories and reprogramming pathways.

Cell-fate prediction based on the RNA velocity concept is not 
limited to transcriptomics. The concept can be extended based on 
single-cell multi-omics data, e.g. involving proteomics, metabo-
lomics or epigenomics data. For example, Gennady et al. combined 
single-cell mRNA and protein expression data to predict protein 
velocity-based cell-fate decisions [116]. Tedesco et al. improved cell- 
fate predictions via chromatin velocity modelling based on single- 
cell genome and epigenome by transposases sequencing (scGET-seq) 
[117]. Li et al. developed a model called MultiVelo, which improved 
cell-fate predictions by integrating both transcriptomics and epige-
nomics data for single-cell velocity estimation [118]. Assuming that 
the dynamics of chromatin opening and closing are mirrored, they 
adapted Bergen’s RNA velocity model [112] to determine chromatin 
velocity.

=dc t
dt

k c t
( )

( ),c c c (10) 

where kc corresponds to the chromatin state with the OPENING state 
(kc = 1) and the CLOSING state (kc = 0), and parameter αc is the 
chromatin rate. Their methods achieved a better cell-fate prediction 
than other velocity methods based on transcriptomics data.

4. Challenges and opportunities: modelling cell-fate 
determination with single-cell long-read sequencing data

As mentioned before, it is now possible to perform long-read 
sequencing at the single-cell level. Using this technology, we have 
the opportunity to gain deeper insights into mechanisms of cell-fate 
determination, e.g. by characterising cell differentiation pathways 
via transcriptome diversity and isoform expression patterns in in-
dividual cells. However, there are currently very few mathematical 
approaches for cell-fate determination that take advantage of single- 
cell long-read sequencing data.

4.1. How can single-cell long-read sequencing enhance RNA velocity 
modelling?

Single-cell long-read sequencing can relax some of the RNA ve-
locity model assumptions by providing more accurate and compre-
hensive data on gene expression dynamics. The current RNA velocity 
model relies on the assumption that the splicing rate of pre-mRNAs 
remains constant over time [106]. This allows the ratio of unspliced 
to spliced reads to be used for inferring the directed differentiation 
trajectories of individual cells. However, this assumption does not 
hold true for genes with complex splicing patterns, where different 
isoforms may have different splicing rates.

Long-read sequencing provides a good representation of isoform 
diversity and with sufficient sequencing depth accurate quantifica-
tion of isoform expression levels, which can help to better estimate 
the rate of splicing and degradation for each isoform. MAS-ISO-seq 
developed by Al’Khafaji et al. can generate high-depth single-cell 
long-read sequencing data for single-cell isoform analysis, which 
also enables the detection of low-abundance transcripts and the 
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identification of rare isoforms [119]. The data obtained from MAS- 
ISO-seq includes an isoform expression count matrix, which provides 
information on the abundance of different isoforms, including both 
novel and annotated isoforms, across cells. This allows to estimate 
the splicing rate of pre-mRNAs more accurately for different iso-
forms. Furthermore, isoform expression count matrices can be 
analysed using common single-cell analysis tools, such as Seurat, for 
clustering, dimensionality reduction, and visualisation [119]. These 
tools can aid pseudotemporal analysis, as well as in the identification 
of isoform expression patterns across various cell types, providing 
valuable insights into the functional diversity of cells.

The RNA velocity model distinguishes newly transcribed un-
spliced pre-mRNA from mature spliced mRNA to measure changes in 
mRNA abundance. However, this binary classification of transcripts 
based on the presence of introns is often contradicted by a phe-
nomenon known as intron retention. Intron retention has been 
shown to be widespread in mature mRNA transcripts and involved in 
the regulation of cell differentiation [63,120]. Therefore, improve-
ment in inferring splicing rates using long-read sequencing can be 
achieved by detecting whether mRNA contains a poly-A tail at the 
3 -end and thus determining whether the splicing process is com-
plete. A recent study, proposed the first model of alternative splice 
site selection and recursive intron removal based on long-read se-
quencing data [67]. It suggests that there are many intermediate 
states between newly transcribed nascent RNA and mature fully 
spliced RNA, as also pointed out by Gorin et al. [121]. Thus, by 
leveraging long-read sequencing data analysis tools like FLAMES for 
splicing and isoform analysis at the single-cell level, we can gain 
deeper insights into isoform expression dynamics, allowing for the 
integration of splicing mechanisms to construct more comprehen-
sive mathematical models of cell-fate determination.

4.2. Modelling cell-fate determination at isoform level

Studies have shown that different mRNA isoforms are produced 
as a result of alternative splicing, which drives cell differentiation 
and development [64,120]. Given that different genes can produce 
varying numbers of isoforms across different cell types, each cell 
type therefore has a distinct transcriptome diversity, which is a 
significant indicator of a cell’s differentiation potency [122]. Long- 
read data enables us to identify the transcriptome diversity of in-
dividual cells as well as the expression levels of cell-specific gene 
isoforms. This capability enables the prediction of future cell states 
by analysing the differential expression across cell states. The biggest 
challenge is that new single-cell long-read sequencing protocols 
detected plenty of unannotated isoforms. For mathematical model-
ling, it is difficult to account for all unannotated isoforms. Therefore, 
it is essential that the concept of transcriptome diversity be rigor-
ously defined. To date, there have only a few mathematical models 
been develeoped that incorporate single-cell transcriptome di-
versity. Gulati et al. developed CytoTRACE, a framework that predicts 
cell differentiation states based on the number of expressed genes in 
each cell [122]. García-Nieto et al. leveraged Shannon entropy to 
describe the transcriptome diversity to explain variability in gene 
expression [123]. Moreover, identifying the splicing mechanisms 
that cause transcriptome diversity is essential for improving effi-
ciency and accuracy in modelling cell-fate determination and for-
mulating valid model assumptions and parameter settings. 
Furthermore, benchmarking analyses are required for various single- 
cell long-read sequencing protocols before adopting datasets for 
model development and parameter estimation.

5. Outlook and conclusion

Long-read sequencing can also be used in the context of single- 
cell spatial transcriptomics. Single-cell spatial transcriptomics has 

sharpened our understanding of spatially resolved tissue composi-
tion [124,125]. However, existing short-read sequencing methods 
cannot provide isoform expression and transcriptome diversity in-
formation within a given tissue [126], which could be resolved by 
introducing long-read sequencing into spatial transcriptomics pro-
tocols. Lebrigand et al. proposed a novel method, Spatial Isoform 
Transcriptomics (SiT), for characterising spatial isoform information 
from nanopore sequencing data [126]. Boileau et al. developed a 
software, scNaST, for analysing spatial gene expression from both 
short-read and long-read sequencing data to explore isoform di-
versity within a given tissue [127]. Both of these studies employed 
deconvolution methods from single-cell data analysis and applied 
these to spatial transcriptomics data. Deconvolution methods are 
crucial for accurately interpreting spatial transcriptomics data, en-
abling the identification of cell types and spatial heterogeneity. They 
are essential for advancing our understanding of the spatial orga-
nisation of cells in tissues and organs, with implications for devel-
oping new therapeutic strategies. Benchmark analyses are necessary 
to determine the suitability of applying deconvolution methods from 
short-read sequencing to long-read sequencing data. Additionally, it 
is necessary to develop new methods for improving the accuracy and 
efficiency of computational tools for processing and analysing 
single-cell long-read spatial transcriptomics datasets. These ad-
vancements will enable researchers to more precisely decipher the 
spatial organisation and cellular heterogeneity of complex tissues 
and organs.

In conclusion, long-read sequencing technology has tremendous 
potential for enabling investigations into the underlying mechan-
isms of biological systems. The development of stable, reproducible, 
and accurate computational tools and mathematical models to 
handle single-cell long-read sequencing data will be a major focus in 
the years ahead. Novel tools and models may help to further dissect 
the mechanisms underlying development and cell differentiation 
and to better understand the role of transcriptome diversity, parti-
cularly through alternative splicing, in these processes. This knowl-
edge could ultimately lead to the discovery of new stem cell and 
regenerative therapeutic strategies.
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