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Abstract—This paper presents a novel deep learning-aided
scheme dubbed P Rp-net for improving the bit error rate (BER)
of the Time Reversal (TR) Ultra-Wideband (UWB) Multiple
Input Multiple Output (MIMO) system with imperfect Channel
State Information (CSI). The designed system employs Frequency
Division Duplexing (FDD) with explicit feedback in a scenario
where the CSI is subject to estimation and quantization errors.
Imperfect CSI causes a drastic increase in BER of the FDD-
based TR-UWB MIMO system, and we tackle this problem
by proposing a novel neural network-aided design for the
conventional precoder at the transmitter and equalizer at the
receiver. A closed-form expression for the initial estimation of
the channel correlation is derived by utilizing transmitted data
in time-varying channel conditions modeled as a Markov process.
Subsequently, a neural network-aided design is proposed to
improve the initial estimate of channel correlation. An adaptive
pilot transmission strategy for a more efficient data transmission
is proposed that uses channel correlation information. The
theoretical analysis of the model under the Gaussian assump-
tions is presented, and the results agree with the Monte-Carlo
simulations. The simulation results indicate high performance
gains when the suggested neural networks are used to combat
the effect of channel imperfections.

I. INTRODUCTION

The recent advancements in wireless communication sys-
tems have resulted in a continued desire for higher and
higher data rates. Ultra-Wideband (UWB) systems not only
provide a higher data rate but also computes the precise
location of the mobile station owing to its temporal focusing
property [1], [2]. The last decade has seen widespread use of
this technology in healthcare applications, wireless local area
networks, and wireless personal area networks in accordance
with IEEE 802.15 standard [3]. Recently, this technology has
been adopted by leading manufacturers of smartphones to
gain improved spatial and location awareness [4]. Moreover,
novel UWB antenna designs are under rigorous investigation
by researchers [5], [6].

The transmission in Ultra-Wideband has several benefits
over their narrow-band counterparts. Apart from UWB spec-
tral and regulatory advantages like ultra-large bandwidth,
low interference to other wireless systems, and license-free
spectrum, the UWB, in conjunction with the time-reversal
(TR) technique, also offers the gains of temporal and spatial
focusing [7]. The temporal focusing means that the received
signal is compressed in the time domain, which diminishes
the Inter Symbol Interference (ISI) to a large extent, whereas
the spatial focusing property brings the two-fold advantage
of secure communication and reduction in Multi-User Inter-
ference (MUI) as the received signal appears to be a noise-
like signal to unintended users [8]. The availability of a
very large bandwidth in UWB causes signal bandwidth to
almost always exceed the coherence bandwidth of the channel
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resulting in frequency selective fading, which in turn makes
receiver design complex. In the time-reversal communication
system, by precoding transmitted signals with the complex
conjugated and time-reversed channel impulse response, the
need for a complex receiver can be alleviated. Note that the
TR-UWB Multiple Input Multiple Output (MIMO) system
does not nullify interference like conventional Space Division
Multiplexing (SDM) Singular Value Decomposition (SVD)
MIMO system but minimizes it; thus, a good reception needs
equalization at the receiver [9]. Along with several advantages,
several challenges also exist in TR-UWB MIMO systems, in
particular, when it is deployed in Frequency Division Duplex
(FDD) settings. In terms of precoding and beamforming,
imperfect or delayed Channel State Information (CSI) severely
affects the performance in FDD TR-UWB MIMO systems
[10]. Traditionally, the TR-UWB MIMO beamforming as-
sumes channel reciprocity in a Time Division Duplex (TDD)
scenario; however, there has been an increasing demand for
solutions for FDD systems. To the best of the authors’ knowl-
edge, there is no prior work in terms of a neural net solution
in FDD based TR-UWB MIMO system. The key contributions
of our research are three-fold:

1) A novel Deep Learning based architecture dubbed P Rp-
net is proposed to improve channel estimation at the
precoder and receiver in the presence of imperfect CSI.
The proposed DL-based architecture is novel in terms
of imperfect CSI mitigation at precoder and equalizer
simultaneously.

2) The proposed P Rp-net also estimates channel correla-
tion p from transmitted data symbols in a time-varying
channel that follows the first-order autoregressive model.
The DL-aided system brings improvements by accu-
rately estimating the CSI at the precoder as well as the
equivalent channel and p at the receiver.

3) Based on the receiver’s knowledge of the instantaneous
value of the channel correlation, we propose an adap-
tive pilot re-transmission scheme that can reduce the
frequency of channel estimation, thereby resulting in
an increase in transmission of useful user data instead
of the pilot sequences. The knowledge of time-varying
channel conditions aids in setting a pilot re-transmission
frequency for the desired bit error rate (BER).

The rest of the paper is organized as follows. In Section II,
state of the art in TR-UWB MIMO and Deep Learning tech-
niques concerning channel estimation are presented. The TR-
UWB-MIMO system model and our objective are described in
Section III. Section IV investigates the PRp neural network
design for TR-UWB-MIMO systems, while simulation results
are discussed in Section V. Finally, Section VI concludes the
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paper.

Notation: We denote scalars, vectors, and matrices by reg-
ular letters, lowercase bold letters, and uppercase bold letters,
respectively. For a matrix A, we denote its transpose and
Hermitian transpose by AT and AH, respectively. An identity
matrix is denoted by I and the expected value by E. Matrix
A with M rows and N columns is denoted by A/« n-

II. RELATED WORK

In this section, we will review the research literature on
UWB MIMO systems with a focus on the TR technique, as
well as recent work on deep learning with an emphasis on
channel estimation and feedback methodologies.

A. UWB and MIMO

The initial work in TR-UWB MIMO practical demon-
stration was done by [8], [9] and [12]. In [10], a robust
feedback design is proposed to mitigate the combined effect
of quantization, feedback delay, and noise on the feedback
channel. The investigators in [11] proposed a conventional
Minimum Mean Square Error (MMSE) equalizer to minimize
multi-stream interference. The investigation in [13] focused on
the spatial correlation among the transmit and receive antennas
with TR pre-filter and Zero Forcing (ZF) pre-equalizer utilized
for interference mitigation. An ordered successive interfer-
ence cancellation scheme is applied in [14] for detection in
ultra-wideband MIMO communication systems with RAKE
combining. In [15], [16], the authors investigated the role of
MMSE successive interference cancellation with modulation
schemes having high spectral efficiency. In [17], researchers
presented interference-nulling time-reversal, a beamforming
technique for multi-user frequency-selective indoor channels.
The pre-equalizer designs to cope with multi-stream and inter-
symbol interference were investigated by H. Nguyen et al. [18]
and T. Wang et al. [19], respectively. In [20], the investigators
explored the impact of using a single antenna to form a
virtual MIMO system, while a reduction in transmit antenna
for improved performance is suggested by [21]. Moreover,
researchers in [22] and [23] focused on improved TR pre-
filter and post-filter designs for improved transmission. Re-
searchers in [24] investigated the performance of the time-
reversal system in time-varying conditions using the first-order
autoregressive model.

B. Deep Learning for Channel Estimation

In the field of deep learning, several solutions regarding
MIMO inherent issues as well as channel estimation problems
are proposed by researchers [25], [26]. The key works in the
area of CSI feedback include [27] and [28], which explored
CSI encoding and multi-resolution CSI feedback, respectively.
Moreover, researchers in [29] investigated the impact of Cyclic
Prefix (CP) removal and variable-length pilots in Orthogonal
Frequency Division Multiplexing (OFDM) systems when deep
learning is applied for channel estimation and signal detection.
Similarly, in [30] a Deep Learning-based channel estimation
algorithm is proposed for the scenario when channels undergo
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both frequency and time selective fading. In [31], the au-
thors presented DL-based algorithm termed as ChannelNet
for channel estimation by considering the time-frequency
response of a fading channel as a 2D-image and further
applied Convolutional Neural Network (CNN) to estimate
the whole channel state. On channel prediction for FDD-
based massive MIMO systems, Yang et al. [32] investigated
the DL-aided uplink-to-downlink channel mapping function
in the FDD scenario. In a similar investigation by Yang et
al. [33], downlink CSI prediction for the users in different
environments is addressed by Deep Transfer Learning (DTL).
The research in [34] focuses upon DL-based optimization of
feedback and precoding of multiuser massive MIMO systems.
Similarly, the research in [35] investigates the use of DL
techniques for joint pilot design and channel estimation in
multiuser MIMO to minimize the mean square estimation
error of the channel. A common issue of the FDD and UWB-
based MIMO systems lies in cumbersome channel estimation
and its feedback that often faces degradation due to quan-
tization and delay. However, compared to other FDD-based
MIMO systems, the UWB systems are deployed in relatively
stationary channel environments and can benefit from a DL-
aided design that tackles channel corruption while minimizing
pilot re-transmissions. Although there is sufficient literature
on precoding, equalization, and ISI mitigation, the literature
still lacks a Deep Learning based system design that deals
with overall CSI imperfections. Our research concentrates on
the Deep Learning aided improvement of channel quality
at precoder and receiver (equalizer). Furthermore, a Deep
Learning assisted method of evaluating channel correlation and
correlation-dependent re-transmission of pilots in TR-UWB
MIMO system considering FDD scenario is also presented.

III. SYSTEM MODEL AND PROBLEM FORMULATION

In this section, we will first introduce the system model.
Then in subsequent subsections, we will elaborate on the
system under perfect and imperfect CSI cases as well as
narrate the problem addressed by our design.

A. System Overview

The block diagram of the TR-UWB MIMO system oper-
ating in FDD settings is shown in Fig. 1 (a). We assume an
equal number of transmit (Nt) and receive antennas (/Ng) in
the system model i.e., N7 = Nr = N. The transmitted data
taken from set {£1} is divided into N parallel data streams
for achieving MIMO Spatial Multiplexing (SM) gain. Each
data bit of these parallel streams has energy represented by
VEyp. The bits are then pulse shaped by the second order
Gaussian mono-pulse [13] and then modulated using Binary
Phase Shift Keying (BPSK) to form a signal s(t) = dp(t),
where d represents the data bit, p(¢) is the second order
Gaussian pulse given by

p(t) = [1—477 (t;tCﬂ () ()

p

where T}, is the pulse existing period and f. is the time
shift of the pulse. The pulse is normalized to unit energy
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Fig. 1. (a): Conventional TR-UWB MIMO system model with explicit feedback where Q(H) represents channel quantization and Dec denotes decoding
with no delay; and (b): PRp-net scheme, where deep neural networks are shown in red boxes. p-net represents a DNN that aids the estimator in keeping
track of the channel’s correlation and requests pilot re-transmissions while Py g7 and Py g — Ry g7 improve CSI accuracy at transmitter and equalizer,

respectively.

before modulation i.e., Ep = OTP p?(t)dt = 1. The measured

channels utilized in the model can be expressed using a tapped
delay-line model with L taps as follows

L—-1
h(t) = Y aid(t—m) 2)
=0

where « is the channel gain due to [-th ray within the cluster,
7; represent the corresponding delay, and d(t) is the unit-
impulse function. Moreover, a block fading channel is assumed
and the time variation of each channel block is governed by
first order auto-regressive model [10]

h(t) =ph(t —1)+ V1 —p*>v=ph(t—1)+o,v (3

where v represents noise in channel due to delay and approx-
imated as v« CN(0,1) and o, = /1 — p? governs the
channel variation rate.

B. Perfect CSI Case

We consider a TR-UWB MIMO system having perfect CSI
available at the transmitter, all the streams are transmitted
simultaneously by pre-filtering the input signal s(¢) with time-
reversed impulse response h(—t). To ensure zero ISI, the
pulse separation is kept greater than the delay spread of the
channel. The received signal y; at receiver j in TR-UWB
MIMO system is given by the expression

N
yi(t) =si(t) xhe;(t) + > sp(t)xheg;(t) +n;(t) 4)
k=1;k#i

where s;(t) and si(t) are the transmitted signals by the i-
th and k-th antennas, * represents convolution operation and
n,(t) is Additive White Gaussian Noise (AWGN) at receiver
j. Moreover, he represents the equivalent channel between
antennas indicated by its subscripts. The equivalent channel
response he(t) can be represented as

L—-1 L-1Z-1
he(t) = Hhy = Y afd(t) + > Y agad(t — (1 — 7))
=0 =0 z=0

(&)
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where
T h[0] 0 0
: h[0] 0
: 0
H= |p(L-1) (o] (©)
0 (L —1)] 0
0 0
L h{(L —1)]]

In (5), H is a Toeplitz matrix of dimension (2L — 1) x L,
ht is the time-reversed version of the channel of dimension
L x 1. It is important to note that the received signal contains
the auto-correlation of the channel impulse response for the
intended antenna and N — 1 cross-correlations of channel
impulse response due to streams generated for other antennas.
The N — 1 cross-correlations of channel impulse response
entitled “Multi-Stream Interference” (MSI) in literature. The
first term of the right-hand side (RHS) of (4) represents
the desired signal, and the second term is interference due
to streams intended for other antennas. By arranging the
signal transmitted by each antenna s(¢) in a column vector
x=[s1(t)----- sy (t)]T, the system model with perfect CSI
can be written in matrix form as

y =HHtx +n @)
where _ _ _
Hyy Hipo Hin
Hy Hyp ... Hoy
H= . ) ) . ®)
Hy, Hyy
and - - N
Hy; Hy Hy
H21 H22 PPN H2N
Hr=| . L : ®)
I:INl I:INN
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where
Th[(L — 1)] 0 0
h[(L —1)] 0
: 0
H=1| [ (L -1 (10
0 h0] 0
0 0
i no) |

Note that the elements of matrices Hr and H are arranged to
maintain convolution process with signal vector x. Moreover,
n represents the noise vector seen at all antennas approximated
by CN « (0,02). We define the energy of signal x as 02 =
E[xx!]. A simplified equivalent model of (7) can be written
in matrix form as

y=Hcx+n (11

where H,, is equivalent response of channel and time-reversal
filter given by H., = HHr. One important inference that
can be drawn from the MIMO channel matrix is the small
contribution of the MSI term due to uncorrelated channels
and that the MSI term appears as a noise-like signal for
unintended users. In the TR system, each antenna receives
only one dominant signal; however, multiplexing of a large
number of streams can adversely affect the performance, and
for this reason, equalization is required at the receiver.

C. TR-UWB MIMO with Imperfect CSI

In this subsection, a close-loop FDD system with imperfect
CSI at transmitter and receiver is considered. The transmitter
sends pilot symbols periodically to form an estimate of channel
ﬁj at each receiver j. All receivers quantize the estimated
channel and send back the index of the quantized channel
to the transmitter. A 31 bit pilot sequence in accordance
with IEEE 15.4a (Wireless Medium Access Control (MAC)
and Physical Layer (PHY) specifications) is utilized for the
estimation of a dense multipath channel. Let the observed
signal at j-th antenna be y; = Xh; + n;, where X is the
Toeplitz matrix of pilot symbol vector. The designed system
model utilizes Least Square h;, ; channel estimate and MMSE
channel estimate ]rAleM <p given by (13) and (14) respectively.

hjLs = (XHX)_leYj

(13)
h — R X" (XRu X" 4+021) 'y, (14

JMMSE

where Ry, is the statistical channel auto-correlation matrix, 0721 j

is the variance of noise n;. In P Rp-net model description only

distribution in agreement with [22] i.e., €css ~ CN (0, ag).
The error variance o2 is equal to mean square estimation error
given by

02 =Ry — Ry X"(XRp X" + 02, 1) 'Ry (15)
The estimated channel is encoded by a k-dimensional vector
quantizer whose codebook is generated using the Linde-Buzo-
Gray (LBG) algorithm [37]. The average distortion per sample
is denoted by ¢ and given by

1 & _
q= Z ;/57 p(z)d(x,c;)dx (16)

where ¢; represents the index of the codebook, p(x) is the
probability density function of the source, S; represent vector
quantizer partition set, d is distortion measure and P is total
number of partitions. The errors due to feedback channel
and noise are assumed to be diminished by introducing some
redundancy with Forward Error Correcting (FEC) code. The
quantization distortion is assumed to be Gaussian with zero
mean and o7 variance i.e., ¢ ~ CN(0,02). The net distortion
due to estimation and quantization will cause an error signal to
appear in the system, which can be assumed jointly Gaussian
due to the nature of quantization and channel error. The Signal
to Interference & Noise Ratio (SINR) x; at j-th antenna given
in (12) reveals that under imperfect CSI, two additional inter-
ference terms degrade the Signal to Noise Ratio (SNR) and
thus severely impacts the quality of reception. The problem of
minimizing the interference terms in (12) is addressed with the
help of a neural net-aided design that provides a more accurate
CSI to precoder and equalizer. Moreover, our work also
deals with a neural net-aided technique to detect the channel
variations leading to correlation-dependent transmission of the
pilot sequences. Let E1 be the error matrix in time-reversal
pre-filter H that appears due to estimation and quantization
errors. We can express the TR filter in this case as

Hr = Hy + Er. (17)

The received signal can be written as
y = I:qux +n (18)
where ﬂeq = HfIT. The detector calculates equivalent

channel response ﬁeqm = ﬂﬂT for equalization based on
channel information provided by estimator. The matrix H
is formed by utilizing estimated channel h;,,, .. from each
antenna j. The MMSE receiver in that case is given as follows

MMSE estimator will be elaborated in the interest of space. A B o2 -1 -
The error in MMSE estimator is assumed to have a Gaussian Wunise = chchqm + ;IN chm' (19)
Ep [he;;(t)]?
- u[he, (1) )
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N N
Eplhe;;(t)]2(02 + 02) + Eb D p_ s hers (0)]2 + Eb D041 [her; (H)]? (02 + 02) + o7
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IV. DEEP LEARNING AIDED DESIGN

This section will discuss a deep learning-aided technique
for addressing the performance degradation issues, as well as
empowering our system to use correlation-dependent trans-
mission of the pilot sequence so as to transmit more user data
instead of pilots.

A. Neural Network Augmented System

The previous section’s discussion highlights that TR-UWB
MIMO system performance suffers from channel imperfec-
tions at the precoder and equalizer. This deterioration in
precoder and equalizer calls for a compensator to improve
the SNR. The proposed novel deep learning framework that
serves the mentioned purpose is shown in Fig. 1(b). This
design is comprised of three fully connected (FC) neural
networks, the first at the precoder denoted by Pngr, the
second at the receiver denoted by Rygr, and the last one
connected to the correlation estimator denoted by pxgT. These
three neural networks are collectively dubbed P Rp-net. The
neural network at the precoder, i.e., PNy, is added to achieve
better CSI quality, whereas RygT at the receiver provides a
more accurate equivalent channel estimate for equalization.
Please note that the pre-trained Pygr is plugged as input to
RxgT to aid in estimating the equivalent channel. The pngT
serves to counter noise in estimating the channel correlation
p from data symbols that appeared in the system due to
channel variation. The neural networks augmented to the
system employ feed-forward fully connected design with L

[ a1

Precoder

FC
P-net 80
60
60
4 .
Offline training ! Online mode

layers, including one input layer, L — 2 hidden layers, and
one output layer. The Rectified Linear Unit (ReLU) given
by function f,.(xz) = max{0,z} is utilized as the activation
function. Moreover, for each data sample v where v = 1,2...V,
the standard mean square error is taken as the loss function
and given by

v
MSE =237 [0() ~ () 20)
v=1

where O(v) and I(v) represent the output and input values
of training datasets, respectively. The output and input to the
neural networks are depicted in Fig. 2. The offline training
of P-net, R-net, and p-net are shown in black lines, while
the red dotted lines represent online mode. These neural nets
are first trained with simulated data in an offline manner, and
then these neural networks can be utilized to improve the
precoder, equalizer, and correlation estimator. The quantized
channels and estimated equivalent channels act as input at the
precoder and receiver, whereas the output is a perfect CSI
dataset for training. The p-net is trained to provide a mapping
between initially estimated parameter p;,; and actual channel
correlation p. In all cases, the perfect CSI indicates the actually
measured channels that are utilized as ground truth. Assuming
the residual error, Ep in precoder matrix ﬂp, the new precoder
matrix can be modeled as

Hp = Hr + Ep 21)

where Ep ~ CN(0,Cp) and Cp = E[EpE!]. The MMSE
equalizer utilizes the updated weight matrix Wiynsg—r that

|.||:|p A, ———»‘Equahzer

x
T
|
|

FC

R-net | 7g
30

[
i
|

Offline training Online mode

AH
P

o _FE

Offline training

Pilot
Retransmission

Puni }4—{ Estimator ‘
e —

Online mode

Fig. 2. PRp-net: The input and output of PRp-net is shown in offline (black lines) as well as online (red-dotted lines) modes. FC represents the fully-connected
feed-forward neural network and number of neurons per layer are shown adjacent to it.

TABLE I
P, R AND p-NET DESIGN

[ Estimator | Neural Net [ L-2 [ Neurons / Layer | Optimizer [ MSE-Initial | MSE-Post DL |
Least Square P-Net 3 40,40,20 Adam 2.75 x 1079% | 4.30 x 1077
R-Net 3 70,30,20 Levenberg-Marquardt | 2.03 x 10792 9.60 x 103
MMSE P-Net 3 80,60,60 RMSProp 4.0 x 10796 [ 3.90 x 10797
R-Net 2 70,30 Levenberg-Marquardt | 3.70 X 10~ 3 4.62x 10~ %
p-Net 2 5,5 Levenberg-Marquardt 9.2 x 1073 230 x 108
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has more accurate channel information delivered to it by R-Net
is given as

o o2 -t
WrMSE-R = (HEHR + JgIN> HE (22)

x

where Hp, is the output of R-net. We also assume
Hg = Heq + Eg (23)

where Eg ~ CN(0,Cg) and Cr = E[(EREL]. The Matlab
and powerful Tensorflow DNN libraries are utilized for de-
signing neural networks. Several algorithms like Levenberg-
Marquardt, Adam, and RMSProp were tested while designing
the PRp-net [38]. Experiments on the small-sized networks
have shown that Levenberg-Marquardt reaches a lower loss
value in a similar number of iterations as Adam and RMSProp.
Furthermore, the state-of-the-art optimizer like Adam has
shown superiority on comparatively larger networks. Table
I provides more details on the P-net, R-net, and p-net. We
experimented with more complex and higher-dimensional deep
neural networks than those shown in Table I, however, no obvi-
ous performance improvements were observed. It is important
to note that P-net only serves to compensate the quantization
error as the channels with the minimum mean square error are
provided by the MMSE estimator.

B. Time-Varying Case

A technique to detect the channel variation in time-varying
cases will be elaborated in this sub-section. In the relatively
stationary environments (that are very common in cases
where UWB multi-antenna systems are deployed), conven-
tional channel estimation that relies on pilot re-transmissions
can benefit from detecting channel correlation (and hence
not requiring pilot re-transmissions for longer time periods),
leading to more useful user data transmission in the same
transmission time. Remember, the block to block channel
variation is modeled using (3), now we assume that the channel
varies within the same block, which causes the "outdated
precoding" of the signal and thus imperfect beam-forming.
The time-varying channel can be characterized by the channel
correlation p and a random noise matrix. First we rewrite the

model presented in (18) in context of P Rp-net
y = HHpx + n. (24)

The time varying channel representation of channel H is given
by Hy and can be written as

Hy =pH+/1—-p2N 25)

where N is noise matrix with N ~ CN(0, 1). So (24) becomes

y = HNI:Ipx + n. (26)

Let x be the detected vector at the output of MMSE equalizer
given by

2
A RS OIS o 1
% = Wanise—ry = (HRHR + —5Iv) Hiy. (@7

The orthogonality principal states

Eley"] =0 (28)
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where error in detection e = X — x. Plugging in (26) and (27)
in (28) leads to

E [WMMSE—R] 0'12/ = E[X(HNﬂPX + I’I)H] (29)

Using independence between channel, input bit stream and
noise i.e, HyHp L n L x also E[n!!] = 0, E[xx!] = ¢2, in
(29) leads to

E [Whuse-r] 02 = o2 E(HyHp)™. (30)

Plugging in the value of Hy and Hp from (25) and (21),
further more utilizing expected value of channel H taken
constant over a single block (block fading channel), and
E[Ep] = E[N] = 0, the last expression becomes

E [Wumwuse-r] 0 = o2 (pHYH"Y) . (31)

By substituting value of Hq in (31), the new expression can
be written as

E [Wyuse-r] 0 = po2HY,. (32)

X

To evaluate expected value of Wyivisg—r, we denote % =

2
Z—E, where P, is the SNR, so

PPN I N
E[Wumse-r] = E {(HEHR + ]iv)ng] : (33)
By simplifying we get
E[Wause-r| = B E {([ﬂg]_l + PstR)_l} N )

Applying the Binomial Inverse Theorem [36] on R.H.S of (34)
leads to

— P,E [l - pH(I+ PsﬁRﬂg)*lﬂRﬂg] . (39)

To simplify the inverse term we use an approximation well
suited for TR-UWB MIMO systems. i.e, (I+PHrHE) ~
I+FI

E[Whivss_r] ~ P E [(ﬂg - Psﬂg(upsl)lﬂRﬁgJ
(36)

. P, s A
~ P.E {(HE - (HP)Hg(I) 1HRH§} . 3D
We denote the scaling factor P, = ﬁ. Plugging in value

of I:IR from (23)

~ PE[HL, +EY) — P, HLH HE + H EgHE,

+ERH HY, + ERERHY, + H} Ho ER

+H{ EREj + ERHER + ERERER]].

(38)

Utilizing E[EY] = 0 and E[EREL] = Cg, and E[E}]? = E2?
with assumption that error matrix elements are independent of
each other, EZ is diagonal matrix with error variance at diago-
nal elements, furthermore by ignoring the term Eff ERE}; due
to its very small contribution, (38) can be evaluated as

E [Wunse-r] ~ PBHL, — Py [HE Ho HE, + He E?

q

+2H{;, Cg].

(39)
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By pluging (39) in (32), pin; can be evaluated as
~ [ 23pH -1 H H H 2
Pini ~ [UxHeq] [PSHeq - P [Heququ + Hqui

q

+2H{ Crllo;.

The above equation gives an initial estimate of channel cor-
relation pi,i. The estimation of parameter pi,; that is derived
using orthogonality condition is valid only for the MMSE case;
thus, in the case of channel variation, the estimation of p;,; is
affected by an addition noise. To mitigate the effect of channel
variation in the estimation of p, we employ a neural network
(p-net) which can map our initially estimated parameter pin;
to the actual parameter p. The details of the p-net design are
furnished in Table I. The receiver’s ability to detect channel
variations consistently based on the received data enables
it to request pilot re-transmission via feedback link when
channel variation degrades the SNR beyond a certain degree.
A reduction in pilot transmission can be availed so that more
user data can be transmitted by implementing correlation-
dependent transmission instead of regular transmission of the
pilot sequence.

(40)

V. SIMULATION RESULTS

The measurement of channel responses used in simulations
is conducted in an indoor 14m x 8m office environment. The
channel frequency responses in the range of 0.7 to 6 GHz
are measured using a Vector Network Analyzer (VNA) with a
frequency resolution of 3.3 MHz. For the transmitter and the
receiver, we use wide-band conical mono-pole antennas placed
at the height of 1.5 m from the floor in a non-line of sight
configuration. Using a precision positioner system, the receive
antenna is moved over a rectangular surface (of dimension
65cm x 40cm) with a spatial resolution of 2.5cm and Scm for
the two axes of the horizontal plane. Measuring the frequency
response between the transmit and receive antenna, the time-
domain channel impulse response is computed using inverse
Fourier transformation. More details can be found in [10]. The
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simulations consisted of the transmission of binary symbols
over the multi-antenna system having N = 4 transmitter
and receiver antennas. In all simulations, the estimation and
quantization quality is kept fixed for a fair comparison by
assuming the same SNR of 8 dB during the pilot sequence
transmission, while 8 bit vector quantizer is employed to
quantize the estimated channels. The ablation study of the
proposed network is performed using Least Square (LS)
estimator in Fig. 3. A block fading channel with p = 1 within
the block is assumed in this simulation; moreover, the regular
transmission of pilots after each block is considered. The bit
error rate is evaluated by Montecarlo simulations using 10000
random channel realizations at each SNR. It is evident from
the results that the imperfection in CSI caused by estimation
and quantization errors degrades the system’s performance
severely. We notice that the induction of P-Net provides a
limited improvement in the conventional MIMO system by
reducing the error floor slightly below 10~2, whereas the R-
net alone performs slightly better. The combination of PR-
net significantly improves the performance as it achieves a
benchmark error floor of 1072 at 16 dB SNR.

We compare the performance of the proposed deep learn-
ing aided PRp-net MMSE method with the state-of-the-
art conventional and Deep Learning approaches in terms of
BER in Fig. 4. We selected the image restoration network-
based channel estimation technique elaborated in [31] for
comparison as research literature is vacant concerning DL-
based investigations in this domain. A block fading channel
with p = 1 within the channel block and regular transmission
of pilots is assumed. The proposed DL-aided P Rp-net MMSE
method consistently produced the lowest BER compared to all
other techniques. It outperforms MMSE ordered successive
interference cancellation [16] by a margin of approximately
2 dB at the SNR of 14 dB, and in comparison with Deep
Learning estimation, [31], the suggested P Rp-net beats the
proposed image denoising technique as it only involves im-
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Fig. 4. PRp-net MMSE estimator comparison.
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proved channel estimation at receiver. Similarly, the advantage
of the proposed design is evident in comparison to COVQ [10]
that only combats feedback channel noise. The results also
show that we can achieve a performance close to perfect CSI
by carefully designing PR-net.

To determine a suitable pilot re-transmission period, which
depends upon the SNR degradation with channel variation, we
assume a time-varying channel, i.e., p # 1 within a block, and
evaluate its impact on the bit error rate in Fig. 5. The BER
for different values of o, reveals that the variation in channel
severely impacts performance. These results indicate that there
is a graceful degradation in performance for o, = 0.044 which
achieves a benchmark of 10~2 at 13 dB SNR approximately.
For improvement in the estimation of parameter p;,; evaluated
in (40), a deep neural network (p-net) is employed. In Fig.
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6, we compare the simulation curves of actual, initial, and
improved correlation values versus o, which represents the
channel variation rate. There is an increment in estimation er-
ror of parameter pi,; as the o, increases because the equalizer
is unaware of the channel variations. The variations in different
instants of p;,; were almost negligible as the calculation of pjy;
depends upon expected values. Due to the small variations, p-
net reduced the estimation error significantly with only a few
neurons. The results indicate a good agreement between the
actual and improved estimates.

VI. CONCLUSION

In this paper, we proposed a deep learning-based novel
model for precoder and equalizer error compensation in the
TR-UWB MIMO system under an imperfect CSIT case. More-
over, a deep learning-aided channel tracking method and a
pilot reduction strategy are also proposed. The proposed P Rp-
net model’s bit error rate is evaluated using the Monte Carlo
method utilizing multiple estimators on measured channel
responses. The results suggest that the P Rp-net aided system
outperforms the conventional signal processing and recent DL-
aided methods significantly. The proposed approach has also
shown resilience in fast time-varying channel conditions as
long as the channel does not decorrelate beyond a certain de-
gree. Our analysis suggests that the proposed system with three
distinct pre-trained neural networks has a lower computational
load and complexity as compared to advance channel tracking
algorithms; thus, it can easily be deployed to keep the legacy
close-loop FDD systems alive.
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