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Background: Preliminary Results: 

When approaching a clustering problem, choosing 
the right clustering algorithm and parameters is 
essential, as each clustering algorithm is proficient 
at finding clusters of a particular nature [1]. Due to 
the unsupervised nature of clustering algorithms, 
there are no ground truth values available for 
empirical evaluation, which makes automation of 
the parameter selection process through 
hyperparameter tuning difficult [1]–[3]. Previous 
approaches to hyperparameter tuning for clustering 
algorithms have relied on internal metrics, which 
are often biased towards certain algorithms, or 
having some ground truth labels available, moving 
the problem into the semi-supervised space [2]–[4]. 

The framework was applied to compare three 
clustering algorithms and a variety of parameters 
for persona development. A total of 16 algorithm 
and parameter combinations were considered by 
the framework. Of the 16: 

- 6 were quickly ruled out by the internal
metrics and meta criteria

- 4 were ruled out by the graphs
- Leaving 6 for domain-specific evaluation

The algorithm and parameter combination found 
most appropriate during the domain-specific 
evaluation contradicted the results of a completely 
automated method based on internal metrics. 

The Framework: 
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The preliminary results show that a semi-automated 
hyperparameter tuning framework for clustering 
algorithms facilitates efficient domain-specific 
evaluation that can produce results relevant to the 
given problem area.    
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map of algorithms 
and parameters that 
are used to perform 
an exhaustive grid 
search across all 
possible algorithm 
and parameter 
combinations.
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ts A range of outputs are 
generated for each 
algorithm and 
parameter 
combination that 
includes, internal 
metrics and meta-
criteria, a graph 
representing each 
cluster centroids, and 
a csv of the full 
results. 
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n The outputs are then 
used to guide 
domain-specific 
evaluation. This is 
essential as cluster as 
the determinates of 
cluster quality often 
depend on use case.

This preliminary study proposes a 
semi-automated framework for the 
hyperparameter tuning of clustering 
algorithms, using a grid search to 

develop a series of graphs and easy 
to interpret metrics that can then be 

used for more efficient domain-
specific evaluation. 
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