
ResearchOnline@JCU  

This is the author-created version of the following work:

Wedding, Corey, Gomez, M.A., Woods, C.T., Sinclair, Wade, and Leicht,

Anthony (2022) Effect of match-related contextual factors on positional

performance in the national rugby league. International Journal of Sports

Science & Coaching, . (In Press)

 

Access to this file is available from:

https://researchonline.jcu.edu.au/73560/

© The Author(s) 2022.

Please refer to the original source for the final version of this work: 

https://doi.org/10.1177%2F17479541221092525



1 

Effect of match-related contextual factors on positional performance in 

the National Rugby League 

C. Weddingab*, M. A. Gomezac, C. T. Woodsad, W. H. Sinclairab, and A. S. 

Leichta 
aSport and Exercise Science, James Cook University, Townsville, Queensland, Australia 
bNorth Queensland Cowboys Rugby League Football Club, Townsville, Queensland, Australia 
cFaculty of Physical Activity and Sport Sciences –INEF, Polytechnic University of Madrid, 
Madrid, Spain 
dInstitute for Health & Sport, Victoria University, Melbourne, Australia 

Corey Wedding, Sport and Exercise Science, James Cook University, Townsville, Queensland, 

Australia 

Email: corey.wedding@my.jcu.edu.au 

 

Word count: 3064  

Tables:  1 

Figures: 4 

 

ORCIDs: 

Corey Wedding: 0000-0001-5070-2869 

Carl Woods: 0000-0002-7129-8938 

Wade Sinclair: 0000-0002-0125-0111 

Miguel A. Gomez: 0000-0002-9585-3158 

Anthony Leicht: 0000-0002-0537-5392 

Twitter: 

Corey Wedding: @CoreyWedding 

Carl Woods: @CarlWoods25 

Wade Sinclair: @WadeHSinclair 

Miguel A. Gomez: @magor_2 

Anthony Leicht: @ASLeicht23 



2 

Effect of match-related contextual factors on positional performance in 1 

the National Rugby League 2 

Abstract 3 

Objectives: To examine the effects of match-related contextual variables on 4 

positional groups and success in the National Rugby League (NRL). Methods: 5 

Data relating to match location, match outcome, quality of opposition and match 6 

type (absolute score differential) from all matches across the 2015-2019 NRL 7 

seasons were collected, in addition to 14 previously identified Factors (technical 8 

performance indicators). A decision tree, grown using the Exhaustive Chi-square 9 

Automatic Interaction Detector (CHAID) algorithm, was used to model the effect 10 

of each of these match-related contexts on positional contribution according to 11 

match outcome. Results: The accuracy of the exhaustive CHAID model in 12 

explaining the influence of positional groups on match outcome was 66%. The 13 

model revealed four primary splits: interchange forwards, utility backs, adjustables 14 

and a group containing the remaining three positional groups (forwards, backs, and 15 

interchange). Conclusions: Results suggest that interchange forwards, utility 16 

backs and adjustables could have a definitive role within the team compared to the 17 

remaining positional groups in determining match outcome. In contrast to team-18 

level research, there is a greater emphasis on the importance of defensive actions 19 

(e.g. try causes, tackles made) at a positional level then attacking performance 20 

indicators. The moderate classification accuracy justifies the use of this approach 21 

for examination of the interactions between match-related contextual variables, 22 

performance indicators and positional groups.  23 

Keywords: Team sports; sport analytics; performance; match analysis; football; playing 24 

position 25 
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Highlights 26 

• Unique contributions of positional groups to overall team success in elite 27 

rugby league were identified, with interchange forwards, utility backs and 28 

adjustables each exhibiting a more definitive team role than others. 29 

• Contrasting to team level research, defensive actions and poor attacking skill 30 

influenced match outcome greater than other performance indicators. 31 

• Consideration of the complex interactions between match-related contextual 32 

variables, performance indicators and positional groups may provide practical 33 

insight for coaches in regards to training design, player selection and game 34 

tactics. 35 

  36 
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Introduction 37 

The capture and analysis of technical performance indicators (PI) in team-sports 38 

has been widely investigated (Lord, Pyne, Welvaert, & Mara, 2020), with these works 39 

adding value to the understanding of competition trends and to support decision making. 40 

For example, research in Australian Football (Greenham, Hewitt, & Norton, 2017; 41 

Woods, Veale, Fransen, Robertson, & Collier, 2018; Woods, Veale, Collier, & 42 

Robertson, 2017), basketball (Sampaio, Drinkwater, & Leite, 2010; Zhang et al., 2017; 43 

Zhang et al., 2018) and soccer (Aguado-Méndez, González-Jurado, Callejas-Jerónimo, & 44 

Otero-Saborido, 2020; Bush, Barnes, Archer, Hogg, & Bradley, 2015) has identified 45 

various PIs, such as number (or type) of passes, scoring opportunities, tackles made, score 46 

assists and errors, that differentiate positional groups and supports the development of 47 

training and match-strategies important for success. 48 

In Rugby League, similar research has examined the various positional 49 

requirements of players during game play (Bennett et al., 2016; Sirotic, Knowles, 50 

Catterick, & Coutts, 2011; Wedding, Woods, Sinclair, Gomez, & Leicht, 2020). This 51 

work has identified that forwards, hookers and halves complete more tackles per minute 52 

than backs (and full backs), while forwards complete a greater number of offensive and 53 

defensive actions compared to backs and adjustables (halves, hooker and fullback) 54 

(Bennett et al., 2016; Sirotic et al., 2011). More recently, Wedding et al. (2020) identified 55 

two additional positional groups (interchange forwards and utility backs) using an 56 

unsupervised classification technique (two-step clustering) – complementing the four a 57 

priori positional groups of adjustables, backs, forwards and interchange – supporting the 58 

design of positionally-focused practice designs in Rugby League. Whilst such work has 59 

been important for understanding differences between playing positions, research is yet 60 
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to explore how these positional groups change their contribution to match success based 61 

on match-related contextual factors. 62 

Several studies in team sports have explored the effects of match-related 63 

contextual variables, such as match location (Almeida, Ferreira, & Volossovitch, 2014; 64 

Courneya & Carron, 1992; Gomez, Lorenzo, & Barakat, 2008), quality of opposition 65 

(Almeida et al., 2014; Woods, Sinclair, & Robertson, 2017) and score differential (match 66 

type) (Sampaio & Janeira, 2017; Sampaio, Lago, Casais, & Leite, 2010; Teramoto & 67 

Cross, 2010) on match outcome. These match considerations have enabled performance 68 

analysts (and subsequently coaching staff), to better understand successful team 69 

performance across a range of contexts. Notably, the PIs important for distinguishing the 70 

characteristics of positional groups across a range of match-contexts in soccer were 71 

recently examined (Yi et al., 2020). The authors reported that the quality of opposition, 72 

match outcome and quality of opponent produced the strongest effects on players’ 73 

performances, highlighting the need for further consideration of these match contexts 74 

when examining or evaluating player performance (Yi et al., 2020). Whilst similar 75 

research has been conducted in Rugby League (Parmar, James, Hughes, Jones, & Hearne, 76 

2018; Wedding, Woods, Sinclair, Gomez, & Leicht, 2021b), the influence of different 77 

match-contexts, and the subsequent impact on positional groups’ performance and match 78 

outcome, have yet to be determined. The aim of this study was to examine the effects of 79 

different match-related contexts and positional groups on match outcome in the National 80 

Rugby League (NRL). 81 

Methods 82 

Data was collated from a licensed central database (Analyzer; The League 83 

Analyst, Version V4.14.318) and consisted of 1,005 matches across five seasons in the 84 
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NRL (2015-2019). By focusing on this 5-year sample, the current study was able to build 85 

on work, in which technical performance indicators (Fernandez-Navarro, Fradua, 86 

Zubillaga, Ford, & McRobert, 2016; Parmar, James, Hearne, & Jones, 2018; Wedding, 87 

Woods, Sinclair, Gomez, & Leicht, 2021a) and positional groups (Wedding et al., 2020; 88 

Zhang et al., 2018) have previously been identified via unsupervised clustering 89 

techniques. Additionally, the significant impact of COVID-19 and rule changes during 90 

the 2020 NRL season rendered the data for that season too heterogeneous for inclusion.  91 

Guided by previous research (Wedding et al., 2020), we classified technical PIs 92 

into 14 Factors (via a data reduction method – principal component analysis, PCA), which 93 

could then be used to best describe the technical characteristics of positional performance 94 

(Table 1). Positional groups utilised for this study were previously identified via 95 

unsupervised classification and were categorised as backs, forwards (middle and edge 96 

forwards), interchange forwards, adjustables (halves, fullback and hooker), interchange, 97 

and utility backs (see, Wedding et al., 2020 for further insights). Further, the addition of 98 

match-related contextual variables of included below were guided by similar studies in 99 

RL (Parmar, James, Hearne, et al., 2018; Wedding et al., 2021b): 100 

• Match location (Home / Away / Neutral),  101 

• Match type (absolute score margin calculated as |team score – opposition score|), 102 

• Quality of opposition (end of season ladder position) 103 

Match outcome was coded for Wins and Losses, with matches ending in a draw (n = 104 

4) omitted from analyses. Quality of opposition was defined by whether teams reached 105 

the finals (i.e., finished the season in the ‘top eight’) in that respective season (Lago, 106 

2009). For example, if a team that made the finals played a team that did not, then the 107 
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quality of opposition was defined as ‘worse’. Similarly, for a match where both teams did 108 

not make finals that season, the quality of opposition for both teams was considered as 109 

‘balanced’. All data was collated and analysed in accordance with approval from the local 110 

Human Research Ethics Committee (H7376).  111 

[INSERT TABLE 1 ABOUT HERE] 112 

Statistical analyses 113 

Data was modelled using two-step cluster analysis followed by classification and 114 

decision trees, grown using the exhaustive Chi-square automatic interaction detection 115 

(CHAID) algorithm. Two-step cluster analysis was used to identify different match types, 116 

with the ‘optimal’ number of clusters determined via the Schwartz’s Bayesian 117 

Information Criterion (Wedding et al., 2021b; Wendler & Gröttrup, 2016). Given the 118 

nature of the other response variables, cluster analysis was not required prior to further 119 

analysis. The Silhouette coefficient (≥ 0.7) was used to measure cluster cohesion and 120 

separation in order to determine the “goodness” of the clustering (Norusis, 2011; Wendler 121 

& Gröttrup, 2016). Further, similarity between clusters was calculated using log-122 

likelihood distance measures (Norusis, 2011).  123 

Exhaustive CHAID was used to identify how the performance of positional 124 

groups effected match outcome, using various response variables (i.e., match location, 125 

match type and quality of opposition) and previously identified Factors (Cui, Liu, Liu, & 126 

Gomez, 2019). Match outcome was the dependent variable with the first 127 

categorisation/split forced for playing position(s) to enable subsequent CHAID results to 128 

clarify how winning and losing could be influenced by positional groups. The following 129 

criteria assisted the build of the model: (i) maximum number of iterations was 100, (ii) 130 

statistical significance was set to p < 0.05, (iii) Pearson’s Chi-square values were used to 131 

detect the relationship(s) between independent variables, (iv) the minimum change in 132 
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expected cell frequencies was 0.001, and (v) the Bonferroni method was used for 133 

significant value adjustments (Cui et al., 2019). Additionally, the risk of misclassification 134 

was calculated as a measure of the reliability of the model using cross-validation of 10 135 

training splits (Cui et al., 2019; Schnell, Mayer, Diehl, Zipfel, & Thiel, 2014). 136 

Results 137 

Two-step cluster analysis identified four match types (average silhouette 138 

coefficient = 0.7) as follows: 139 

• ‘Close’ (34.8% of all matches, absolute points margin = 3.2),  140 

• ‘Balanced (34.4%, absolute points margin = 11.5), 141 

• ‘Unbalanced’ (22%, absolute points margin = 22.6) and, 142 

• ‘Runaway’ matches (8.8%, absolute points margin = 35.6).  143 

Descriptive statistics were compiled for each position group per each response 144 

variable (see Supplementary Tables 1-4). Exhaustive CHAID revealed an average 66% 145 

classification accuracy for match outcome using positional group performance (i.e., wins 146 

were classified at 71.7% and losses at 60.3%). The independent variables included in the 147 

model were: positional groups, quality of opposition, match type, try causes, defensive 148 

decisions, handling errors and match location. The model grew a total of 58 nodes (41 149 

terminal nodes), which given the size of the tree, was split into four separate trees 150 

beginning with the first positional group split (or combined positional groups). For 151 

example, Figure 1 (Node 1, playing position = forwards, interchange and backs) was the 152 

only tree split that featured more than one positional group as part of the first partition. 153 

Node 1 was then split by quality of opposition, where the likelihood of winning against 154 

‘Better’ opposition was 25.1% (Node 5), compared to 48.8% (Node 6) and 74.6% (Node 155 

7) when competing against ‘Balanced’ and ‘Worse’ opposition, respectively. Continuing 156 
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from Node 7 (quality of opposition = ‘Worse’), the tree was then split by match type with 157 

the greatest likelihood of winning (92.9%) occurring in Node 27 (match type = 158 

‘Runaway’), and the lowest at Node 28 (66.3%; match type = ‘close’). 159 

[INSERT FIGURE 1 ABOUT HERE] 160 

Figure 2 (Node 2) depicts the tree for utility backs and was first split by quality of 161 

opposition, where the likelihood of winning against ‘Better’ opposition was 46% (Node 162 

8), compared to 68.3% and 80.4% when competing against ‘Balanced’ and ‘Worse’ 163 

opposition, respectively. Continuing to the left of the tree, Node 8 was then split by 164 

‘Defensive Decisions’, whereby the likelihood of winning dropped to 29.6% when Utility 165 

Backs produced ≤ 0.63 ‘Defensive Decisions’ (Node 30), but improved to 65.2% when 166 

producing >0.63 ‘Defensive Decisions’ (Node 31). 167 

[INSERT FIGURE 2 ABOUT HERE] 168 

Figure 3 depicts the tree for interchange forwards (Node 3) and was first split by 169 

quality of opposition. When facing ‘Better’ opposition, the likelihood of winning dropped 170 

to 21.4% (Node 11) whereas it increased to 72.5% (Node 13) when facing ‘Worse’ 171 

opposition. Continuing further down the left-hand side of this tree, Node 11 was split by 172 

‘Try Causes’. When Interchange Forwards committed fewer try causes (≤ -0.56, Node 173 

39) against ‘Better’ opposition, their likelihood of winning improved from 21.4% to 174 

36.6%. However, the greater the number of ‘Try Causes’ that these players made, the less 175 

likely they were to win games; Node 40 (‘Try Causes’ >-0.55, <0.59) success rate 176 

dropped to 25.4%, while for Node 41 (‘Try Causes’ >0.59), the likelihood of winning 177 

dropped to 11.5%.  178 

[INSERT FIGURE 3 ABOUT HERE] 179 

Finally, Figure 4 depicts the tree for adjustables (Node 4) that was first split by 180 

quality of opposition, with a winning probability of 26.3% when competing against 181 



10 

‘Better’ opposition, which dropped to 76.1% when competing against ‘Worse’ 182 

opposition. Continuing to the right of Node 4, to Node 16 (quality of opposition = worse), 183 

data was further split by match type. For example, when adjustables competed against a 184 

‘Worse’ opposition during ‘Runaway’ matches, the probability of winning was 93.9% 185 

compared to 66.9% during ‘Close’ matches. This combination of PIs led to the highest 186 

probability of winning for the adjustables’ positional group. 187 

[INSERT FIGURE 4 ABOUT HERE] 188 

Discussion 189 

 This study investigated the effects of different match-related contextual variables 190 

on positional groups and the likelihood of success (match outcome) in the NRL. Results 191 

showed that forwards, interchange players and backs were grouped together, exerting 192 

similar influences on match outcome irrespective of match context. Conversely, 193 

interchange forwards, utility backs and adjustables might have a more definitive role in 194 

match outcome, as seen in the resulting trees. Similar findings have been noted elsewhere 195 

(Bennett et al., 2016; Sirotic et al., 2011; Wedding et al., 2020), but work had yet to 196 

compare the relative contribution to overall team performance, as done here. The findings 197 

that specific positional groups have relatively (dis-)similar contributions to team 198 

performance could have several implications for coaching staff, particularly with respect 199 

to team selections. For example, by improving the ‘catch-pass’ of utility backs – thereby 200 

assisting with a potential reduction in the frequency at which ‘Handling Errors’ may occur 201 

– a team could improve their likelihood of success beyond 54% (Figure 2; node 35) to as 202 

much as 84% (Figure 2; node 34).  Similarly, a defence-orientated coach may interpret 203 

the same finding such as that by increasing defensive pressure on utility backs – thereby 204 

potentially increasing ‘Handling Errors’ – an opposing team may increase their 205 
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opportunity to be successful. Whilst acknowledging ‘Handling errors’ rely on a number 206 

of additional variables; the aforementioned examples provide an illustration of the 207 

practical applications achievable from the current findings. Interestingly, the three 208 

individually split positions include key position (adjustables) and interchange players 209 

(interchange forwards and utility backs), which would mean the decision-making 210 

regarding team selection, particularly around these positions, is even more important for 211 

team performance. Further, it would suggest that positional-specific training also may be 212 

important for improving the overall team success – namely, utility backs improving 213 

defensive decisions or interchange forwards working on their defensive movements and 214 

decision making to prevent try causes. Our point here is that by understanding that these 215 

positional groups can have an impactful influence on team success, coaches can carefully 216 

design task-specific training activities, select certain players to fulfil roles and plan 217 

innovative playing strategies. 218 

It was interesting to note the omission of attacking variables from the final model, 219 

with defensively related variables seeming to have a greater influence on match outcome. 220 

Research had suggested that attacking PIs such as try assists, run metres, offloads and 221 

line breaks provided the greatest explanation for match outcome (and ladder position) in 222 

the NRL from a team level (Woods, Sinclair, et al., 2017), findings which have been 223 

supported by other recent team level studies of RL (Parmar, James, Hearne, et al., 2018; 224 

Parmar, James, Hughes, et al., 2018; Wedding et al., 2021a). Whilst research has 225 

identified that manufacturing scoring opportunities enhances the likelihood of success 226 

(Woods, Sinclair, et al., 2017), the current results highlighted that reduced errors in both 227 

attack and defence are more important from a positional level. Our findings indicate that 228 

it would be beneficial for teams to focus on position-specific, defensive activities during 229 

training to aid overall team success. For example, if improving the defensive decisions 230 
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(Factor 11; intercepts and missed tackles) of Utility Backs (Figure 2) can improve the 231 

likelihood of winning from 29.6% (node 30) to 65.2% (node 31), then performance 232 

preparation frameworks could prioritise the decision making and tackle selection of such 233 

players. This would also support the results of previous research, which highlighted that 234 

in conjunction with maintaining possession and generating scoring opportunities, 235 

defensive efficiency was important for team success in the NRL (Wedding et al., 2021a).  236 

The results of the exhaustive CHAID highlighted that the response variables 237 

chosen for this study had a greater influence over the positional influence on match 238 

outcome than any of the technical skill metrics previously reported (Wedding et al., 239 

2020). This indicates that additional analyses could be used to enhance our current 240 

understanding of the relationship(s) that might exist between the technical performance 241 

of various positional groups and how this may influence match outcome, as at present, 242 

just three of the fourteen PIs were retained in the model. Although, the model does 243 

provide novel insight into how different positional groups, PIs and response variables 244 

interact to influence team performance. Further to this, the interpretations of these insights 245 

may then be dictated by the style of play for a specific team, or whether it is being viewed 246 

from the perspective of an offensive or defensive oriented coach (as per previous 247 

examples above). Nevertheless, the model outputs can offer interpretable insight for 248 

coaches in understanding how different PIs (and contextual factors) contribute to 249 

positional and team performance, enabling tactical insight for coaching and performance 250 

staff, specifically regarding team selections, training and game-planning.  251 

This study is not without limitations that require brief recognition. Firstly, it is 252 

worth considering that different clubs each have a unique way of playing and thereby will 253 

inherently utilise their personnel differently. The results of the study offer an abstract and 254 

generalisable insights, however the nuanced interactions (e.g. manipulating play the ball 255 
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speed in defence to reduce the likelihood of opposition teams scoring) that may occur at 256 

a team level may be more practical, which may require further investigation. Secondly, 257 

given recent rule changes introduced in the 2020/21 seasons (e.g., ‘six again’ and reduced 258 

scrums), and the varying implications of COVID-19, it is possible that the way in which 259 

different positional groups are utilised has changed relative to the sample used within this 260 

study. It would be interesting for follow up work to, therefore, explore differences in 261 

competition trends before and following COVID-19 restrictions. Thirdly, the data utilised 262 

in this study was discrete, and thus insights should be made relative to its nature. The 263 

addition of spatiotemporal data, for example, may add further depth to what was offered 264 

here through the consideration of context surrounding the noted action. 265 

Conclusion 266 

This study modelled the relationship between match-related contextual factors on 267 

positional performance and match outcome in the NRL. A moderate level of classification 268 

accuracy was observed, justifying the use of this approach for further examination into 269 

the interaction between positional performance, match factors and success. Defensive 270 

actions and poor attacking skill significantly influenced match outcome greater than PIs 271 

that helped generate scoring opportunities in attack. Further, interchange forwards, utility 272 

backs and adjustables independently impacted upon the likelihood of team success when 273 

compared to forwards, interchange players and backs. These results offer coaches and 274 

analysts in the NRL with interpretable and practically useful insight to complex 275 

interactions.  276 
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Table 1. Principal components and their associated technical performance characteristics 411 
as previously identified by Wedding et al. (2020). 412 
Factor  Technical Performance Characteristics 
Factor 1 (Forward Attacking Play) runs, run metres, hitups, play the ball wins, play the ball loss, metres after 

contact; 
Factor 2 (General Play Kicking) kick total, kick metres, failed kick defusal; 
Factor 3 (Kick Pressure) rambo, tackle made, kick defused; 
Factor 4 (Tries) linebreak, tries, tackle break; 
Factor 5 (Kick Breaks) kick break, kick try assist; 
Factor 6 (Conversions) conversion made, conversion miss, penalty made; 
Factor 7 (Penalties) penalty won, penalty conceded; 
Factor 8 (Try Causes) conceded linebreak, try cause; 
Factor 9 (Try Assists)  try assist, linebreak assist; 
Factor 10 (Handling Errors) tackle forced turnover, handling errors; 
Factor 11 (Defensive Decisions) Intercepts, tackle miss; 
Factor 12 (Supports) supports;  
Factor 13 (Try Saves) try saves; 
Factor 14 (Botched Try) botched try; 
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Figure 1. Exhaustive CHAID model of match outcome as influenced by Forwards, Backs and Interchange players and various response variables 436 
and Performance Indicators 437 
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Figure 2. Exhaustive CHAID model of match outcome as influenced by Utility Backs and various response variables and Performance Indicators 450 
 451 
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Figure 3. Exhaustive CHAID model of match outcome as influenced by Interchange Forwards and various response variables and Performance 454 
Indicators.   455 
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Figure 4. Exhaustive CHAID model of match outcome as influenced by Adjustables and various response variables and Performance Indicators. 458 
 459 
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