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A B S T R A C T

Deep Learning (DL) systems have demonstrated unparalleled performance in many challenging engineering
applications. As the complexity of these systems inevitably increase, they require increased processing
capabilities and consume larger amounts of power, which are not readily available in resource-constrained
processors, such as Internet of Things (IoT) edge devices. Memristive In-Memory Computing (IMC) systems
for DL, entitled Memristive Deep Learning Systems (MDLSs), that perform the computation and storage of
repetitive operations in the same physical location using emerging memory devices, can be used to augment
the performance of traditional DL architectures; massively reducing their power consumption and latency.
However, memristive devices, such as Resistive Random-Access Memory (RRAM) and Phase-Change Memory
(PCM), are difficult and cost-prohibitive to fabricate in small quantities, and are prone to various device non-
idealities that must be accounted for. Consequently, the popularity of simulation frameworks, used to simulate
MDLS prior to circuit-level realization, is burgeoning. In this paper, we provide a survey of existing simulation
frameworks and related tools used to model large-scale MDLS. Moreover, we perform direct performance
comparisons of modernized open-source simulation frameworks, and provide insights into future modeling
and simulation strategies and approaches. We hope that this treatise is beneficial to the large computers and
electrical engineering community, and can help readers better understand available tools and techniques for
MDLS development.
1. Introduction

Traditionally, Machine Learning (ML) and Deep Learning (DL) sys-
tems are trained and deployed using hardware platforms adopting the
von Neumann computing architecture. While in recent years, Graphics
Processor Units (GPUs) have been used to massively parallelize and
accelerate the performance of these workloads [1], they are still prone
to performance bottlenecks caused by the amount of data being moved
back and forth between physically separated memory and processing
units. IMC is a novel non-von Neumann approach, where certain com-
putational tasks are performed in the memory itself [2], which has the
potential to alleviate this bottleneck.

IMC systems can be realized by arranging memory devices in cross-
bar architectures, where they can be used to perform various log-
ical and arithmetic operations [3]. These memory devices can be
fabricated using legacy charge-based memory technologies, such as
Static Random-Access Memory (SRAM), or emerging memristive device
technologies, such as RRAM, which are introduced and discussed in
Section 2. Memristive devices, in particular, have shown great promise
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to facilitate the acceleration and improve the power efficiency of
ML and DL systems, as they can be passive, re-programmable, and
non-volatile [3–8].

As depicted in Fig. 1, crossbar architectures constructed using mem-
ristive RRAM devices can be used to efficiently implement various in-
memory computing operations, including Multiply-Accumulate (MAC)
and VMMs operations. Previous works in the literature have exploited
physical properties of memristive devices to realize a variety of com-
monly used operations and components of neuromorphic architec-
tures [9–13]. Traditionally, IMC systems have been used to implement
brain-inspired asynchronous neuromorphic architectures [14], realiz-
ing artificial synapses using memristive devices. However, they are
also capable of accelerating VMMs, the most dominant operations in
DNNs, in (1), which makes them more appealing for deep learning
systems [15,16].

Currently, several memristive device technologies, including RRAM
and PCM, which are depicted in Fig. 2, are being actively researched [3].
However, despite continuous ongoing efforts, they are prone to various
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Fig. 1. (a) A modular memristive crossbar tiled architecture containing parameters from two linear and unfolded convolutional layers; both key components of traditional CNNs.
Unique colors denote mapped parameters from different layers. (b) In a modular crossbar tile that is used to perform the VMM operation in-memory, SLs can be used to isolate
columns of devices (BLs), in which inputs are applied to as WL voltages. BLs currents are read out using ADCs, that can be linearly related to vector–matrix product elements.
Source: This figure is adapted from [17].
device non-idealities, which limit their accuracy and reliability to use
in practical engineering settings [18]. Consequently, many large-scale
simulations encompassing device and circuit non-idealities have been
conducted using synaptic memristive connections for brain-inspired
asynchronous neuromorphic systems [19–21] and DL systems [9].
While these simulations were traditionally performed using general
purpose Simulation Program with Integrated Circuit Emphasis (SPICE)-
based simulators, as the complexity of the underlying systems and
neuromorphic architectures being simulated has increased, customized
simulation frameworks have been developed. These frameworks are
used to rapidly prototype novel network architectures as a preliminary
step prior to circuit-level validation and layout using mature Computer-
Aided Design (CAD) tools; for eventual circuit-level realization and
large-scale fabrication.

In contrast to conventional SPICE-based simulation, modern CAD
simulation frameworks adopt modern software engineering method-
ologies. Moreover, they are able to accurately model non-ideal device
characteristics, peripheral circuitry, and modular crossbar tiles while
being interfaceable using high-level language APIs. We confine the
scope of this paper to MDLS, i.e., memristive IMC systems for DL system
deployment, and provide a survey of existing simulation frameworks
and related tools used to model large-scale MDLS.

The rest of the paper is structured as follows. In Section 2, pre-
liminaries related to modeling and simulating in-memory MDLS are
presented. In Section 3, existing CAD tools for in-memory MDLS are
over-viewed. In Section 4, comparisons of modern simulation frame-
works for in-memory MDLS are made, and two MDLS architectures are
simulated. In Section 5, we provide an outlook for MDLS simulation
frameworks. Finally, in Section 6, the paper is concluded.

2. Preliminaries

Memristors, commonly referred to as the fourth fundamental circuit
element, are two-terminal passive circuit elements characterized by a
relationship between the charge, 𝑞(𝑡) ≡ ∫ 𝑡

−∞ 𝑖(𝜏)𝑑𝜏 and the flux-linkage
𝜑(𝑡) ≡ ∫ 𝑡

−∞ 𝑣(𝜏)𝑑𝜏 [22]. Memristors are capable of non-volatile storage.
We depict typical unipolar and bipolar switching 𝐼-𝑉 characteristics,
and schematics of popular memristive device technologies in Fig. 2.

Unfolded convolutional layers and linear (dense) layers within DL
systems can be implemented using a series of MAC and VMM opera-
tions, which can be computed in-memory using memristive crossbar ar-
2

rays, as depicted in Fig. 1, by encoding weights as
resistance/conductance values, and inputs as WL voltages. Tiled cross-
bar architectures contain several modular crossbar tiles connected
using a shared bus. These are also connected to additional circuitry
used to realize batch-normalization, pooling, activation functions, and
other computations that cannot be performed, or are not efficient,
in-memory. Modular crossbar tiles consist of crossbar arrays with
supporting peripheral circuitry. We refer the reader to [12] for a
comprehensive description and overview of IMC accelerators for DL
acceleration.

In Fig. 2, typical switching modes and schematics of popular mem-
ristive device technologies are depicted. Memristors differ from elec-
trical resistors, as they have a voltage or current-dependent resistance
state, which is dependent on the electric properties of the materials us-
ing which they are constructed. As depicted in Fig. 2(c), RRAM devices
are comprised of Metal–Insulator–Metal (MIM) stacks. The resistive
state of RRAM devices can be modulated by creating and disrupting
Conductive Filaments (CFs), used to refer to localized concentrations of
defects that allow current to flow between top and bottom electrodes.

As depicted in Fig. 2(d), typical PCM devices have a mushroom
shape (amorphous region), where the bottom electrode confines heat
and current. By crystallizing the amorphous region, different resistive
states can be obtained [3]. As shown in Fig. 2(e), CBRAM devices are
comprised of a thin solid state electrolyte layer sandwiched between
oxidizable and inert electrodes. The resistive state of CBRAM devices
can be modulated by driving redox reactions in the filament (solid state
electrolyte layer) [23]. Finally, Fig. 2(f) shows the device structure of
STT-MRAM, which contains two ferromagnetic layers and one tunnel
barrier layer. The resistance of STT-MRAM devices can be modulated
by modifying the orientation of a magnetic layer in a magnetic tunnel
junction or spin valve using a spin-polarized current [24].

As memristive devices can only be programmed to positive re-
sistance states, weights can either be represented using a dual-array
scheme, a dual row scheme, where double the number of rows are
required, or a current-mirror scheme, that is capable of operation using
a singular device to represent each weight [25].

As can be observed in Fig. 1, in a 1-Transistor 1-Memristor (1T1R)
arrangement, SLs can be used to individually select memristive devices.
After mapping and programming weights, to perform a MAC operation,
inputs are scaled and encoded as voltages, prior to being presented to
WLs. Currents from each BL are read-out using ADCs, either in parallel

using one ADC per column, or sequentially, using time-multiplexing.
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Fig. 2. Typical (a) unipolar and (b) bipolar switching modes of memristive devices and schematics of popular device technologies: (c) RRAM, (d) PCM, (e) CBRAM, and (f)
STT-MRAM.
Table 1
Comparison of conventional simulation frameworks for MDLS simulation. †Not natively supported.

Simulation
framework

Prog.
language(s)

GPU Pre-trained
DNN
conversion

TF/
PyTorch
Intg.⋄

Inference Training Peripheral
circuitry

Supported devices Open-
source

NVMSpice [29] Not specified
(SPICE-like)

✓† ✓† Non-volatile memories
and legacy NAND flash.

NVSim [30] C++, C ✓† ✓† ✓ Non-volatile memories
and legacy NAND flash.

✓

NVMain, NVMain
2.0 [31,32]

C++, System
Verilog, Python

✓† ✓† Non-volatile memories
and hybrid non-volatile
plus DRAM memory
systems.

✓

MNSIM [33] Not specified ✓† ✓† ✓ Non-volatile memories. ✓

TxSim [34] Python ✓ ✓ ✓ ✓ ✓ Non-volatile memories
and legacy NAND flash.

PipeLayer [35] C++ ✓† ✓ ✓ ✓ ✓ Non-volatile memories.

Non-ideal Resistive
Synaptic Device
Characteristic [36]

Python ✓ ✓ ✓ ✓ ✓ Non-volatile memories
and legacy NAND flash.

Inference Accuracy
Using Realistic
RRAM Devices [37]

Python ✓ ✓ ✓ RRAM.

RxNN [38] C++ ✓ ✓ ✓ ✓ Non-volatile memories.
Finally, BL currents can be correlated with desired deterministic output
elements using linear regression. By time multiplexing the presentation
of inputs, or duplicating modular crossbar tiles, VMMs operations can
be performed in (𝑛), or (1), respectively.

CAD tools can be used to convert traditional DNNs to equivalent
epresentations using modular tiled architectures. These tools can be
sed to simulate the inference and training of MDLS, and to estimate
ower/area/latency of end-to-end implementations when various mem-
istive devices are integrated within Complementary Metal–Oxide–
emiconductor (CMOS) processes. Models are used to simulate the
ehavior of peripheral circuitry and memristive devices, which can be
roadly categorized as empirical or analytical (functional). Empirical
odels are based on, concerned with, or verified by experimental data,
hereas analytical models are based on analysis or logic derived from

undamental physics of the device. In this paper, we do not emphasize
pecific memristive device and crossbar circuit models, as these have
reviously been surveyed in other works [26–28].

. Overview of existing CAD tools

In Tables 1 and 2, we present an overview of existing conventional
and modernized simulation frameworks that can be used to simulate
3

MDLS and IMC systems utilizing non-volatile memory and legacy NAND
flash devices for comparison. We categorize modernized simulation
frameworks as those that support pre-trained DNN conversion and TF
and/or PyTorch integration. General SPICE [39] simulation tools, such
as PSPICE and LTSPICE, are not compared. Although they are the most
commonly used tools for analog circuit simulation [40], they are diffi-
cult to parallelize and prohibitively slow; even when simulating large
crossbar arrays using significant approximation methodologies [41,42].
Consequently, specialized and/or parallelizable CAD tools with direct
integration with modern ML frameworks, such as PyTorch [43] and
Tensorflow [44], are more commonly used to simulate MDLS.

Tables 1 and 2 demonstrate that while most mature conventional
SPICE-based simulation frameworks, such as NVMSpice, NVSim, and
NVMain, are Central Processor Unit (CPU) bound, and do not natively
support pre-trained DNN conversion, inference, and training modeling,
they do support a large variety of device types. In addition, they are
primarily focused on the high-precision and high-speed simulation of
non-volatile memories and legacy NAND flash devices. In contrast,
modernized recently developed frameworks, such as DNN + NeuroSIM,
MemTorch, and the IBM Analog Hardware Acceleration Kit, abstract
performance-critical operations on GPUs, integrate directly with pop-
ular ML frameworks, and have well documented APIs. Moreover, they
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Table 2
Comparison of modernized simulation frameworks for MDLS simulation. ‡Models are shared using Google Drive without APIs. ⋄TF/PyTorch integration.

Simulation
framework

Prog.
language(s)

GPU Pre-trained
DNN
conversion

TF/
PyTorch
Intg.⋄

Inference Training Peripheral
circuitry

Supported devices Open-
source

RAPIDNN [45] C++, SPICE ✓ ✓ ✓ ✓ Single-level memristive
devices.

PUMA [46] C++ ✓ ✓ ✓ ✓ Non-volatile memories
and legacy NAND flash.

DL-RSIM [47] Python ✓ ✓ ✓ ✓ ✓ Non-volatile memories.

Tiny but
Accurate [48]

MATLAB ✓ ✓ ✓ ✓ Non-volatile memories. ✓‡

Ultra-Efficient
Memristor-Based
DNN [49]

C++, MATLAB ✓ ✓ ✓ ✓ Non-volatile memories ✓‡

MemTorch [50,51] Python, C++,
CUDA

✓ ✓ ✓ ✓ ✓ Non-volatile memories
and legacy NAND flash.

✓

NeuroSim and
derivatives [52–55]

C++, Python ✓ ✓ ✓ ✓ ✓ ✓ Non-volatile memories
and legacy NAND flash.

✓

IBM Analog
Hardware
Acceleration
Kit [56]

C++, Python,
CUDA

✓ ✓ ✓ ✓ ✓ ✓ Non-volatile memories. ✓
Fig. 3. Comparison of modern simulation frameworks that support pre-trained DNN conversion and TF/PyTorch integration. †Support and Accuracy. ⋄Degree of Coverage.
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dopt modern software engineering methodologies, and are able to ac-
urately model non-ideal device and circuit characteristics, peripheral
ircuitry, and crossbar tiles. They are also directly interfaceable with
ther tools using accessible, general-purpose high-level programming
anguages; a paradigm shift from conventional SPICE-based simulation.

. Comparison of modern simulation frameworks

While modernized simulation frameworks superficially appear simi-
ar, upon closer inspection, they are complimentary in nature. To make
his clearer, in Fig. 3, we compare modern simulation frameworks,
.e., those that support pre-trained DNN conversion and TF/PyTorch
ntegration in more detail, using radar charts. As it is shown, there
s not a large overlap amongst the simulation frameworks which have
een compared: RAPIDNN, PUMA, DL-RSIM, Tiny but Accurate, Ultra-
fficient Memristor-Based DNN, MemTorch, DNN + NeuroSIM, and the
BM Analog Hardware Acceleration Kit.
4

Although many of these simulation frameworks are still under
ctive development, and are not fully mature, they clearly adopt
ifferent design and usability approaches. For instance, both Tiny
ut Accurate and Ultra-Efficient Memristor-Based DNN are built upon
VSim, whereas all other simulation frameworks are either written

rom scratch in lower level languages, or extend upon existing high-
evel GPU-accelerated computing libraries to abstract performance
ritical operations. Moreover, while RAPIDNN, PUMA, Tiny but Accu-
ate, Ultra-Efficient Memristor-Based DNN and DNN + NeuroSIM can be

used to generate power/area/latency reports, MemTorch and the IBM
Analog Hardware Acceleration Kit support a large number of different
layer types, and can be used to accurately model device non-idealities
in a robust and modular manner. By adopting different design and
usability approaches, all simulation frameworks can be beneficial and
complement each other to be used by a variety of users with different
requirements.

To determine the usability and performance of each modernized
simulation framework, when possible, we used each framework to
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simulate the training routine of the VGG-8 [57] network architecture,
and the inference routine of the GoogLeNet [58] network architecture.
Both training and inference routines were evaluated using the CIFAR-10
dataset. Two separate network architectures were used for evaluation,
as larger and more complex networks could not be reliably trained
using existing simulation frameworks with Compute Unified Device
Architecture (CUDA) support when utilizing a single GPU, even with
32 GB of Video Random-Access Memory (VRAM). Moreover, not all
simulation frameworks supported convolutional layers with non-zero
groups (connections between inputs and outputs), meaning that many
ResNet-based architectures could not be implemented.

When possible, weights from linear and convolutional layers were
mapped onto modular 1T1R crossbar tiles of size (16 × 16) using a
differential weight mapping scheme, and device-to-device variability
was modeled by sampling 𝑅ON and 𝑅OFF from normal distributions with

ean values of 10 kΩ and 100 kΩ, and standard deviation values of
000 and 10,000, respectively, i.e., ̄𝑅ON = 10 kΩ, and ̄𝑅OFF = 100 kΩ.
evices were assumed to have a finite number (6) of conductance

tates, and ADCs were assumed to operate at a 6-bit resolution. For
nference routine simulations, 10 runs were conducted, and mean and
tandard deviation values were reported across all runs. For training
outine simulations, mean and standard deviation values were reported
cross all training epochs. All codes used to perform comparisons are
ade publicly-accessible,1 and can be modified to perform compar-

sons using different hardware technologies, network architectures, and
yper-parameters.

The RAPIDNN, PUMA, and DL-RSIM simulation frameworks are not
pen-source, so they could not be evaluated and directly compared
n more detail. Similarly, while full precision and quantized trained
odels are available for the DL-RSIM and Tiny but Accurate frame-
orks, codes used to simulate inference routines are not. Consequently,

n Fig. 4, training routines of DNN + NeuroSim and the IBM Analog
ardware Acceleration Kit are compared, and in Fig. 5, inference rou-

ines of MemTorch, DNN + NeuroSim, and the IBM Analog Hardware
cceleration Kit, are compared.

.1. Simulation configurations

All simulations were conducted using a High Performance Comput-
ng (HPC) cluster with the following run-time hardware configuration
et using the Simple Linux Utility for Resource Management (SLURM)
orkload manger: 1 node and 8 CPU cores (Intel Xeon 6132 series CPU

ockets), 100 GB DDR4 3200 MHz Random-Access Memory (RAM),
nd one PCI-E 32 GB Volta V100 GPU. torch.cuda.Event and
imer.time() were used to determine the execution time of various
imulation components. We reiterate that all scripts provided in 1

an be used to benchmark all simulation frameworks using different
oftware, hardware, and environmental configurations.

.1.1. MemTorch
Using MemTorch,2 modular crossbars tiles of (16 × 16) generic

RAM devices arranged using a differential weight mapping scheme
ere simulated. For each device, device-to-device variability was mod-
led by sampling 𝑅ON and 𝑅OFF from normal distributions with mean
alues of 10 kΩ and 100 kΩ, and standard deviation values of 1000 and
0,000, respectively. Devices were assumed to have a finite number (6)
f evenly-spaced conductance states. The operating resolution of ADCs
as set to 6-bits.

1 https://github.com/coreylammie/Modeling-and-Simulating-In-Memory-
emristive-Deep-Learning-Systems.
2 https://github.com/coreylammie/MemTorch.
5

4.1.2. NeuroSim
Using DNN_NeuroSim_V2.1,3 modular crossbars tiles of (16 × 16)

eneric RRAM devices arranged using a differential weight mapping
cheme were simulated. Each device was set to have an ̄𝑅ON∕ ̄𝑅OFF
atio of 10, with a device-to-device variation of 10%. This was done, as
euroSim did not have the functionality to directly set ̄𝑅ON and ̄𝑅OFF
alues. The weight precision of each device and operating resolution of
DCs were set to 6-bits.

.1.3. IBM analog hardware acceleration kit
Using the IBM Analog Hardware Acceleration Kit (denoted using

ihwkit4 in short-form), modular crossbar tiles could not be simu-
ated, as they were not supported. Instead, singular tiles arranged using

differential weight mapping scheme were used to map weights of
inear and convolutional layers. In lieu of support for generic RRAM
evice modeling with arbitrary ̄𝑅ON and ̄𝑅OFF values and ̄𝑅ON∕ ̄𝑅OFF
atios, devices characterized in [59] were simulated with a device-to-
evice variation of 10%. The weight precision of each device could not
e directly set. The operating resolution of ADCs was set to 6-bits.

.1.4. Baseline
In addition to simulating training and inference routines using

emTorch, DNN_NeuroSim_V2.1, and the IBM Analog Hardware Ac-
eleration Kit, baseline training and inference routines were simulated
sing the native PyTorch ML library for comparison. For all base-
ine implementations, the exact same hyper-parameters were used.
orch.cuda.amp was used to quantize all network parameters to

16-bits to improve performance.

4.2. Training routine comparison

In Fig. 4, the performance of training routines for the VGG-8 net-
work architecture using the CIFAR-10 dataset are compared. For Neu-
roSim and the IBM Analog Hardware Acceleration Kit, default non-
linear weight update parameters were used. All networks were trained
for 256 epochs with a batch size of 128 using Stochastic Gradient De-
scent (SGD) with momentum and cross-entropy loss. An initial learning
rate of 0.1 was used with fixed momentum value of 0.9. Optimizers
that support adaptive learning rates were not used, as these were
not supported by DNN_NeuroSim_V2.1. Instead, during training, the
learning rate was decayed by one order of magnitude at epochs 100,
200, and 250 (these schedules were determined empirically), to prevent
stagnation.

The functionality of each simulation framework has previously been
investigated and validated [51,55,56]. Consequently, training and test
set losses and accuracies were not reported or compared, as they have
no bearing on the performance of each simulation framework. As can
be seen in Fig. 4, the IBM Analog Hardware Acceleration Kit consumed
the most RAM and GPU VRAM. While DNN_NeuroSim_V2.1 consumed
more RAM than the baseline implementation, interestingly, it con-
sumed notability less VRAM. This can be largely attributed to the large
number of operations being performed on CPU and/or sequentially on
GPU, rather than in parallel, and can be used to explain the relatively
large elapsed time per training epoch reported by DNN_NeuroSim_V2.1,
as depicted in Fig. 4(c).

To quantify the performance trade-off between GPU VRAM usage
and training time, Fig. 4(f) was constructed. The baseline training
routine clearly exhibits the best performance trade-off. Our findings
suggest that DNN_NeuroSim_V2.1 is capable of simulating the training
routine of larger and more complex network architectures, however, it
does not fully utilize CUDA, and is much slower than other simulation
frameworks. In contrast, the IBM Analog Hardware Acceleration Kit

3 https://github.com/neurosim/DNN_NeuroSim_V2.1.
4 https://github.com/IBM/aihwkit.

https://github.com/coreylammie/Modeling-and-Simulating-In-Memory-Memristive-Deep-Learning-Systems
https://github.com/coreylammie/Modeling-and-Simulating-In-Memory-Memristive-Deep-Learning-Systems
https://github.com/coreylammie/MemTorch
https://github.com/neurosim/DNN_NeuroSim_V2.1
https://github.com/IBM/aihwkit
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Fig. 4. Comparison of training routines of DNN + NeuroSim and the IBM Analog Hardware Acceleration Kit, for the VGG-8 network architecture, using the CIFAR-10 dataset.
Fig. 5. Comparison of inference routines of MemTorch, DNN + NeuroSim, and the IBM Analog Hardware Acceleration Kit, for the VGG-8 network architecture, using the CIFAR-10
dataset.
fully utilizes CUDA, and is comparable in performance to the native
torch library. However, the IBM Analog Hardware Acceleration Kit
consumes a large amount of VRAM, is unable to simulate modular
crossbar tiles, and is consequently unable to simulating the training
6

routine of larger and more complex network architectures.
4.3. Inference routine comparison

In Fig. 5, the performance of inference routines for the GoogLeNet
network architecture using the CIFAR-10 dataset are compared. In-

ference was performed using a batch size of 128. As can be seen in
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Fig. 5(c), the IBM Analog Hardware Acceleration Kit is capable of
simulating inference routines significantly faster than the MemTorch
and DNN_NeuroSim_V2.1 simulation frameworks. This is while con-
suming more VRAM and approximately the same amount of RAM.
We largely attribute this to the fact that the IBM Analog Hardware
Acceleration Kit is unable to simulate modular crossbar tiles, which are
difficult to parallelize using CUDA. When modular crossbar tiles are
not simulated, when sufficiently small WL voltages are used to encode
inputs, conventional VMMs can be used to determine output currents
when 1T1R crossbars are modeled.

MemTorch and DNN_NeuroSim_V2.1 consume a similar amount of
RAM and VRAM, however, MemTorch is approximately one order of
magnitude slower than DNN_NeuroSim_V2.1, despite having a higher
GPU utilization. We believe this is largely attributed to MemTorch’s
inefficient default weight-mapping scheme, as depicted in Fig. 5(c)
and (d). This is especially evident when simulating large CNNs with
many small convolutional layers, such as GoogLeNet. MemTorch stores
convolutional kernels in a staggered arrangement, and does not share
adjacent modular crossbar tiles between layers. DNN_NeuroSim_V2.1
utilizes proprietary weight mapping and data flow schemes [60], which
significantly improves performance. We note that both
DNN_NeuroSim_V2.1 and MemTorch under-utilize VRAM during in-
ference, and both perform some operations sequentially and/or on
CPU.

As can be seen in Fig. 5(d), our findings suggest that the IBM
Analog Hardware Acceleration Kit is able to utilize VRAM to the
greatest extent, however, it is unable to simulate modular crossbar tiles.
DNN_NeuroSim_V2.1 is able to simulate inference routines significantly
faster than MemTorch, however, it is not as customizable, as it utilizes
proprietary weight mapping and data flow schemes, which cannot be
easily modified.

5. Outlook

It is evident that MDLS and memristive simulation frameworks are
becoming increasingly useful and popular. While the reliable, large-
scale operation of reconfigurable MDLS is still arguably an open prob-
lem [61], modernized simulation frameworks and tools enable re-
searchers from a variety of disciplines to rapidly and accurately model
the behavior and operation of MDLS without specialized circuit-level
SPICE simulation expertise. This is in addition to the ability to work
in tandem with existing modernized ML libraries. As these simulation
frameworks and the models used to simulate non-ideal circuit and
device characteristics mature and grow in popularity, the development
cycle and production of innovative device technologies and MDLS
architectures will also continue. These new devices and architectures
can be conveniently integrated into the existing tools, facilitating their
quick large-scale adoption.

An increasing number of simulation frameworks have been im-
proved using measurements from experimental data, validating their
reliable and accurate operation. In future, we expect CAD tools to
(i) support the end-to-end characterization of memristive devices, (ii)
be natively integrated within more mature and standardized MDLS
design-flows, and (iii) be capable of programming future physical
re-programmable memristive circuits [62–64]. Such IMC simulation
frameworks will be instrumental to the design of next generation of
Artificial Intelligence (AI) hardware [56].

6. Conclusion

In this paper, we presented a survey of current simulation frame-
works and related tools to model and simulate IMC MDLS. In addition,
we presented a detailed comparison of modern simulation frameworks
that support pre-trained DNN conversion and TF/PyTorch integration.
This was performed by directly comparing the training and infer-
7

ence routines of two popular CNN architectures using open-source
modernized simulation frameworks. Furthermore, we provided an out-
look/perspective into the future of CAD tools for modeling and sim-
ulating MDLS. We demonstrated that modern simulation frameworks
are complimentary in nature, and can be used by a variety of users
with different requirements to facilitate current research efforts in the
domains of IMC and unconventional computing.
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