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Abstract

Molecular electronics is a field of physics concerned with designing and building electronic

components made out of molecules. By necessity, it sits at the intersection of semiconductor

technology, quantum physics, statistical mechanics, and chemistry. As demand for miniatur-

ization grows and fabrication techniques improve, it is expected that these molecular devices

and other nanotechnologies will feature heavily in the new wave of electronics. Beyond these

technological applications, transport through nanoscale systems also offers an unparalleled

glimpse into systems of a highly quantum nature, and the chance to answer fundamental

physical questions over a wide range of sciences. The physical differences between nanoscale

and macroscopic conductors are best exemplified by the presence of electronic fluctuations,

which universally occur in the former yet rarely occur in the latter.

Fluctuations arise in nanoscale systems from various sources: the unavoidable probabilistic

nature of quantum transport, discrete charge carriers coupled with low currents, and stochas-

tic changes in intra-system dynamics. A complete description of nanoscale transport, there-

fore, requires a complete description of nanoscale current fluctuations, which is the primary

concern of this thesis. Early measurements in such systems yielded little information on

fluctuations, but as experimental techniques have improved over the last two decades, time-

dependent current measurements have become available; these have been accompanied by

a plethora of theoretical literature. In this thesis, three prominent fluctuation tools, the full

counting statistics, the waiting time distribution, and the first-passage time distribution, are

reviewed and applied to several different transport scenarios using Markovian master equa-

tions. Although they are only defined in the weak-coupling limit, master equations apply to

a wide range of transport scenarios and are an apt choice for calculating fluctuation statistics.

The waiting time distribution and first-passage time distribution are relatively recent additions

to the theoretical toolbox of nanoscale quantum transport. As opposed to the full counting

statistics, they offer information on short timescales. This is usually framed within the context

of renewal theory and correlations between successive waiting or first-passage times. Time-

correlations in particular provide interesting information on transport behavior, and they form

the main focus of the investigation. Before applying these tools to nanoscale transport scenar-

ios, however, the thesis first presents a review collating the current information on fluctuation

statistics from master equations, making some novel remarks on relationships between the

waiting time and first-passage time distributions.
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The first transport scenario is cotunneling through an Anderson impurity. First, it is shown

that for an Anderson impurity deep in the Coulomb blockade, there is a non-zero probabil-

ity for two electrons to cotunnel to the drain with zero waiting time in between, and that,

at high voltages, cotunneling processes slightly modify the non-renewal behavior. In the in-

termediate voltage regime, previous theory has shown that inelastic cotunneling processes

induce telegraphic switching and super-Poissonian noise; unfortunately, this regime has al-

ways been inaccessible to waiting times as they are unapplicable to bidirectional transitions.

With the recent first-passage time development, which applies to all voltage regimes, it is

demonstrated that correlations between successive first-passage times occur when the noise is

super-Poissonian, although they are small and unexpectedly negative.

For sequential transport through the Holstein model, it is found that vibrational effects like

the Franck-Condon blockade appear in the waiting time distribution just as they do in the

current and noise. Again, the first-passage time distribution proves superior to the waiting

time distribution, as the electron-phonon interaction produces bidirectional transitions even

outside of the low bias regime. Additionally, while previous work has demonstrated that

correlations between successive waiting times occur when certain phonon transitions open a

shortcut channel, the first-passage time statistics are shown to provide a much better expla-

nation of the non-renewal behavior. The first-passage time distribution is also applied to the

Holstein model at zero bias but a non-zero temperature gradient.

Many molecular junctions display stochastic telegraphic switching between two distinct cur-

rent values, which is an important fluctuation source in nanoscale quantum transport. We

include telegraphic switching in a general master equation by introducing a switching rate, ν,

between two distinct transport scenarios, considering three specific cases. In the first, stochas-

tic transitions between an Anderson impurity with and without an applied magnetic field, B,

are modeled. The other two scenarios couple the electronic level to a single vibrational mode

via the Holstein model, stochastically switching between two vibrational conformations, with

different electron-phonon couplings, λ, and vibrational frequencies, ω. Finally, a molecule

attaching to and detaching from an electrode is modeled by switching between two different

molecule-electrode coupling strengths, γ. For all three cases, including the telegraph process

in the master equation induces relatively strong positive correlations between successive first-

passage times, with Pearson correlation coefficient p ≈ 0.5. These correlations only appear,

however, when there is telegraphic switching between two significantly different transport

scenarios and when ν� γ.

The final transport scenario is that of a triangular triple quantum dot under various regimes

of electron occupancy. Triangular triple quantum dots are well-known to produce interesting

quantum effects, like coherent population blocking, known as the "dark" state, and Aharonov-

Bohm interference. Indeed, coherent oscillations are immediately present in the waiting time
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distribution, which are found to correlate with the occupancy of relative dots in the config-

uration. Dephasing via coupling to macroscopic leads is also present at long times. There

are correlations between successive waiting times in the triple quantum dot, but they are rel-

atively small, the largest being |p| ≈ 0.2. The correlations also weakly depend on both the

penetrating magnetic flux, φ, and strongly depend on parameters that govern the level of

destructive interference in coherent population blocking.
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Structure and style

Before turning to the body of the thesis, it will help the reader to understand its structure

in relation to the publications on which it is based. Rather than a series of papers presented

without alteration and placed back-to-back, I have attempted to tie all work together into

one coherent whole. In this section I outline the contribution each publication made to each

chapter, as well as some choices of style. In referring to specific publications, I follow the

order in the "Research output" section.

Since the Abstract and Chapter 1 were written to tie this specific thesis together, I have drawn

neither from any particular publication. Likewise, Chapter 2, being a review on the well-

established theoretical master equation method, is not based on any particular published

manuscripts. Rather, the subsection on the rate equation and n-resolved master equation is

based upon an amalgamation of many similar sections that appear in Pub.[1]-Pub.[4].

Chapter 3, in contrast, is cannibalized almost completely from the review paper in Pub.[2]. In

the published version, all fluctuation statistics are demonstrated for the example of transport

through the Holstein model: analytic results from the restriction equilibrated phonons, and

numeric results from the unequilibrated case. As this is an introductory chapter, I have re-

moved all numeric results and placed the pertinent ones in Chapter 5, which details results

for the Holstein model. I have kept the analytic results as they are useful pedagogically, but I

have reformulated the notation to that of transport through a single resonant level.

Chapter 4 has been constructed from the entirety of Pub.[4] as well as part of Pub.[3]. Pub.[4]

was written first to investigate waiting times for cotunneling through an Anderson impurity,

but later the first-passage time approach was developed and suited this transport scenario

better. The resulting first-passage time paper, Pub.[3], contained results for sequential tunnel-

ing through the Holstein model and cotunneling through an Anderson impurity. Rather than

presenting these two publications separately, I thought it more logical to separate the results

into the two different models. In combining these two publications, I have removed redun-

dant theory, written a new introduction, and reformatted results; the end product contains the

same results, theory, and analysis, but is, in places, stylistically different to both publications.

The remainder of Pub.[3] forms Chapter 5, with numerical results from Pub.[2] included as

well. Again, in reformatting these two publications, the results, theory, and analysis, alongside

large swathes of text, remain the same.
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Chapter 6 is almost identical to Pub.[1], except that the n-resolved master equation and fluc-

tuation statistics theory has been removed. Chapter 7 is not based on, nor has any parts from,

any paper, although it is likely it will form the basis for a publication after the thesis is sub-

mitted. Pub.[5] and Pub.[6] do not directly form any chapter in the thesis. They nonetheless

contributed to the research project and are appropriately cited throughout.

Although I have provided this section as a reference to the whole thesis, I will also detail

which were the relevant publications at the start of each chapter. All figures that have been

taken from already published work will be identifiable by the publisher’s copyright attached

to them, and I note that I have obtained permission from the publishers of Pub.[1]-Pub.[6] to

reprint my own work.

Finally, I note that all publications have appeared in American journals and, as such, have

Americanized spellings throughout them. Since the thesis is largely based on pre-published

work, I have chosen to keep this format and extended it to all other components of the

manuscript. Furthermore, it is common in these journals for authors to speak in the first

person "we" or "I"; since I wrote all articles alongside a co-author, I have kept this style as

well.
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Chapter 1

Introduction

1.1 Background context

When first introduced, the idea of replacing components in electric circuits with single molecules

was completely radical. The experimental breakthroughs required to realize these so-called

"molecular electronics" were so vast that the first technical proposal of such a device, a molec-

ular rectifier designed by Aviram and Ratner [1], remained entirely theoretical for years. As

time passed and revolutionary techniques were developed, however, the idea gained mo-

mentum among mainstream science [2]. Researchers were excited by the dual prospects of

observing fundamental physics found nowhere but the nanoscale, and also the potential tech-

nological application of these molecular-scale devices to a long-standing problem in micro-

electronics.

Early semiconductor development was marked by rapid advancements and miniaturization

to the point that, in 1965, Roger Moore, then CEO of Intel, predicted that the number of

transistors on an integrated circuit would double every year [3]. His revised estimate in 1975

of a doubling every two years has remained remarkably accurate, and it is only in the last 10

years that transistor miniaturization has failed to satisfy Moore’s law, as it is famously known.

This recent slowing is due in part to technological limitations, for example IBM’s recent 5nm

chip requires an entirely new chip architecture to work [4], but also to fundamental size

constraints and quantum effects. To keep up with the demand for greater computing power,

therefore, requires novel methods that either satisfy Moore’s law or provide a completely new

and more efficient approach.

One potential avenue is quantum computing, in which the classical bit is replaced with a

quantum bit or "qubit", a superposition of the standard 0 and 1 states: |ψ〉 = a|0〉+ b|1〉, with

|a|2 + |b|2 = 1 [5]. By manipulating the qubit via quantum logic gates, one can solve certain

problems that are too difficult for classical computers; for example, Shor’s algorithm uses

quantum computing to calculate factors of large integers, a key part of modern encryption [6].

Results like this have lent quantum computing an air of excitement that has bled even into the

public consciousness; although it appears that, while superior in solving certain problems, it

1
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performs no better than classical computing at everyday tasks.

Molecular electronics, on the other hand, seeks to tackle the miniaturization aspect. Not only

are single molecules, being on the order of 1− 10nm, naturally the smallest possible building

block for electronic components, they also have several other potential advantages, such as

chemical variability, faster transistor signals, and advanced assembly [7–9]. Now, more than

40 years after Aviram and Ratner’s molecular rectifier, there has been sufficient experimental

and theoretical progress to facilitate a large and ever-growing field concerned with designing,

building, and manipulating molecular scale devices.

In most experiments, and in our theoretical treatments, the general paradigm is that of a

molecule or small number of molecules sandwiched between two macroscopic metal elec-

trodes; see the schematic in Fig.(1.1). Throughout the history of molecular electronics, there

have been many ingenious methods of creating these junctions, but we will outline only the

two most popular approaches. In scanning tunneling microscopy (STM) [10], a fine metal tip

is brought near a metal-substrate-molecule setup to to form an atomic contact and measure

the molecule’s conductance [11] as in Fig.(1.2a). A mechanically controllable break-junction

(MCBJ) [12], on the other hand, is formed by wire notching [13] or electron lithography [14].

A piezo-drive then applies force to break the junction, into which a molecule is deposited, like

in Fig.(1.2b).

Because electrodes need to be prepared extremely cleanly, they are usually made out of inert

metals like gold or silver, which then makes depositing the molecule of choice on the electrode

a difficult task. To overcome this secondary problem, thiol anchor groups, −SH, can be

added to the molecule, as the thiol-gold bond is chemically stable [15]. Although there are

other anchor-electrode combinations, such as −NC and Pt, they all have in common a stable

chemical bond and high conductance through the anchor group [16].

Apart from the anchor groups required to form the metal-molecule-metal bonds, there are

few restrictions on molecules in the junctions, and they are generally chosen for their specific

functionality. Asymmetric pyrimidine [17], cyclophane [18] and ferrocenyl [19] molecules, for

example, have produced the highly sought-after rectification behavior required for molecular

diodes, while light-controlled conductance switching [20–22] and optical memory [22] have

been demonstrated using diarylethene derivatives. Other results include measurements on

DNA molecules [23], molecular switches [24], observance of negative differential resistance

[25], quantum refrigerators [26], and applications to spintronics [27].

When considering that we have mentioned only a few of the many experimental techniques

and applications of molecular electronics, it is evident that the field holds much promise.

Despite its more extensive experimental history [28] when compared to contemporary alter-

natives like quantum computing, however, molecular electronics is still far away from be-

ing a viable alternative to traditional semiconductors. On the experimental side, molecular
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Figure 1.1: Schematic of a molecular junction, in which a molecule is attached to two metal
electrodes: the source and drain. Applying a voltage difference, VSD, or a thermal gradient,
∆T, drives the system out of equilibrium and causes electrons to flow across the molecular
junction. Most experimental setups also include a gate voltage, Vg, to tune the system energies,
although in all calculations we absorb Vg into the energy levels.

junctions are vulnerable to local heating, which makes them notoriously unstable at room

temperature [29]. Furthermore, although individual molecular junctions can now be reliably

synthesized and experimented upon, combining multitudes of molecular devices together into

a single integrated circuit requires nanoscale control far beyond that available from current

technology. Even if molecular devices do not supersede the current generation of microelec-

tronics, the field is still critical to answering deep physical questions, and posing new ones.

Probing transport phenomena on ever-decreasing size scales has historically been a goldmine

of new physics and technology, and there is nothing to suggest that molecular electronics is

any different.

Symptomatic of this duality between technology and fundamental physics is the central theme

of the thesis: fluctuations. In nanoscale devices, electron tunneling events occur at random

time intervals, due in part to thermal fluctuations in the macroscopic electrodes and also to

the inherently stochastic nature of quantum transport. Any time-dependent observable, for

example the current Î(t), should therefore not be viewed as a constant, but rather a stochastic,

dynamical variable fluctuating around an average [30, 31]. Because electronic components

require reliable, steady currents and signals, from one point of view fluctuations can be viewed

as an impediment to the performance of molecular devices. Simultaneously, though, the

current fluctuations are largely determined by a molecule’s underlying dynamics and can thus

be used to characterize interesting nanoscale phenomena. Considering their integral role in

nanoscale transport, therefore, it is imperative to have a rigorous theoretical and experimental

framework in which to analyze them.

It is not surprising, then, that as various experimental nanotechnologies like molecular elec-



4 Introduction

(a) Schematic of a scanning tunneling micro-
scope setup. The STM tip width is usually
100− 200nm [8].

(b) Schematic of a mechanically controlled
break-junction. Adapted with permission
from Ref.[32], c© 2010 Institute of Physics.

tronics have grown so too has complementary research into fluctuation behavior. There are

now well-established experimental methods for measuring current fluctuations, and a large

theoretical toolbox to accompany [33]. In Section 1.2, therefore, we will first outline the exper-

imental background of current fluctuation measurements in nanoscale devices before stating

the exact motivation, purpose, and scope of the thesis.

At this point, the reader may have noticed that we have transitioned from discussing only

"molecular" devices to referring to the more inclusive "nanoscale" devices, a shift that reflects

a major theoretical limitation for molecular electronics. To calculate the electronic spectra of

actual molecular orbitals would require us to use a method such as density functional the-

ory (DFT), in which the many-body problem of orbital electrons reduces to a series of single

electron wavefunctions solved for an effective potential [34]. DFT has produced many out-

standing results crucial to chemistry, biology, and physics, but it is also numerically intensive,

sometimes inaccurate, and it omits electron-electron interactions and molecular vibrations

[34]. More importantly, there is also no framework for calculating fluctuation behavior from

DFT, and so it is unsuitable for our investigation.

In contrast to molecular junctions, other nanoscale devices are well-described by models that

are constructed from a set of underlying physical principles. In addition, these nanostruc-

tures have Hamiltonians that submit to more accessible methods, like master equations and

non-equilibrium Green’s functions, for which there are established approaches in obtaining

information about the fluctuation behavior. Out of these alternative nanostructures, we are

particularly interested in lateral quantum dots, which are formed by three-dimensional quan-

tum confinement [35].

To construct a lateral quantum dot, which we will now refer to as just a quantum dot, a two-

dimensional electron gas (2DEG) is first grown between two semicondcutor sheets; a common

example has the 2DEG at the the interface of GaAs and AlGaAs layers in a GaAs/AlGaAs

heterostructure. Electrons are confined in the z dimension, but have high mobility within the

plane of the 2DEG. Then, metallic gates are deposited on top of the heterostructure and a
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negative voltage is applied, forming barriers within the 2DEG. By arranging the gates into an

appropriate geometry, such as in Fig.(1.3a), a small number of electrons are spatially confined

in the remaining two dimensions within a region of the 2DEG and so forming the quantum

dot [36].

As Fig.(1.3a) shows, the gates are arrayed, and a voltage applied, so as to form a source-dot-

drain setup analogous to that in Fig.(1.1). Because the electrons within the dot are spatially

confined, they can be treated with the three-dimensional particle in a box model. The re-

sulting quantized energy levels are reminiscent of atomic spectra, albeit on a different scale;

consequently, they are often referred to as "artificial atoms" [35]. Additionally, while occupy-

ing the dot, electrons may experience electron-electron interactions or coupling to vibrational

modes: two phenomena common in molecular junctions. These properties make quantum

dots, and derivative nanostructures like double or triple quantum dots, excellent proxies for

actual molecular junctions. In our investigation, therefore, we will use various dot Hamiltoni-

ans as conceptual models for molecular orbitals.

1.2 Fluctuation measurements

Early experimental measurements in nanoscale transport focused on the stationary average

electric current 〈I〉 and, as techniques improved, the zero-frequency noise S(0). While 〈I〉 is

perhaps the single most important observable in nanoscale devices, it offers no information

on fluctuation behavior. The noise, meanwhile, clearly does incorporate fluctuations about

the mean:

S(ω) =
∫ ∞

−∞
dt eiωt

〈[
δ Î(t), δ Î(0)

]
+

〉
, (1.1)

where δ Î(t) = Î(t)− 〈I〉.

Electric current in nanoscale conductors exhibits two fundamental noise types: thermal or

Johnson-Nyquist noise [37, 38], from the random motion of electrons at non-zero tempera-

tures, and shot noise, from the stochastic nature of electron transport through a barrier [30].

Shot noise has historically been treated with the Schottky formula [39], which assumes that

electron tunnelings are independent and can be modeled as a Poisson process. In nanoscale

transport, however, this assumption is often violated and the noise becomes super-Poissonian

[40–48] or sub-Poissonian [49, 50].

These limited experiments were eventually superseded by a powerful new experimental tech-

nique: time-resolved single-electron detection. In this method, a quantum point contact (QPC)

is defined in the same 2DEG as the quantum dot, see Fig.(1.3a). The QPC confines electrons

in the lateral direction, producing conductance quantization [51] that depends on the effective

electric field in which it sits. Its proximity to the quantum dot ensures capacitive coupling be-
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(a) Lateral quantum dot formed by a 2DEG
grown within a GaAs/AlGaAs via appropri-
ate gate geometry. Adapted with permission
from Ref.[52], c© 2009 Elsevier.

(b) Example of a time-dependent current mea-
surement, with accompanying current dis-
tribution. Adapted with permission from
Ref.[53], c© 2010 American Chemical Society.

tween the two, which manifests when individual tunneling events in the quantum dot change

the charging energy by a discrete amount. The conductance of the QPC, therefore, acts as a

charge detector for the quantum dot. If the electrode-system couplings are tuned to below

the QPC bandwidth, furthermore, then the QPC can detect tunneling events in real-time, as

in Fig.(1.3b) [52, 53].

The resulting time-dependent current traces, such as in Fig.(1.3b), contain much more infor-

mation about current fluctuations than before. For example, defining a time-interval, ∆t, and

measuring the number of detections in each interval produces a probability distribution of

current, also shown in Fig.(1.3b). The average current is the first cumulant of such a distribu-

tion and, as shown in Chapter 3, the zero-frequency noise is the second [31]. There are many

instances where the first two cumulants provide an unsatisfactory description of the transport

though; one example is a non-Gaussian current distribution, which is not fully described by

its average and variance alone [54–56]. In these cases, time-resolved single-electron detec-

tion gives us access to all higher-order current cumulants as well, 〈〈 Î(t)k〉〉: the full counting

statistics (FCS).

Initial real-time single-electron detection experiments were performed by Lu et al. [57] and

Fujisawa et al. [58], while the FCS of a quantum dot was first measured by Bomze et al. [56]

and Gustavsson et al. [59]. Using real-time single-electron detection, Gustvasson et al. were

also able to detect single photon absorption from a QPC via the shot noise of a nearby double

quantum dot [60]. Other groups extended the methodology to include bidirectional transi-

tions by including a double quantum dot in the detection process [61], and demonstrated that

bimodal current distributions are possible [62]. Single-electron detection was also used to

measure electron-electron interference in a double quantum dot [52, 63, 64], the FCS of super-

conducting junctions [65], the FCS in the transient regime [66], non-Gaussian fluctuations [67],

and finite-frequency FCS [68]. Sukhorukov et al. [69] analyzed the effect that single-electron

detection has on transport, showing that the FCS is altered by the back-action of the QPC on
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Figure 1.4: Scanning electron micrograph (left) of a Josephson-junction-based charge detector,
used to experimentally construct the WTD of a two-level fluctuator (right). Adapted with
permission from Ref.[72], c© 2019 American Physical Society.

the QD. Even before single-electron detection, Reulet et al. [55] related measurements of the

skewness of voltage fluctuations to the skewness of current fluctuations.

Although most experiments have operated at ultra-low temperatures, usually in the mK range,

recently a group has managed to use the optical blinking of a nearby semiconductor nanocrys-

tal to make room temperature measurements on a carbon nanotube [70]. A similar method,

using resonance fluorescence, has analyzed spin dynamics in a quantum dot [71]. Unfortu-

nately, single-electron counting methods are still restricted to extremely low tunneling rates,

in the order of 1kHz, which translate to currents in the order of 0.1fA.

The FCS have been a remarkably successful tool in describing current fluctuations, and in

Chapter 3 we outline a more detailed history of their use. In the last 15 years, however, a com-

plementary statistical tool has been introduced to nanoscale quantum transport: the waiting

time distribution (WTD). In this approach, rather than measuring the number of tunneling

events in a time interval, the time between each tunneling event is measured instead; informa-

tion that is also available from the same time-dependent current measurements in Fig.(1.3b).

Since their introduction, one of the central questions surrounding the WTD has been whether

its cumulants can be derived from the FCS or whether they are distinct quantities and thus

contain new information: a valid question considering that they are generated from the same

experimental data.

This question has in large part been answered by renewal theory, which demonstrated that the

cumulants of the WTD exactly reproduce the zero-frequency FCS if successive waiting times

are uncorrelated [73, 74]. In the case where successive waiting times are correlated, then the

WTD contains information about short-time physics that is unavailable from the FCS alone.

Because tools like the WTD are so new to nanoscale transport, there are many nanoscale sys-

tems for which it has not been applied. In this thesis, therefore, the main goal is to investigate

time correlations in a variety of transport scenarios, discerning interesting dynamics that we
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Figure 1.5: Scanning electron micrograph (left) of a double quantum dot comprised of one
normal and one superconducting island, coupled to two single-electron transistors from which
the FPTD (right) is obtained. Adapted with permission from Ref.[77], c© 2019 American
Physical Society.

cannot see elsewhere. In doing so, we will also use a more general statistical tool than the

WTD: the first-passage time distribution (FPTD), which is applicable for bidirectional trans-

port when the WTD is not. The FPTD is an extremely recent addition to nanoscale transport,

and many of our FPTD results are the first for such systems.

Because they are recent introductions to nanoscale quantum transport, the experimental his-

tory of the WTD and the FPTD is much shorter than that for the FCS. Jenei et al., for example,

used a superconducting charge detector, made from two Josephson junctions and shown in

Fig.(1.4), to construct the WTD of a two-level fluctuator [72]. Singh et al., meanwhile, used a

series of superconducting and normal components to measure the FPTD of a double quantum

dot, shown in Fig.(1.5). Other groups have recently measured the effect of a magnetic field on

the WTD of a quantum dot constructed from phosphorous atoms [75], and the WTD in the

Pauli-spin blockade regime of a double quantum dot [76]. Fluctuating-time statistics theory,

in comparison, is extremely well-developed.

To calculate the WTD and FPTD, we rely exclusively on the quantum master equation ap-

proach. Although comparable methods, like non-equilibrium Green’s functions or scattering

theory, can be used to obtain fluctuation statistics, master equations have a neat and simple

formalism that is applicable to a wide variety of systems. The drawback is that master equa-

tions rely on assuming the baths are Markovian, and their simplified version, rate equations,

rely on eliminating quantum coherence: two important correlation sources in nanoscale sys-

tems. As a result, we investigate transport scenarios that either remove one of these assump-

tions, like cotunneling or fully coherent transport in a triple quantum dot, include electron-

phonon interactions, or have some additional effect, like telegraphic switching.

In Section 1.3, we outline both the model describing the general electrode-molecule-electrode

configuration in Fig.(1.1), and the specific conceptual model of the nanoscale device used

throughout the thesis. This includes both the Hamiltonians and the pertinent assumptions

applying to each part of the system.
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ĤQ

ĤS ĤD

ĤT ĤT

ĤT ĤT

Figure 1.6: Hamiltonian breakdown in the molecular junction configuration. The quantum
system is coupled to two macroscopic metal electrodes, with tunneling between. The electrode
shading indicates state occupancy: solid black is fully occupied; grey is partially occupied; and
white is unoccupied.

1.3 Model

The general model in Fig.(1.1) consists of a quantum subsystem coupled to two macroscopic

metal electrodes: the source (S) and drain (D). We will find it useful to treat the Hamiltonian

as being made of three distinct parts, which are shown in Fig.(1.1). The source and drain are

described by ĤS and ĤD, respectively; the nanoscale quantum system is described by ĤQ; and

the system-electrode interaction is ĤT. The total Hamiltonian, written in second quantization,

is

Ĥ = ĤQ + ĤS + ĤD + ĤT. (1.2)

The electrodes are modeled as a sea of non-interacting electrons,

ĤS + ĤD = ∑
α=S,D

∑
kα

εkα
â†

kα
âkα

, (1.3)

and the interaction Hamiltonian describes tunneling of electrons between the two,

ĤT = ∑
α=S,D

∑
q,kα

tkα,q(â†
kα

âq + â†
q âkα

). (1.4)

The operators â†
kα

and âkα
create and annihilate an electron in state k in electrode α with

energy εkα
. Likewise, â†

q and âq are the creation and annihilation operators for the quantum

subsystem. Finally, tkα,q is the tunneling matrix element between system state q and state k in

electrode α.

The source and drain are held at their respective chemical potentials, µα, and temperatures,
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Tα. Due to their macroscopic size and connection to a closed electronic circuit, we can safely

treat them as heat baths and particle reservoirs; adding or removing an electron does not affect

the underlying dynamics of either electrode and they are well-described as grand canonical

ensembles held at local equilibrium. The occupancy of state k in electrode α, for example,

follows the Fermi-Dirac distribution nF(εkα
− µα):

nF(εkα
− µα) =

1
e(εkα−µα)/kBTα + 1

. (1.5)

We cannot treat the total system with standard thermodynamics, however, because we always

consider a non-zero bias voltage, VSD = µS − µD, or temperature gradient, ∆T = TS − TD,

so that the junction experiences non-equilibrium dynamics. We exclusively define the source

and drain potentials as symmetric around the Fermi energy of the junction, EF: µS = EF +
VSD

2

and µD = EF − VSD
2 . In all calculations we set EF = 0. This construction ensures that electrons

are induced to flow from the source, across the quantum subsystem, to the drain. In this, and

subsequent discussions, we will use a "B" subscript, representing the total bath, to denote the

source and drain collectively.

1.3.1 Anderson-Holstein model

All results in the thesis are calculated for systems that are based on the Anderson-Holstein

model, shown in Fig.(1.7), a non-trivial conceptual model that includes vibrations and electron-

electron interactions. For the model to be valid, transport must occur through a single spin-

degenerate or spin-split level coupled to a single harmonic vibrational mode:

Ĥ = ∑
σ

εσ â†
σ âσ + Un̂↑n̂↓ + λ(b̂† + b̂)(n̂↑ + n̂↓) + h̄ω(b̂†b̂ + 1/2). (1.6)

The fermionic operators, â†
σ and âσ, create and annihilate an electron with spin σ ∈ {↑, ↓}

and energy εσ, respectively, while U is the Coulomb repulsion when two electrons occupy the

level. The spin-dependent particle number operator is n̂σ = â†
σ âσ. Likewise, the bosonic oper-

ators, b̂† and b̂, create and annihilate vibrational phonons with frequency ω. These electronic

and vibrational degrees of freedom interact via the middle term, which models the effect of

charging and discharging on molecular vibrations. When there are zero electrons in the sys-

tem, the harmonic potential contained in the last term remains unchanged. For one or two

electron occupancy, however, ∑
σ

nσ 6= 0 and the translation operator b̂† + b̂ spatially shifts the

potential. The electron-phonon interaction strength, λ, is then interpreted as the size of this

shift.
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Figure 1.7: Schematic of the Anderson-Holstein model. The orbital may be occupied by an
electron of either spin, or two electrons of opposite spin. If spin-degenerate, then ε↑ = ε↓,
but if a magnetic field B is applied the levels become spin-split: ε↑ 6= ε↓. Double occupancy
is accompanied by a Coulomb repulsion U. The orbital is coupled to a harmonic vibrational
mode at frequency ω, where the electron-phonon coupling strength is λ.

1.4 Outline

The thesis chapters are organized as follows. In Chapter 2, we introduce the master equation

as a method for describing transport in nanoscale quantum systems. This includes an in-

troduction to the Schrödinger, Heisenberg, and interaction pictures of quantum mechanics, as

well as why it is necessary to use the density matrix rather than a wavefunction representation.

From there we derive the Redfield master equation under the Born-Markov approximation

and keeping only the first non-zero term of the perturbation. We also discuss the simplifica-

tion under the secular approximation, where off-diagonal elements of the density matrix are

ignored and the transport can be described by a rate equation instead. To calculate transition

rates in the rate equation, we derive Fermi’s generalized golden rule for many-body systems,

introducing sequential tunneling and cotunneling as well. Finally in this chapter, we present

the master equation in super-operator form, unfolding the density matrix into a probability

vector and defining the Liouvillian. We then make the transition to an n-resolved master

equation, which is necessary to calculate all fluctuation statistics.

Chapter 3 is the last introductory chapter, containing a review of each fluctuation statistic

we work with: the FCS, the WTD, and the FPTD. For all three, we briefly sketch the history,

theoretical outline, and an analytic demonstration for the trivial single resonant level system.

Our review contains a novel derivation connecting two separate WTD definitions, as well as

a discussion on why the WTD fails for bidirectional transport. This chapter also contains a

discussion on renewal theory, laying out an exact definition of the renewal assumption for

both the WTD and FPTD. We introduce the Pearson coefficient as a way of measuring the

correlation between successive waiting or first-passage times, and provide a derivation of the
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exact relationship between the FCS and waiting time or first-passage time cumulants, when

the renewal assumption is satisfied.

In Chapter 4, we investigate fluctuations for cotunneling through an Anderson impurity,

where all vibrations are neglected. Previous research [46] has shown that inelastic cotunneling

processes produce telegraphic switching in an Anderson impurity, and thus super-Poissonian

noise. We address this scenario from the perspective of the WTD and FPTD. We show that,

since elastic cotunneling processes do not enter the standard master equation, it is necessary

to use the WTD as defined from the n-resolved master equation. This in turn means that

the particular regime of interest is blocked to waiting time analysis, as it contains bidirec-

tional transitions; we instead apply the FPTD, demonstrating its usefulness. As expected, we

find that the super-Poissonian noise is accompanied by correlations in successive first-passage

times, but the correlations are unexpectedly negative and quite small.

Chapter 5, on the other hand, neglects electron-electron interactions and investigates vibra-

tional effects via sequential tunneling through the Holstein model. In the WTD, we demon-

strate well-known features of vibrationally assisted transport, like the Franck-Condon block-

ade for large λ. It has previously been shown [78] that there are correlations between succes-

sive waiting in a particular voltage regime and for strong λ; we demonstrate that bidirectional

transport exists in this regime and the WTD is not accurate. Using the FPTD, we find similar

correlations and an exact agreement with renewal theory in the first-passage time cumulants

and the FCS. We also analyze the Holstein model in the presence of a temperature gradient as

opposed to a voltage bias: a topical research path given recent experiment [79].

To investigate telegraphic switching further, in Chapter 6 we define a general master equation

for a telegraphic switching process and apply it to three different transport scenarios. Unlike

previous approaches [80, 81], we add no stochastic element to the master equation but rather

a switching rate, ν, between appropriate elements of the density matrix. Using the FPTD,

we investigate transport in an Anderson impurity, where a magnetic field B is switched on

and off. We find that when the magnetic field pushes one of the levels just outside the bias

window, telegraphic switching causes strong positive correlations between successive first-

passage times. The correlation strength depends on ν, which must be much smaller than the

electrode-system transition rate, γ, for correlations to be present. We also apply the method to

model a system undergoing conformational change, first by a single level switching between

two different harmonic vibrational modes and then by switching between two different elec-

tronic levels as well. In both cases, the interplay of Franck-Condon physics and telegraphic

switching produces distinct positive correlations at multiple voltages. Finally, we constructed

a crude model of a nanoscale system randomly attaching to and detaching from one of the

electrodes; a common occurrence in molecular junctions. Intuitively, current is much lower

when the system is detached, and there were strong positive correlations for this scenario as

well.
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As opposed to the other transport scenarios, in which we use the secular rate equation, Chap-

ter 7 requires the fully coherent master equation, as we apply the WTD to a triangular triple

quantum dot. Triple quantum dots are interesting systems that display Aharonov-Bohm in-

terference, where electrons interfere with themselves over different paths through the dots,

and coherent population trapping, which can cause a "dark state" and block current. We

model each dot as an Anderson impurity, and consider three regimes in which one, two, or

three electrons may occupy the triple quantum dot. We find that coherent oscillations appear

in the WTD that relate directly to the occupation of each dot in the configuration. We also

demonstrate that in the two and three electron occupancy regimes there are small negative

correlations between successive waiting times, which are modulated by the constructive or

destructive interference from population trapping, and Aharonov-Bohm interference.

Chapter 8 contains a summary of the thesis, as well as a brief outline of future work. We

finish with the References and then an Appendix, containing all necessary derivations that

are too long for the main text.

Throughout the thesis, we work in natural units, so that h̄ = e = me = 1. From this point

on, we also do not include the ˆ notation to represent operators; they will be evident from

context.
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Chapter 2

Master equations

2.1 Motivation

In order to analyze current fluctuations in a molecular junction, we first need to be able

to reliably describe the dynamics of such systems. It is our goal in this chapter, therefore,

to introduce the master equation as a method for describing nanoscale quantum systems.

The master equation is a remarkably powerful method for describing the dynamics of many-

particle systems as it describes a wide variety of physical phenomena, including treating

strongly correlated systems [82], and with it we will be able to calculate all fluctuation statistics

of interest.

We will start this chapter not with the master equation itself, but rather an introduction to

three important pictures of quantum mechanics. Once formulated, we will then outline why a

typical wavefunction approach will fail in this system, and why the density matrix is required;

this will include a discussion on the use of the density matrix, its properties, and operator

averages. We then derive a general Redfield master equation describing the time-evolution

of the density matrix for a general quantum subsystem between two electrodes. Following

from this rigorous approach, which includes the populations and coherences, we will also

outline Fermi’s golden rule: a method that calculates transition rates between populations

only, thus creating the less descriptive rate equation. Finally, we will derive the n-resolved

master equation, which transforms the master and rate equation into a form suitable for

generating fluctuation statistics.

2.2 Pictures of quantum mechanics

Our overriding goal for the configuration in Fig.(1.1) is to calculate averages for operators that

exist in the nanoscale quantum subsystem only: O(t) = OQ(t)⊗ IS ⊗ ID, where the subscript

Q denotes the nanoscale quantum subsystem and Iα = ∑
kα

|kα〉〈kα| are the identity operators

for each electrode. To do so, we will need a method for obtaining the state of the quantum

subsystem at any time.

15
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A natural starting point is the time-dependent wavefunction, |Ψ(t)〉, which describes the state

of a general quantum system and evolves according to the Schrödinger equation [83]:

i
∂

∂t
|Ψ(t)〉 = H(t) |Ψ(t)〉. (2.1)

For a time-independent Hamiltonian, H, the Schrödinger equation has the solution

|Ψ(t)〉 = e−iH(t−t0)|Ψ(t0)〉. (2.2)

With the wavefunction in hand, we can calculate quantum averages of any time-dependent

observable O(t),

〈O(t)〉 = 〈Ψ(t)|O(t)|Ψ(t)〉 (2.3)

= 〈Ψ(t0)|eiH(t−t0)O(t)e−iH(t−t0)|Ψ(t0)〉; (2.4)

this formulation is the Schrödinger picture of quantum mechanics. The Heisenberg picture

[84], in contrast, moves all time-dependence onto the operators,

OH(t) = eiH(t−t0)O(t)e−iH(t−t0), (2.5)

while the wavefunction |Ψ(t0)〉 remains stationary in time. Since both formulations yield the

same result, both are equivalent pictures of quantum mechanics.

In general, however, the Hamiltonian is not time-independent; the trivial solution in Eq.(2.2)

no longer applies and we cannot use the Schrödinger or Heisenberg pictures. We expect,

instead, that the general solution will follow

|Ψ(t)〉 = U(t, t0) |Ψ(t0)〉, (2.6)

where U(t, t0) is a unitary operator that evolves the wavefunction from an initial time t0 to

some later time t, satisfying U(t0, t0) = 1.

One of the simplest ways to include time-dependence into the Hamiltonian, and one that

includes the model we consider throughout the project, is via a time-dependent interaction:

H(t) = H0 + HT(t). (2.7)

Here, the total Hamiltonian is deconstructed into a time-independent part, H0, with known

eigenvalues and eigenvectors satisfying H0|m0〉 = Em0 |m0〉, and a time-dependent interaction

HT(t).

For such Hamiltonians, the interaction picture [84] is an especially useful framework. Both
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the wavefunction and the operators are now time-dependent:

|ΨI(t)〉 = eiH0(t)|Ψ(t)〉 (2.8)

OI(t) = eiH0(t−t0)O(t)e−iH0(t−t0), (2.9)

where the "I" subscript denotes the interaction picture. Differentiating Eq.(2.8), as shown in

Appendix A, yields the time-evolution equation in the interaction picture,

i
∂

∂t
|ΨI(t)〉 = HT,I(t)|ΨI(t)〉, (2.10)

implying that the wavefunction in the interaction picture has a solution analogous to Eq.(2.6):

ΨI(t)〉 = SI(t, t0)|ΨI(t0)〉. (2.11)

Like U(t, t0), the unitary operator SI(t, t0) evolves the wavefunction, now in the interaction

picture, from t0 → t. Inserting Eq.(2.11) into Eq.(2.12) yields a differential equation for the

time-evolution operator in the interaction picture

i
∂

∂t
SI(t, t0) = HT,I(t)SI(t, t0), (2.12)

which is solved according to the initial condition SI(t0, t0) = 1. The equivalent integral equa-

tion is

SI(t, t0) = 1 + (−i)
∫ t

t0

dt1HT,I(t1) + (−i)2
∫ t

t0

dt1HT,I(t1)
∫ t1

t0

dt2HT,I(t2) + . . . . (2.13)

We cannot easily simplify this integral because interactions at different times do not com-

mute: [HT,I(t1), HT,I(t2)] 6= 0. Instead, we can ease the notation via the introduction of the

time-ordering operator T̃. If, for example, t1 > t2, then T̃ [HT,I(t1)HT,I(t2)] = HT,I(t1)HT,I(t2)

and, conversely, if t1 < t2, then T̃ [HT,I(t1)HT,I(t2)] = HT,I(t2)HT,I(t1). After adjusting for

overcounting from the time-ordering operator, the solution of the wavefunction in the interac-

tion picture is

SI(t, t0) =
∞

∑
n=0

(−i)n

n!

∫ t

t0

dt1 . . .
∫ t

t0

dtn T̃ [HT,I(t1), . . . , HT,I(tn)] (2.14)

= T̃
[

e−i
∫ t

t0
dt1 HT,I(t1)

]
. (2.15)

The overall solution to the Schrödinger equation is now

|Ψ(t)〉 = e−iH0tSI(t, t0)eiH0t0 |Ψ(t0)〉, (2.16)

so that the total time-evolution operator is U(t, t0) = e−iH0tSI(t, t0)eiH0t0 .
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The interaction picture is quite useful for us, because the molecular junction configuration

we use easily fits into it. The time-independent part consists of the electrodes and quantum

subsystem,

H0 = HS + HD + HQ, (2.17)

which are initially uncoupled until the interaction HT is turned on at t = t0:

HT(t) = 0 t < t0

HT(t) = HT t ≥ t0

}
.

Although we now have a formalism for finding the time-dependent solution to the Schrödinger

equation in the interaction picture, and we have seen that the total Hamiltonian fits into this

picture, we cannot use the wavefunction description for two key reasons. First, consider a

total system containing two subsystems a and b; the total Hilbert space is a tensor product

of the two sub-Hamiltonians, H = Ha ⊗ Hb. The wavefunction describing the total system

is, therefore, an entangled state |Ψ(t)〉 = |Ψ(~a,~b, t)〉. Unfortunately, this implies we cannot

obtain a reduced wavefunction just for subsystem a or b, unless the two subsystems are unen-

tangled so that |Ψ(t)〉 = |Ψa(t)〉 ⊗ |Ψb(t)〉. Since our configuration consists of a nanostructure

coupled to two electrodes, we consequently cannot obtain the wavefunction for the quantum

subsystem alone. Without this wavefunction, furthermore, we cannot calculate observable

averages in the quantum subsystem: the main objective of this section.

The electrodes are also the source of the second problem. Since they are macroscopic and

treated thermodynamically, the electrodes introduce a classical uncertainty into the system,

reflecting our lack of knowledge about the exact state. The total wavefunction, as a result, is

not a pure quantum state, described by |Ψ(t)〉, but rather can be in any number of pure states,

|Ψk(t)〉, each with classical probability pk: a mixed state. To resolve both of these issues, we

turn to the density matrix.

2.3 The density matrix

The density matrix is

ρ(t) = ∑
k

pk |Ψk(t)〉〈Ψk(t)|, (2.18)

which defines a mixed state as an ensemble of pure quantum states |Ψk(t)〉, each weighted

by probability pk. Written in an appropriate orthonormal basis, the diagonal components,

ρii, reflect the probability for each population to be occupied, while off-diagonal components,

ρij = 〈Ψi(t)|ρ|Ψj(t)〉 where i 6= j, are coherences between these populations. The density
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matrix has several nice properties; alongside being a Hermitian operator, it is normalized so

that Tr[ρ(t)] = 1. Since it incorporates mixed states, the density matrix can also accommodate

the classical uncertainty in the baths, and so does not fall prey to the second failure of the

wavefunction we highlighted at the end of the previous section.

To obtain the time-evolution of the density matrix, we differentiate Eq.(2.18) and apply the

Schrödinger equation:

i
dρ

dt
= [H(t), ρ(t)], (2.19)

which is the famous Liouville-von Neumann equation [85]. Using the unitary time-evolution

operator U(t, t0), the general solution of Eq.(2.19) is

ρ(t) = ∑
k

pk U(t, t0)|Ψk(t0)〉〈Ψk(t0)|U†(t, t0). (2.20)

Immediate among the benefits of using the density matrix is its efficient definition of quantum

averages. Using a suitable orthonormal basis, {|i〉}, the trace operator is Tr[O(t)] = ∑
i
〈i|O(t)|i〉

and

Tr[ρ(t)O(t)] = ∑
ik

pk〈i|Ψk(t)〉〈Ψk(t)|O(t)|i〉

= ∑
ik

pkδik〈Ψk(t)|O(t)|i〉

= ∑
k

pk〈Ψk(t)|O(t)|Ψk(t)〉

= 〈O(t)〉. (2.21)

Eq.(2.21) shows that, unlike the wavefunction, the density matrix naturally calculates observ-

able averages over a statistical ensemble. Furthermore, by tracing out the bath degrees of

freedom, we can also generate a reduced density matrix ρQ(t) for the quantum subsystem

only, ρQ(t) = TrB[ρT(t)], which resolves the first key failure of the wavefunction approach.

We can now calculate averages for operators in the quantum system subspace only:

〈OQ(t)〉 = TrQ[ρQ(t)OQ(t)], (2.22)

where the trace is over an appropriate quantum subsystem basis .

From this point our goal is to calculate the reduced density matrix for the quantum system,

which of course means we need to solve the Liouville-von Neumann equation of motion. We

note that from here we will refer to three distinct density matrices: the density matrix of the

total system-electrode configuration ρT, the reduced density matrix of the baths ρB, and the

reduced density matrix of the quantum subsystem ρ.
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In the following subsections, we will re-derive the Redfield master equation [86] and Fermi’s

golden rule [87]: two famous and oft-used approaches in condensed matter physics. Although

the results are not novel, this section serves as a reference point for the notation we use

throughout the rest of the project.

2.4 The master equation

In deriving the Redfield master equation, we will generally follow the approach of Breuer

[88]. By writing the Liouville-von Neumann equation for ρT(t),

i
dρT

dt
= [H(t), ρT(t)], (2.23)

and then tracing out the bath degrees of freedom, we obtain a time-evolution equation for the

reduced system density matrix:

i
dρ

dt
= TrB ([H(t), ρ(t)]) . (2.24)

Before proceeding, however, we will move to the interaction picture and reformat Eq.(2.23).

Since the interaction switches on at t = 0, before this point the quantum subsystem is uncou-

pled from the source and the drain and Eq.(2.24) is solved according to the initial condition

ρT(0) = ρ(0)⊗ ρS ⊗ ρD. (2.25)

In the interaction picture, the differential form of the Liouville-von Neumann equation is

i
dρI

dt
= TrB ([HT,I(t), ρT,I(t)]) , (2.26)

while its equivalent integral equation is

ρI(t) = ρI(0)− i
∫ t

0
dt1 TrB

[
HT,I(t1),

(
ρT,I(0)− i

∫ t1

0
dt2 [HT,I(t2), ρT,I(t2)]

)]
, (2.27)

where here and onwards we choose t0 = 0. Crucially, we have only applied the expansion

twice, implying that there are some constraints on HT,I(t), which we will discuss under the

Born approximation. In actuality, the recursion in Eq.(2.27) can be continued infinitely, simi-

larly to Eq.(2.16). Next, we differentiate and apply relative time τ = t− t2:

ρ̇I(t) = −
∫ t

0
dτ TrB [HT,I(t), [HT,I(t− τ)ρT,I(t− τ)]] , (2.28)

also using the fact that our interaction Hamiltonian HT does not have any diagonal compo-

nents so that TrB [HT,I(t), ρT,I(0)] = 0.
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At this point, we need to assume that the coupling between the quantum subsystem and the

electrodes is weak: the Born approximation. Considering the macroscopic size of the baths,

this means that they remain unaffected by transport through the quantum subsystem and can

be treated as if they are in local equilibrium. The electrode density matrices, therefore, evolve

independently of the quantum subsystem and we can write ρT,I(t) ≈ ρI(t) ⊗ ρS ⊗ ρD. The

Born approximation also provides justification for cutting off the expansion in Eq.(2.27); if

HT,I(t) is weak then it can be treated as a perturbation and we can end the expansion after

the first non-zero term.

For brevity, we are also going to rewrite the interaction Hamiltonian as

HT = ∑
α=S,D

∑
q,kα

tkα,q(a†
kα

aq + a†
q akα

)

= ∑
q

a†
qd − aqd†, (2.29)

where we have introduced the bath operators

d† = ∑
α

d†
α and d = ∑

α

dα

= ∑
α

∑
kα

tkα
a†

kα
= ∑

α
∑
kα

tkα
akα

, (2.30)

and included a negative in the second term because fermionic operators anti-commute. With

these changes, and writing ρI(t)⊗ ρS ⊗ ρD = ρI(t)ρB for notational ease, Eq.(2.28) becomes

ρ̇I(t) = −
∫ t

0
dτ ∑

qq′
TrB

[
a†

q,I(t)dI(t)− aq,I(t)d†
I (t),[

a†
q′,I(t− τ)dI(t− τ)− aq′,I(t− τ)d†

I (t− τ), ρI(t− τ)ρB

]]
. (2.31)

We are faced now with a long expansion; it is helped, however, by noticing that any terms con-

taining two bath annihilation operators dd or two bath creation operators d†d† will disappear

under the bath trace, since fermions obey the Pauli exclusion principle:

ρ̇I(t) =
∫ t

0
dτ ∑

qq′
TrB

(
a†

q,I(t)dI(t)aq′,I(t− τ)d†
I (t− τ)ρI(t− τ)ρB

+ aq,I(t)d†
I (t)a†

q′,I(t− τ)dI(t− τ)ρI(t− τ)ρB − a†
q,I(t)dI(t)ρI(t− τ)ρBaq′,I(t− τ)d†

I (t− τ)

− aq,I(t)d†
I (t)ρI(t− τ)ρBa†

q′,I(t− τ)dI(t− τ)− a†
q′,I(t− τ)dI(t− τ)ρI(t− τ)ρBaq,I(t)d†

I (t)

− aq′,I(t− τ)d†
I (t− τ)ρI(t− τ)ρBa†

q,I(t)dI(t) + ρI(t− τ)ρBa†
q′,I(t− τ)dI(t− τ)aq,I(t)d†

I (t)

+ρI(t− τ)ρBaq′,I(t− τ)d†
I (t− τ)a†

q,I(t)dI(t)
)

. (2.32)

If we switch the positions of system and bath operators in each term, again adding a negative

from fermionic anti-commutation, then all bath operators will be together and we can apply
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the trace, which we express as bath-correlation functions:

G>(τ) = TrB

(
ρBdI(t)d†

I (t− τ)
)

G<(τ) = TrB

(
ρBd†

I (t)dI(t− τ)
)

G>(−τ) = TrB

(
d†

I (t)ρBdI(t− τ)
)

G<(−τ) = TrB

(
dI(t)ρBd†

I (t− τ)
)

= TrB

(
ρBdI(t− τ)d†

I (t)
)

= TrB

(
ρBd†

I (t− τ)dI(t)
)

= TrB

(
ρBdI(t)d†

I (t + τ)
)

= TrB

(
ρBd†

I (t)dI(t + τ)
)

. (2.33)

The last four terms of Eq.(2.32) are clearly the hermitian conjugate of the first four, and the

total master equation is

ρ̇I(t) = −∑
qq′

∫ t

0
dτ TrB

(
G>(τ)a†

q,I(t)aq′,I(t− τ)ρI(t− τ) + G<(τ)aq,I(t)a†
q′,I(t− τ)ρI(t− τ)

− G<(−τ)a†
q,I(t)ρI(t− τ)aq′,I(t− τ)− G>(−τ)aq,I(t)ρI(t− τ)a†

q′,I(t− τ) + h.c.
)

.

(2.34)

We come now to the second key assumption: that the baths are Markovian. We first assume

that correlations in the baths decay rapidly after some correlation time τc, so that G<,>(τ)→ 0

for τ > τc. If the characteristic time of the system t is much greater than τc, then the baths

are effectively memoryless; the density matrix of the system will not change much in time τ,

ρI(t− τ) ≈ ρI(t), and the upper limit of integration in Eq.(2.34) can be considered infinite:

ρ̇I(t) = −∑
qq′

∫ ∞

0
dτ
(

G>(τ)a†
q,I(t)aq′,I(t− τ)ρI(t) + G<(τ)aq,I(t)a†

q′,I(t− τ)ρI(t)

− G<(−τ)a†
q,I(t)ρI(t)aq′,I(t− τ)− G>(−τ)aq,I(t)ρI(t)a†

q′,I(t− τ) + h.c.
)

. (2.35)

Proceeding from here, we need to explicitly apply the interaction picture. Using the time-

derivative of a general operator in the interaction picture, defined in Appendix A, the master

equation becomes

iρ̇(t) = [HQ, ρ(t)]− i ∑
qq′

∫ ∞

0
dτ
(

G>(τ)a†
qe−iHQτaq′eiHQτρ(t) + G<(−τ)aqeiHQτa†

q′e
iHQτρ(t)

− G<(τ)a†
qρ(t)e−iHQτaq′eiHQτ − G>(−τ)aqρ(t)e−iHQτa†

q′e
iHQτ + h.c.

)
(2.36)

To simplify further from Eq.(2.36), we need to evaluate the bath-correlation functions, which

is shown explicitly in Appendix B.1. In short, they can be expressed in terms of lesser Σ<(τ)
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and greater Σ>(τ) self-energies, also defined in Appendix B.1:

iρ̇(t) = [HQ, ρ(t)] + ∑
q

∫ ∞

0
dτ
(

Σ>(τ)a†
qe−iHQτaq′eiHQτρ(t)− Σ<(−τ)aqeiHQτa†

q′e
iHQτρ(t)

+ Σ<(τ)a†
qρ(t)e−iHQτaq′eiHQτ − Σ>(−τ)aqρ(t)e−iHQτa†

q′e
iHQτ − h.c.

)
. (2.37)

Eq.(2.37) is a general master equation for the density matrix of the quantum subsystem ρ(t). It

contains a part detailing the coherent time-evolution due to the Hamiltonian of the quantum

subsystem, [HQ, ρ(t)], and a part detailing the time-evolution due to dissipative interactions

with the electrodes. In practice, we will calculate the time-evolution of each element, written

in the basis of eigenstates of HQ: ρmn = 〈m|ρ|n〉. Applying these basis vectors, and also

inserting the identity operator of the quantum subsystem, we get

iρ̇mn = (Em − En)ρmn + ∑
qq′

∑
kl

∫ ∞

0
dτ
(

Σ>(τ)〈m|a†
q |k〉〈k|e−iHQτaq′eiHQτ|l〉ρln

− Σ<(−τ)〈m|aq|k〉〈k|e−iHQτa†
q′e

iHQτ|l〉ρln + Σ<(τ)〈m|a†
q |k〉ρkl〈l|e−iHQτaq′eiHQτ|n〉

− Σ>(−τ)〈m|aq|k〉ρkl〈l|e−iHQτa†
q′e

iHQτ|n〉 − (m↔ n)∗
)

. (2.38)

The final step is to introduce the energy separation between eigenstates, ωmn = Em − En, and

perform the time-integral:

i ˙ρmn = ωmnρmn + ∑
q

∑
kl

(
Σ>(ωlk)〈m|a†

q |k〉〈k|aq|l〉ρln + Σ<(ωkl)
∗〈m|aq|k〉〈k|a†

q′ |l〉ρln

+Σ<(ωnl)〈m|a†
q |k〉ρkl〈l|aq|n〉+ Σ>(ωln)

∗〈m|aq|k〉ρkl〈l|a†
q′ |n〉 − (m↔ n)∗

)
. (2.39)

Note that, in doing so, we have made the rotating wave approximation and removed all those

terms for which q 6= q′.

We have provided an explicit calculation of the frequency-dependent self-energies in Ap-

pendix B.2. As a short summary, the lesser and greater self-energies of electrode α are

Σ<
α (ω) = ∆<

α (ω) +
i
2

γα(ω)nF(ω− µα) (2.40)

Σ>
α (ω) = −∆>

α (ω)− i
2

γα(ω)[1− nF(ω− µα)], (2.41)

with real components given by the Lamb shift,

∆<
α (ω) = lim

η→0+
∑
kα

|tkα,q|2(εkα
−ω)nF(ω− µα)

(ω− εkα
)2 + η2 (2.42)

∆>
α (ω) = lim

η→0+
∑
kα

|tkα,q|2(εkα
−ω)[1− nF(ω− µα)]

(ω− εkα
)2 + η2 , (2.43)
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and imaginary components given by the electrode-system coupling strength,

γα(ω) = 2π|tω|2ρα(ω). (2.44)

The Lamb shift is so-called because it renormalizes the energies of the isolated quantum

subsystem due to interaction with the electrodes [88]. The imaginary component, meanwhile,

broadens these energy levels. At all points throughout the project, we apply the wide-band

limit and assume that, within the conduction band of electrode α, the density of states ρα(ω)

and therefore the tunnel coupling tkα,q is constant: γα(ω) = γα.

We now have all the tools required to generate the master equation of a general quantum

system weakly coupled to two macroscopic metal electrodes.

2.5 The rate equation

Although the Redfield equation rigorously describes the time-evolution of a molecular junc-

tion, in many cases it is necessary to simplify the full master equation by ignoring all coher-

ence terms in the density matrix, which lie off the diagonal: ρmn = 0 for m 6= n. In this case,

we are left with the probabilities for the system to be in any of the molecular eigenstates. To

highlight this point, from here we will use notation that expresses the diagonal components

as probabilities: ρnn(t) = Pn(t). After removing the coherences, the remaining components of

the master equation, Γnm, are physically interpreted as the transition rate from pure state |m〉
to pure state |n〉. The master equation is now better labeled as a rate equation [89–92], with

each diagonal element following the 1st-order differential equation:

Ṗn(t) = ∑
m

ΓnmPm(t)− ΓmnPn(t). (2.45)

Although, in principle, we could use the full Redfield master equation and merely cut out the

off-diagonal terms, there is a simpler method for deriving transition rates between eigenstates

of quantum many-body systems: the T-matrix approach and Fermi’s golden rule.

2.5.1 Fermi’s golden rule

In this subsection, we will briefly summarize the method outlined by Bruus and Flensberg

[84], Timm [93], and Merzbacher [94]. First, the Hamiltonian is reformulated in the interaction

picture as

H(t) = HS + HD + HQ + HTeηt, (2.46)

where again we have a time-independent part H0 = HS + HD + HQ and a perturbation

HT(t) = HTeηt. The time factor eηt ensures that the perturbation is turned on adiabatically at



§2.5 The rate equation 25

some point in the distant past by assuming that η → 0+ and t0 → −∞. It is important that the

turning on time, which is of order O(η−1), is much shorter than the separation between turn-

ing the perturbation on and the time t we are interested in: t− t0 � η−1. The limit t0 → −∞

must therefore be taken before η → 0+.

Our goal now is to calculate the transition rate Γ f i from an initial state |i〉 to a final | f 〉 state,

where |i〉 and | f 〉 are eigenstates of the unperturbed Hamiltonian. Given that the system

started in state |i〉 at time t0, the probability Pf (t) that at time t it is in state | f 〉 is the square

of the magnitude of the overlap between | f 〉 and the time-evolved initial state |i(t)〉. From

Eq.(2.16), we have

|i(t)〉 = e−iH0tSI(t, t0)eiH0t0 |i(t0)〉, (2.47)

which to 1st-order in HT is

|i(t)〉 = e−iH0t
[

1− i
∫ t

t0

dt1eiH0t1 HTeηt1 e−iH0t1

]
eiH0t0 |i(t0)〉. (2.48)

After applying 〈 f | and taking the appropriate limits, the overlap is

〈 f |i(t)〉 = lim
η→0+

lim
t0→−∞

〈 f |e−iH0t
[

1− i
∫ t

t0

dt1eiH0t1 HTeηt1 e−iH0t1

]
eiH0t0 |i(t0)〉

= −i lim
η→0+

lim
t0→−∞

〈 f |
∫ t

t0

dt1

[
eiH0t1 HTeηt1 e−iH0t1

]
|i〉e−iE f teiEit0

= −i lim
η→0+

lim
t0→−∞

e−iE f teiEit0〈 f |HT|i〉
∫ t

t0

dt1

[
eiE f t1 eηt1 e−iEit1

]
= −i lim

η→0+
lim

t0→−∞
e−iE f teiEit0〈 f |HT|i〉

1
−i
(
Ei + iη − E f

) [e−i(Ei+iη−E f )t − e−i(Ei+iη−E f )t0
]

.

(2.49)

The limit t0 → −∞ eliminates the exponential term in the brackets, but does not affect the

oscillatory prefactor:

〈 f |i(t)〉 = −〈 f |HT|i〉 lim
η→0+

lim
t0→−∞

e−iEi(t−t0)eηt(
E f − Ei − iη

) . (2.50)

Consequently, the probability Pf (t) is

Pf (t) = |〈 f |i(t)|2 (2.51)

= |〈 f |HT|i〉|2 lim
η→0+

e2ηt

(E f − Ei)2 + η2 . (2.52)
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Taking the time-derivative of Eq.(2.52), we get the transition rate

Γi f =
d
dt
|〈 f |i(t)|2

= 2|〈 f |HT|i〉|2 lim
η→0+

ηe2ηt

(E f − Ei)2 + η2

= 2π|〈 f |HT|i〉|2δ(E f − Ei), (2.53)

using the definition of the delta function highlighted in Eq.(B.11). The transition rate in

Eq.(2.53) is known as Fermi’s golden rule. While useful, it neglects all contributions from

higher-order interaction terms.

Going to 2nd-order in the transition rates requires a different form for the time-dependent per-

turbation HT(t) = HTg(t). In the 1st-order approach, the exponential term eηt was introduced

to ensure that the perturbation turned on adiabatically at some time in the distant past. For

2nd-order processes there can be multiple scatterings from the perturbation and, in order to

again separate the turning on time and the interaction time, we must choose the functional

form g(t) = (1 + exp [−η(t− t0)])
−1.

Combining these changes with Eq.(2.16), we find that the 2nd-order contribution to the overlap

is

〈 f |i(t)〉 = − lim
η→0+

lim
t0→−∞

〈 f |
∫ t

t0

dt1HT,I(t1)g(t1)
∫ t1

t0

dt2HT,I(t2)g(t2)|i〉e−iE f teiEit0 . (2.54)

If the perturbation is turned on between [t0, t2], then it must also be on in [t1, t], as t1 > t2.

Therefore, g(t1) may be replaced with unity and, since there is only one interaction to now

turn on, g(t2) can be replaced with eηt2 :

〈 f |i(t)〉 = − lim
η→0+

lim
t0→−∞

〈 f |
∫ t

t0

dt1

∫ t1

t0

t2HT,I(t1)HT,I(t2)eηt2 |i〉e−iE f teiEit0

= − lim
η→0+

lim
t0→−∞

e−iE f teiEit0

[
〈 f |

∫ t

t0

dt1

∫ t1

t0

dt2 eiH0t1 HTe−iH0(t1−t2)HTe−i(H0+iη)t2 |i〉
]

= − lim
η→0+

lim
t0→−∞

e−iE f teiEit0

[
〈 f |

∫ t

t0

dt1 eiE f t1 HTe−iH0t1

∫ t1

t0

dt2 e−i(Ei−H0+iη)t2 HT|i〉
]
(2.55)

At this point, all we have done is written the perturbation HT explicitly in the interaction

picture and collected appropriate terms under the integrals. Next, we evaluate the second

integral and note that, as in Eq.(2.49), under the limit t0 → −∞ the eηt0 term disappears:

〈 f |i(t)〉 = − lim
η→0+

lim
t0→−∞

e−iE f teiEit0〈 f |
∫ t

t0

dt1eiE f t1 HTe−iH0t1
1

−i(Ei − H0 + iη)
e−i(Ei−H0+iη)t1 HT|i〉.

(2.56)

Since H0 commutes with itself, we can bring Eq.(2.56) into a suitable form to evaluate the
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remaining integral,

〈 f |i(t)〉 = −i lim
η→0+

lim
t0→−∞

e−iE f teiEit0〈 f |
∫ t

t0

dt1HT
1

(Ei − H0 + iη)
e−i(Ei−E f +iη)t1 HT|i〉

= lim
η→0+

lim
t0→−∞

e−iEi(t−t0)eηt

(Ei − E f + iη)
〈 f |HT

1
Ei − H0 + iη

HT|i〉, (2.57)

and the square of the overlap is

PF(t) = lim
η→0

e2ηt

(Ei − E f )2 + η2

∣∣∣∣〈 f |HT
1

Ei − H0 + iη
HT|i〉

∣∣∣∣2 . (2.58)

Finally, the time-derivative yields the 2nd-order contribution to the transition rate:

Γ f i = 2 lim
η→0+

ηe2ηt

(Ei − E f )2 + η2

∣∣∣∣〈 f |HT
1

Ei − H0 + iη
HT|i〉

∣∣∣∣2 (2.59)

= 2π lim
η→0+

∣∣∣∣〈 f |HT
1

Ei − H0 + iη
HT|i〉

∣∣∣∣2 δ(Ei − E f ). (2.60)

This technique can be extended up to all higher-order contributions from SI(t, t0), which is

known as Fermi’s generalized golden rule:

Γ f i = 2π lim
η→0+

|〈 f |T|i〉|2 δ(Ei − E f ), (2.61)

where the T-matrix is

T = HT + HT
1

Ei − H0 + iη
HT + HT

1
Ei − H0 + iη

HT
1

Ei − H0 + iη
HT + . . . . (2.62)

The leading term in Eq.(2.62) yields sequential tunneling transport; the resulting transition rates

are 1st-order in γ and 2nd-order in HT. These terms are what we would get if we only included

diagonal components from the master equation in Eq.(2.39), as one of the key components in

deriving the Redfield master equation was the linear truncation in Eq.(2.27). Since sequential

tunnelings involve only one scattering off the perturbation, they involve only one transition

between either electrode and the quantum subsystem; they are essentially classical processes.

If we include the next-to-leading-order T-matrix contribution, we would add in a layer of co-

tunneling processes; these transition rates are 2nd-order in γ and 4th-order in HT. Cotunneling

involves two scatterings off the perturbation, so an electron may transition from one electrode

to the quantum subsystem and then out to the other electrode within the same process: this

is a purely quantum phenomenon. As we will see in Chapter 4, going to 2nd-order in Fermi’s

golden rule is non-trivial, but unfolding the full rigorous master equation one step further

[95] is so difficult that it is rarely used.
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2.5.2 Fermi’s golden rule for many-body systems

Although we were motivated to understand Fermi’s golden rule because the total Hamiltonian

of the molecular junction so neatly splits into the definition of the interaction picture, the

transition rate defined by Eq.(2.61) is completely general for any Hamiltonian with some

time-independent part and a time-dependent interaction. The goal for this subsection, then, is

to bring Eq.(2.61) into a form that more reflects the nature of our electrode-system-electrode

configuration.

In the many-body configuration of the full Fock space, the initial and final states are tensor

products of eigenstates of HQ and eigenstates of HS and HD: |i〉 = |m〉 ⊗ |iS〉 ⊗ |iD〉 =

|m〉 |iS〉 |iD〉 and| f 〉 = |n〉 ⊗ | fS〉 ⊗ | fD〉 = |n〉 | fS〉 | fD〉, with eigenenergies Ei = Em + ε is + ε id

and E f = En + ε fs + ε fd , respectively. There are, as a result, multiple initial and final states that

correspond to a particular eigenstate of HQ; they must be summed over and the initial states

weighted with a thermal distribution function WS
im

WD
im

:

Γnm = 2π lim
η→0+

∑
α

∑
fα,iα

|〈 fD|〈 fS|〈n|T|m〉|iS〉|iD〉|2 WS
im

WD
im

δ(Em − En + ε iS − ε fS + ε iD − ε fD),

(2.63)

where the T-matrix is now

T = HT + HT
1

Ei − H0 + iη
HT + HT

1
Ei − H0 + iη

HT
1

Ei − H0 + iη
HT + . . . . (2.64)

In calculating Fermi’s golden rule, we have implicitly applied the Born-Markov approxima-

tion. The thermal distribution functions Wα
im

are inserted with no dependence on the state of

the quantum subsystem, which is equivalent to assuming the Born assumption: ρT = ρ⊗ ρB.

Additionally, since we are considering the probability that the system is in state f at time t,

given that it was in state i at time t0, we have implicitly assumed that Pm does not change in

the interval, which was a key part of the Markovian assumption: ρ(t− t0) ≈ ρ(t).

2.6 Superoperator form

In practice, we will not actually work with ρ(t) as an N × N density matrix; instead we will

unfold it to a vector P(t) of length N2. This is merely a way of writing a two-dimensional

array in a computationally accessible manner. This vector will always take the form

P(t) = [P1(t), . . . , Pn(t), . . . , PN(t)︸ ︷︷ ︸
Populations

∣∣∣∣ ρ12(t), . . . , ρmn(t), . . . , ρN,N−1(t)︸ ︷︷ ︸
Coherences

]T, (2.65)
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where the indices simply refer to the different eigenstates of HQ. For the rate equation we

will evidently keep only the first N terms, the population probabilities, while the coherences

will be included for the full master equation. The unfolding in Eq.(2.65) also transforms the

definition of the trace:

Tr (ρ) = (I, P) , (2.66)

where the round brackets denote an inner product and I = [1, 1, . . . , 1, 0, 0, . . . , 0] is a row

vector in which the first N elements are unity and the last N(N − 1) elements are zero.

Since each element of the density matrix obeys a 1st-order differential equation, the unfolding

in Eq.(2.65) also allows us to collect all dynamics into one "superoperator" L: the Liouvillian.

Both the master and rate equation, then, have the general form

Ṗ(t) = LP(t), (2.67)

where L is time-independent under the Markovian assumption. We assume that Eq.(2.67)

has a unique stationary solution, steady state P̄, which is a null vector satisfying LP̄ = 0. In

general, Eq.(2.67) has the solution

P(t) = eLtP(0), (2.68)

where P(0) is the state of the initial system at t = 0. We always start measurement in the

stationary state, so P(0) = P̄.

If we are able to obtain the Liouvillian L and apply the solution in Eq.(2.68), then we can, in

principle, calculate any time-dependent quantum averages of any observable: for example,

the electric current 〈I〉. In connecting the dynamics to the fluctuation statistics, however, it is

much more natural to use the n-resolved master equation instead.

2.6.1 n-resolved master equation

As opposed to Eq.(2.67), which we refer to as the standard master equation to avoid confusion,

the n-resolved master equation resolves the transport upon the total number of particles n

transferred to the drain in the interval [0, t] [96]:

Ṗ(n, t) = ∑
n′

L(n− n′)P(n, t). (2.69)

For populations, [P(n, t)]k is the probability that the system is in state k at time t and n total

particles have been transferred to the drain in the time [0, t]. The total number of transferred
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particles,

n = nF − nB, (2.70)

is simply the difference between the number of forward and backward transitions. In the

literature, it is sometimes referred to as the jump number, a term that we readily adopt [97].

We consider processes that, at most, add or remove one particle from the drain, so n− n′ =

0,±1.

Eq.(2.69), consequently, can be written using quantum jump operators that move particles

forward to the drain, JF, or backwards from the drain, JB, alongside an operator containing

the remaining dynamics, L0 = L− JF − JB:

Ṗ(n, t) = L0P(n, t) + JFP(n− 1, t) + JBP(n + 1, t). (2.71)

Note that the JF and JB are technically superoperators, but the term quantum jump operators

is ubiquitous in the literature and we regularly use it throughout the thesis. In Fourier space,

and using the relation
∞
∑

n=−∞
einχP(n∓ 1, t)→

∞
∑

m=−∞
ei(m±1)χP(m, t), Eq.(2.71) becomes

Ṗ(χ, t) = L(χ)P(χ, t), where (2.72)

L(χ) = L0 + JFeiχ + JBe−iχ. (2.73)

The infinite set of coupled differential equations has now become a workable problem via the

introduction of a counting field χ [98, 99], where the χ-dependent Liouvillian originates from

the Fourier transform of P(n, t):

P(χ, t) =
∞

∑
n=−∞

einχP(n, t), (2.74)

P(n, t) =
1

2π

∫ 2π

0
dχe−inχP(χ, t). (2.75)

The initial condition of Eq.(2.72) is P(χ, 0) = P̄, since at time t = 0 the open system has already

reached the stationary state, and it has the general solution

P(χ, t) = eL(χ)tP̄. (2.76)

2.6.2 Constructing the n-resolved master equation

In order to obtain the n-resolved master equation, we must be able to identify the forward and

backward jump operators from the total Liouvillian L. In the rate equation [100], this is trivial

because all rates describe easily understood physical processes. We can simply identify those
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transitions between eigenstates of HQ that must be accompanied by a transition to or from the

drain, and they will comprise our jump operators. To demonstrate, consider the rate equation

of a single resonant level (SRL), which may be empty |0〉 or occupied by a single electron |1〉.
Being such a simple system, the probability vector can be constructed from physical intuition:

d
dt

[
P0(t)

P1(t)

]
=

[
−(ΓS

10 + ΓD
10) ΓS

01 + ΓD
01

ΓS
10 + ΓD

10 −(ΓS
01 + ΓD

01)

] [
P0(t)

P1(t)

]
. (2.77)

The SRL is a good demonstrative model, as it can be solved exactly. The stationary state, for

example, is

P̄ =
1

Γ10 + Γ01

[
Γ01

Γ10

]
. (2.78)

This case is also an example of a single-reset open quantum system: a system where every

tunneling to the drain leaves the molecule empty. For single-reset systems
(
JF
)kP = 0 and(

JB
)kP = 0 for any vector P when k > 1. In comparison, in a multiple-reset system, after

a tunneling to the drain the molecule may be occupied by a non-zero number of electrons.

Multiple-reset systems are often difficult to handle analytically due to larger matrix sizes and

system complexity.

Examining Eq.(2.77), the jump operator that moves an electron from the system to the drain

is clearly

JF =

[
0 ΓD

01

0 0

]
, (2.79)

since applying this operator to the probability vector to an occupied system, P = [0, 1]T,

empties it via an interaction with the drain, which must mean an electron has been transferred

into the drain. Similar reasoning leads us to the backward jump operator:

JB =

[
0 0

ΓD
10 0

]
. (2.80)

With the jump operators now defined, we can easily write the χ-dependent Liouvillian:

L(χ) =

[
−(ΓS

10 + ΓD
10) ΓS

01 + ΓD
01eiχ

ΓS
10 + ΓD

10e−iχ −(ΓS
01 + ΓD

01)

]
. (2.81)

For the full master equation, however, the jump operator may contain parts not just from the

transition rates between eigenstates of HQ, but also from the less intuitive elements corre-

sponding to the coherences. In this case, it is not clear from phenomenological considerations

only which elements should contribute to the jump operators. Fortunately, as outlined by Li
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et al. [101], we can resolve the master equation upon n by partitioning the bath into a number

of subspaces B(n) [102, 103]. The total bath space is then the tensor product of all of these

subspaces,

B = lim
K→∞

B(−K) ⊗ . . .⊗ B(−n) ⊗ . . .⊗ B(−1) ⊗ B(0) ⊗ B(1) ⊗ . . .⊗ B(−n) ⊗ . . .⊗ B(K), (2.82)

and we will now trace over Bn to obtain the density matrix conditioned upon n electrons being

detected in the drain by time t:

ρ(n)(t) = TrB(n) [ρT(t)] . (2.83)

Again, we want to the time-evolution of this n-resolved density matrix; so now the master

equation in Eq.(2.28) is

ρ̇
(n)
I (t) = −

∫ t

0
dτ TrB(n) [HT,I(t), [HT,I(t− τ)ρT,I(t− τ)]] . (2.84)

Instead of the Born approximation, we assume that the density matrix follows the ansatz

ρT(t) '
∞

∑
n=−∞

ρ(n)(t)⊗ ρB(n) . (2.85)

We will also write the interaction Hamiltonian as we did in Eq.(2.29) and again ignore the dd

and d†d† terms in the expansion:

ρ̇
(n′)
I (t) =

∫ t

0
dτ ∑

qq′
∑
n′

TrB(n)

(
a†

q,I(t)dI(t)aq′,I(t− τ)d†
I (t− τ)ρ

(n′)
I (t− τ)ρB(n′)

+ aq,I(t)d†
I (t)a†

q′,I(t− τ)dI(t− τ)ρ
(n′)
I (t− τ)ρB(n′)

− a†
q,I(t)dI(t)ρ

(n′)
I (t− τ)ρB(n′)aq′,I(t− τ)d†

I (t− τ)

− aq,I(t)d†
I (t)ρ

(n′)
I (t− τ)ρB(n′)a†

q′,I(t− τ)dI(t− τ)

− a†
q′,I(t− τ)dI(t− τ)ρ

(n′)
I (t− τ)ρB(n′)aq,I(t)d†

I (t)

− aq′,I(t− τ)d†
I (t− τ)ρ

(n′)
I (t− τ)ρB(n′)a†

q,I(t)dI(t)

+ ρ
(n′)
I (t− τ)ρB(n′)a†

q′,I(t− τ)dI(t− τ)aq,I(t)d†
I (t)

+ρ
(n′)
I (t− τ)ρB(n′)aq′,I(t− τ)d†

I (t− τ)a†
q,I(t)dI(t)

)
(2.86)

Let us categorize the terms in Eq.(2.86) into two different types. In the first,

(1)

∑
n′

TrB(n)

(
d†dρ(n

′)ρB(n′)

)
, ∑

n′
TrB(n)

(
dd†ρ(n

′)ρB(n′)

)
,

∑
n′

TrB(n)

(
ρ(n

′)ρB(n′)d†d
)

, ∑
n′

TrB(n)

(
ρ(n

′)ρB(n′)dd†
)

,
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we can easily replace the trace TrB(n) → TrB, as all the B(n) subspaces are orthogonal:

∑
n′

TrB(n)

(
d†dρ(n)ρB(n)

)
= TrB

(
d†dρ(n

′)ρB(n′)

)
, ∑

n′
TrB(n)

(
dd†ρ(n

′)ρB(n′)

)
= TrB

(
dd†ρ(n)ρB(n)

)
,

∑
n′

TrB(n)

(
ρ(n

′)ρB(n′)d†d
)
= TrB

(
ρ(n)ρB(n)d†d

)
, ∑

n′
TrB(n)

(
ρ(n

′)ρB(n′)dd†
)
= TrB

(
ρ(n)ρB(n)dd†

)
.

The second type, however, will yield different results for source and drain operators:

(2)

∑
n′

TrB(n)

(
d†

Sρ(n
′)ρB(n′)dS

)
, ∑

n′
TrB(n)

(
d†

Dρ(n
′)ρB(n′)dD

)
,

∑
n′

TrB(n)

(
dSρ(n

′)ρB(n′)d†
S

)
, ∑

n′
TrB(n)

(
dDρ(n

′)ρB(n′)d†
D

)
.

For those terms with d†
S and dS, we can replace TrB(n) → TrB as before, because source opera-

tors will not move between subspaces of different n. The drain operators, in contrast, produce

two different cases:

∑
n′

TrB(n)

(
d†

Dρ(n
′)ρB(n′)dD

)
= TrB(n)

(
d†

Dρ(n−1)ρB(n−1)dD

)
= TrB

(
d†

Dρ(n−1)ρB(n−1)dD

)
∑
n′

TrB(n)

(
dDρ(n

′)ρB(n′)d†
D

)
= TrB(n)

(
dDρ(n+1)ρB(n+1)d†

D

)
= TrB

(
dDρ(n+1)ρB(n+1)d†

D

)
.

(2.87)

We can now see exactly where the n + 1, n− 1, and n contributions enter the master equation.

Because the baths are macroscopic and connected to a closed circuit, after the "state selec-

tion" they relax quickly to local equilibrium and we can replace ρB(n) , ρB(n±1) → ρB. With these

adjustments, applying the Markovian assumption, and expanding the interaction picture op-

erators, the master equation is

ρ̇(n)(t) =
[

HQ, ρ(n)(t)
]
− i ∑

qq′

∫ ∞

0
dτ
(

∑
α

[
G>

α (τ)a†
qe−iHQτaq′eiHQτρ(n) + G<

α (τ)aqe−iHQτa†
q′e

iHQτρ(n)
]

−
[

G>
S (τ)e

−iHQτaq′eiHQτρ(n)a†
q + G<

S (τ)e
−iHQτa†

q′e
iHQτρ(n)aq+

G>
D(τ)e

−iHQτaq′eiHQτρ(n−1)a†
q + G<

D(τ)e
−iHQτa†

q′e
iHQτρ(n+1)aq

]
+ h.c.

)
. (2.88)

The final step is to evaluate the bath-correlation functions in terms of self-energies and write

the master equation in the basis of eigenstates of HQ; doing so, we get an analogous n-resolved

master equation to Eq.(2.39)

iρ̇(n)mn = ωmnρ
(n)
mn + ∑

qq′
∑
kl

(
∑
α

[
Σ>

α (ωlk)〈m|a†
q |k〉〈k|aq′ |l〉ρ

(n)
ln + Σ<

α (ωkl)
∗〈m|aq|k〉〈k|a†

q′ |l〉ρ
(n)
ln

]
+ Σ<

S (ωnl)〈m|a†
q |k〉ρ

(n)
kl 〈l|aq′ |n〉+ Σ>

S (ωln)
∗〈m|aq|k〉ρ(n)kl 〈l|a

†
q′ |n〉

Σ<
D(ωnl)〈m|a†

q |k〉ρ
(n+1)
kl 〈l|aq′ |n〉+ Σ>

D(ωln)
∗〈m|aq|k〉ρ(n−1)

kl 〈l|a†
q′ |n〉 − (m↔ n)∗

)
. (2.89)
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Eq.(2.89) can, of course, be written in χ-space by performing a Fourier transform.

2.7 Summary

In this chapter we have detailed the various master equation approaches to nanoscale quantum

transport: the Redfield master equation and the rate equation. Furthermore, we have outlined

how to obtain the n-resolved version of each. As we will see in the next chapter, the n-resolved

master equation will prove to be an easy point from which to generate fluctuation statistics.



Chapter 3

Fluctuation statistics

This chapter contains material that has been previously published in the following journal

article:

Counting quantum jumps: A summary and comparison of fixed-time and fluctuating-time statistics in

electron transport - invited review in the special issue "Dynamics of Open Quantum Systems",

S.L. Rudge and D.S. Kosov, J. Chem. Phys. 151, 034107 (2019)

3.1 Motivation

The purpose of this chapter is to connect the master and rate equations derived in Chapter

2 to the relevant current fluctuation statistics. It will serve as a pedagogical introduction to

fluctuation statistics through molecular junctions. These can be split into two broad categories:

fixed-time statistics and fluctuating-time statistics.

To distinguish between them, we will first discuss the difference between quantum events

and quantum jumps, two notions we use extensively throughout the chapter. In the con-

text of quantum transport, the quantum event is the tunneling of an electron between the

molecule and specific electrode, while the quantum jump is the associated transition between

two molecular states accompanying the electron tunneling. Consider an approach in which

the number of quantum events n(t) is measured in the time interval [0, t]. Given the stochastic

nature of quantum transport, repeat measurements over the same time interval will see n(t)

fluctuate about its mean, with probability distribution P(n(t)). Alternatively, we could repeat-

edly measure the time τ it takes for the number of measured quantum jumps to reach n and

construct a probability density distribution P(τ(n)), as we demonstrate in Fig.(3.1) and is ex-

perimentally demonstrated in Fig.(1.3b). The first quantity, n(t), is an example of a fixed-time

statistic, while τ(n) is an example of a fluctuating-time statistic [97, 104, 105].

Throughout the chapter, we will use the case of a single resonant level as a demonstrative

example, since the matrices are all 2× 2 and we can analytically derive all fluctuation statistics.

The rate equation for a SRL, alongside the jump operators and stationary solution, can all be

found in Eq.(2.77)-Eq.(2.81).

35
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Figure 3.1: Schematic of time-dependent current measurements, like those from Fig.(1.3b).

3.2 Fixed-time statistics

In Chapter 1, we discussed the experimental history of the higher-order current cumulants,

more commonly known as the full counting statistics. Similarly to early conductance exper-

iments, theoretical calculations of the FCS initially faced great difficulty because quantum

mechanical current operators at different times, I(t) and I(t′), do not commute. For the first

and second cumulants the problem is not so great; we are able to compute the average current

and the noise spectrum directly, see Eq.(1.1), but directly calculating higher-order cumulants

is a non-trivial task.

This time-ordering problem was first solved by Levitov and Lesovik [106] in a scattering theory

framework via the explicit inclusion of a measuring device in the theoretical setup, which has

since been extended to a general quantum mechanical variable [107] and applied to various

transport scenarios [108, 109]. Non-equilibrium Green’s functions have proved indispensable

in calculating transient FCS for both electron [110] and electron energy [111] current, as well as

the FCS of junctions with electron-phonon [112–115] and electron-electron [116] interactions;

although for strong interactions quantum master equations are generally used.

Master equations have been used to calculate the FCS in various systems [31], such as multi-

level quantum dots [40], systems with cotunneling effects [47, 95, 117, 118], systems with

strong electron-phonon interactions [119], and systems experiencing the Coulomb blockade

[98]. Furthermore, master equations have been used to calculate the FCS of non-Markovian

transport. Such work has shown, for example, that non-Markovian behavior enters the higher-

order cumulants via cotunneling effects [120], and is also present in the FCS of a dissipative

double quantum dot [121, 122]. The FCS are also closely related to fluctuation theorems: those

relations that describe fluctuations in far-from-equilibrium quantum systems [123].

In the Markovian master equation framework, current cumulants are expressed in terms of cu-
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mulants of the distribution of total transferred charge, P(n, t). The first and second cumulants,

for example, are just the average 〈n(t)〉 and the variance 〈〈n(t)2〉〉 = 〈(n(t)− 〈n(t)〉)2〉.

Assuming that P(n, t) has an exponential asymptotic behavior [74, 124],

lim
t→∞

P(n, t) ≈ exp
[
−tφ(

n
t
)
]

, (3.1)

then as t→ ∞ the cumulants of transferred charge grow linearly according to the asymptotic

growth rates 〈〈Ik〉〉:

〈〈n(t)k〉〉 ≈ 〈〈Ik〉〉t. (3.2)

The approximation in Eq.(3.1) implies that P(n, t) satisfies a large deviation principle [124],

where φ( n
t ) is the rate function of a large deviation process. In essence, measurements of n in

the time interval [0, t] will focus around the average 〈n(t)〉 = min
n

{
φ( n

t )
}

and large deviations

away from this value are exponentially suppressed. The large deviation principle is satisfied

for a wide variety of physical systems, including the ones we consider here, and it forms

the basis of the connections between the fluctuation statistics we present. It should be noted,

however, that not all transport scenarios display the scaling in Eq.(3.2); Karzig and von Oppen,

for example, have shown that the current cumulants in a chain of quantum dots do not scale

linearly in time while undergoing a phase transition [125].

From Eq.(3.2), the current cumulants are related to the charge cumulants via

lim
t→∞
〈〈I(t)k〉〉 = ek d

dt
〈〈n(t)k〉〉 (3.3)

≈ 〈〈Ik〉〉, (3.4)

since we set e = 1. This is the reason we chose 〈〈Ik〉〉 as notation for the asymptotic growth

rates in Eq.(3.2). Clearly, the long-time limit is crucial to a relationship between current cu-

mulants and cumulants of transferred charge. As we will see, it is also a necessary limit from

the point of view of master equation theory. Restricting cumulants to the long-time limit,

however, also restricts us to analyzing their zero-frequency power spectrum, ignoring short-

time physics. We will demonstrate how this manifests by comparing the noise, as defined in

Eq.(1.1), and the second cumulant of P(n, t) [107].

Direct differentiation of the second cumulant gives

d
dt
〈〈n(t)2〉〉 =

〈[
n(t),

d
dt

n(t)
]
+

〉
− 2〈n(t)〉〈 d

dt
n(t)〉. (3.5)
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By noting that

n(t) =
∫ t

0
dt1 Î(t1), (3.6)

we then get

d
dt
〈〈n(t)2〉〉 =

∫ t

0
dt1
〈
[δI(t1), δI(t)]+

〉
, (3.7)

which already bears similarity to Eq.(1.1). Changing the integration variable from t1 to relative

time τ = t1 − t gives

d
dt
〈〈n(t)2〉〉 =

∫ 0

−t
dτ
〈
[δI(t + τ), δI(t)]+

〉
. (3.8)

In the limit t → ∞, the measurement time t is greater than the characteristic current-current

correlation time τ and we can replace the integration limits to get the MacDonald formula

[126]:

d
dt
〈〈n(t)2〉〉 = 1

2

∫ ∞

−∞
dτ
〈
[δI(t + τ), δI(t)]+

〉
. (3.9)

In the stationary state, Eq.(3.9) depends only on the time delay τ and, comparing with Eq.(1.1),

therefore reduces to half the zero-frequency noise power

lim
t→∞

d
dt
〈〈n(t)2〉〉 ≈ 〈〈I2〉〉 (3.10)

=
1
2
S(0); (3.11)

so we see that the long-time limit necessarily restricts cumulants to the zero-frequency power

regime, where they potentially miss important short-time physics. Counting statistics at finite

times, or rather finite frequencies, remain an active theoretical [127–134] and experimental

[68] research area; non-Poissonian behavior of higher-order cumulants, for example, has been

shown to depend on frequency [135]. Time-dependent current cumulants are also able to

identify short-time correlations between electrons [136, 137]; in fact it has been proposed that

higher-order factorial cumulants can be used as a detection technique for electron-electron

interactions [138–140]. Despite this interesting progress, in all calculations throughout the

thesis we restrict our analysis to the zero-frequency current cumulants, as they are numerically

easier to compute but still provide valuable transport information.

Scaling the zero-frequency noise by the average current, for example, yields a quantity known
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as the Fano factor:

F =
S(0)
2〈I〉 (3.12)

=
〈〈n(2)〉〉
〈n〉 . (3.13)

Since the variance and mean of a Poisson process are equal, we can use the Fano factor

to characterize current distributions as either sub-Poissonian (F < 1), Poissonian (F = 1),

or super-Poissonian (F > 1), and consequently identify the transport effects causing this

behavior. Indeed, super-Poissonian noise is caused by a host of physical effects, such as the

dynamical channel blockade [40, 41], asymmetric couplings [42], avalanching electrons [43],

telegraphic switching [44–47], and negative differential resistance [48].

3.2.1 Practical calculations

In the introduction to this section, we saw that the long-time limit FCS are recast in terms

of the distribution of transferred charge P(n, t). Fortunately, in the framework of master

equations, there is an easy path to calculating cumulants of this distribution [98]. First, P(n, t)

is related to the density matrix via the trace:

P(n, t) = (I, P(n, t)) . (3.14)

From Eq.(2.74), we can see that

(I, P(χ, t)) =
∞

∑
n=0

einχP(n, t). (3.15)

If we take successive derivatives of Eq.(3.15) with respect to χ and set χ = 0, the right-hand

side will produce the moments of transferred charge and therefore the current:

〈Ik〉 = d
dt
(−i)k ∂k

∂χk (I, P(χ, t))

∣∣∣∣∣
χ=0

(3.16)

=
d
dt
(−i)k ∂k

∂χk

(
I, eL(χ)tP̄

) ∣∣∣∣∣
χ=0

, (3.17)

using Eq.(2.76) and assuming all measurements are performed in the stationary state. The

moment generating function of P(n, t) is therefore M(χ, t) =
(

I, eL(χ)tP̄
)

; taking its natural

logarithm we find the cumulant generating function K(χ, t):

K(χ, t) = ln
(

I, eL(χ)tP̄
)

. (3.18)
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Eq.(3.18) is, in general, too difficult to evaluate exactly. Bagrets and Nazarov [98, 107], making

the same assumption about the asymptotic behavior of P(n, t) as in Eq.(3.1), have shown that

as t→ ∞ the cumulant generating function can be approximated as

lim
t→∞

K(χ, t) = tΛmax, (3.19)

where Λmax is the eigenvalue of M(χ, t) with the largest real part. Although this is a great

simplification, analytic calculations of Λmax can be difficult for systems with a large Liou-

villian. The common approach then is to expand Λmax(χ) in χ using Rayleigh-Schrödinger

perturbation theory [121, 122, 141].

Cumulants of the current distribution are now

〈〈Ik〉〉 = d
dt
(−i)k ∂k

∂χk tΛmax

∣∣∣∣∣
χ=0

(3.20)

= (−i)k ∂k

∂χk Λmax

∣∣∣∣∣
χ=0

. (3.21)

3.2.2 FCS of a SRL

For a SRL, we can calculate the FCS analytically. Considering the χ-dependent Liouvillian

defined by Eq.(2.81), which we write again as

L(χ) =

[
−Γ10 Γ01(χ)

Γ10(χ) −Γ01

]
, (3.22)

where Γ10(χ) = ΓS
01 + ΓD

01eiχ and ΓS
10 + ΓD

10e−iχ; the eigenvalue with the largest real part is

tΛmax(χ) =
t
2

[
−(Γ01 + Γ10) +

√
(Γ01 + Γ10)2 − 4[Γ01Γ10 − Γ10(χ)Γ01(χ)]

]
. (3.23)

Treating tΛmax(χ) as the cumulant generating function and using Eq.(3.21), the average cur-

rent is

〈I〉 = (−i)
∂

∂χ
Λmax(χ)

∣∣∣∣∣
χ=0

(3.24)

=
ΓS

10ΓD
01 − ΓS

01ΓD
10

Γ10 + Γ01
; (3.25)
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the variance is

〈〈I2〉〉 = (−i)2 ∂2

∂χ2 Λmax(χ)

∣∣∣∣∣
χ=0

(3.26)

=
1

(Γ01 + Γ10)3

[
(ΓS

01ΓD
10 + ΓS

10ΓD
01)(Γ01 + Γ10)

2 − 2(ΓS
10ΓD

01 − ΓS
01ΓD

10)
2
]

; (3.27)

and the Fano factor is

F =
(ΓS

01ΓD
10 + ΓS

10ΓD
01)(Γ01 + Γ10)

2 − 2(ΓS
10ΓD

01 − ΓS
01ΓD

10)
2

(ΓS
10ΓD

01 − ΓS
01ΓD

10)(Γ01 + Γ10)2
. (3.28)

3.3 Fluctuating-time statistics

Fluctuating-time statistics provide an alternative view of the transport. Consider the time-

series of current spikes in Fig.(3.1). Rather than recording the number of electrons detected in

the drain in a certain interval, we could instead record the time between successive tunnelings

to the drain. Repeated measurements could then be used to generate the WTD, w(ta, tb): the

conditional probability density that, given an electron tunneling event occured at time ta, the

next electron tunneling event to the drain occurs at time tb [142]. This measurement scheme

does not have to be restricted to electron tunneling events; we could measure a WTD in a

similar manner for any situation where physical events occur at specific but random points

in time. Indeed, waiting times have a broad history in multiple disciplines, such as queue-

ing theory in mathematics [143], reaction kinetics in chemistry [144], and quantum optics in

physics [145–149]. They are, however, a relatively recent addition to nanoscale transport; the

first formalism was outlined by Brandes in 2008 [150].

Since their introduction, waiting times have been calculated for a wide variety of nanoscale

transport scenarios. Scattering theory, for example, has been used to calculate waiting times

in superconducting junctions [151–153], periodically driven transport [73, 154], and coherent

conductors [155–157]. As with the FCS, waiting times in the transient regime are generally

calculated via the non-equilibrium Green’s functions method [110, 158, 159], which has been

used to analyze the role of spin [110, 160] and molecular vibrations [161] in electron transport.

Alongside these two methods, substantial research has followed Brandes’ original formalism

and calculated waiting times from quantum master equations. Walldorf et al. [162] and Rajabi

et al. [163], for example, have both used master equations to explore the relationship between

waiting times and Cooper pair emission in superconducting junctions, while Potanina and

Flindt [164] have investigated periodically driven electron transport. Waiting times have also

been calculated for double-quantum dots [44, 45, 150, 165], quantum dot spin-valves [166],

and non-Markovian transport [167]. Further work in the master equation framework has

shown that waiting times can identify transport through HOMO and LUMO levels in a single
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resonant level [168], analyze electron-electron interactions in the sequential [44, 150, 169] and

cotunneling [170] regimes, and analyze electron-phonon interactions [78, 171–173].

Unlike the FCS, waiting times are not restricted to the long-time limit and so provide insight

into interesting physics on short timescales. Phenomena such as inelastic interactions [78, 170],

quantum coherence [154, 155], fermionic statistics [44, 157], spin-polarised leads [45], and

superconducting junctions [151, 152] have all been shown to produce temporal correlations

observable from the WTD.

Experimentally, however, waiting times do have several drawbacks. Since measurements rely

on single-electron detection, as with the FCS, all currents must be small: in the order of 1kHz.

Furthermore, if we analyze purely quantum processes in the transport, such as cotunneling,

then direct measurement via a QPC is impossible as it will destroy any coherence [47]. An

interesting experimental approach, in which the WTD is extracted directly from low-order

current correlations via theoretical post-processing using continuous matrix product state to-

mography, has recently been proposed and could possibly overcome this limitation [174]. The

experimental setup of real-time single electron detection is also restricted to large bias volt-

ages, so that the current is unidirectional. We will see that this limit also applies in theoretical

calculations as well; we are restricted to calculating the WTD for successive tunnelings to and

from the drain separately. Considering that bidirectional transitions play an important role

outside of the large bias limit and in many physical systems [61], it is imperative to have a

fluctuating-time statistic capable of incorporating them. From a theoretical perspective, we

could work with bidirectional transitions if there was a fluctuation statistic for the time be-

tween the total number of forward and backward tunnelings.

Recently, it has been demonstrated that the first-passage time is such a statistic. In the context

of nanoscale electron transport, we define the FPTD, F(n|t0, t0 + τ), as the probability density

that, given an initial tunneling event to the drain at time t0, the next time the jump number

reaches n is after a time delay τ. Since n is the difference between the sum of forward and

backward transitions, it naturally incorporates bidirectional transport. Indeed, since its intro-

duction, the FPTD has been applied to a number of scenarios where bidirectional transport is

unavoidable [97, 175, 176].

First-passage times, in the form that we will use, were initially developed to describe fluctu-

ations of entropic variables in the stationary state of Markovian systems [97, 177–181]; they

have since been used to theoretically and experimentally verify fluctuation relations [77]. We

note, also, that Ridley et al. have recently calculated FPTDs using the inchworm quantum

Monte Carlo method and found queuing effects arising from the Coulomb repulsion [116].

The notation we use in this chapter and beyond was first outlined by Saito and Dhar [181],

with significant contributions from Ptaszynski [97].

In this section we will first outline general relationships between time statistics for fluctuating
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variables, before detailing methods for calculating the WTD and FPTD from Markovian master

equations. We will conclude with an example using transport through a SRL, and a discussion

on renewal theory.

3.3.1 Outline

We first define several important probability distributions associated with individual electron

tunneling events and establish various useful relations between these distributions. We will

closely follow van Kampen’s discussion of stochastic time distributions [142]:

F(ta, tb) – the probability density that, given that the recording starts at time ta, the first elec-

tron tunneling event is detected at time tb. Therefore, F(ta, tb)dtb is the probability to first

detect an electron at time interval (tb, tb + dtb) if the recording of the events starts at ta; and

Π(ta, tb) – the probability that no electron detection occurs in the interval (ta, tb), which has

recently been named the idle-time probability [156, 157].

These two probability distributions are connected by the self-evident integral relation

∫ tb

ta

dt F(ta, t) = 1−Π(ta, tb). (3.29)

Differentiating this relation with respect to tb and ta gives, respectively,

F(ta, tb) = −
∂

∂tb
Π(ta, tb) (3.30)

=
∂

∂ta
Π(ta, tb). (3.31)

There are three more important probability distributions:

p(t) – the probability density to detect an electron at time t, which, based on physical reason-

ing, satisfies p(ta) = F(ta, ta). An electron tunneling event occuring in the interval [t, t + dt]

has associated probability p(t)dt;

p(ta, tb) – the joint probability density to detect an electron at time ta and to next detect an

electron at time tb. The joint probability for an electron tunneling event to occur in [ta, ta + dta]

and the next electron tunneling event to occur in [tb, tb + dtb] is then p(ta, tb)dtadtb; and

w(ta, tb) – the conditional probability density that, given an electron tunneling occurred at

time ta, the next electron tunneling event occured at tb: the WTD. The expression w(ta, tb)dtb

is thus the conditional probability that, given an electron tunneling occurred at time ta, the
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next electron tunneling event occured in the time interval [tb, tb + dtb].

Using the standard relation between joint and conditional probabilities,

p(ta, tb)dtadtb = p(ta)dta w(ta, tb)dtb, (3.32)

we get a simple expression for the WTD in terms of the joint probability density:

p(ta, tb) = p(ta) w(ta, tb) (3.33)

w(ta, tb) =
p(ta, tb)

p(ta)
. (3.34)

Based on these definitions, the probability density for an electron tunneling to occur at tb,

irrespective of any prior tunnelings before measurement started at ta, is also

∫ ta

−∞
dt p(t, tb) = F(ta, tb). (3.35)

Differentiating with respect to ta we get

p(ta, tb) =
∂

∂ta
F(ta, tb). (3.36)

Hence, we have the following relations between the WTD and idle-time probability

w(ta, tb) = −
1

p(ta)

∂2

∂ta∂tb
Π(ta, tb), and (3.37)

w(ta, tb) =
1

p(ta)

∂2

∂t2
a

Π(ta, tb). (3.38)

As in the previous section we perform all calculations in the stationary non-equilibrium state,

where all two-time distributions now depend only on the relative time τ = tb − ta. Using
∂

∂τ = ∂
∂tb

= − ∂
∂ta

we get

w(τ) =
1
p

∂2

∂τ2 Π(τ), (3.39)

with p now also computed from the idle time probability:

p = − ∂

∂τ
Π(τ)

∣∣∣∣
τ=0

. (3.40)

It is important to note that, since p is just the rate at which the Π(τ) changes in time, which in

the unidirectional limit is equivalent to 1
〈τ〉 . Indeed, in the literature Eq.(3.39) is often written

as

w(τ) = 〈τ〉 ∂2

∂τ2 Π(τ). (3.41)
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3.3.2 Waiting time distribution

For a generic quantum system described by the Markovian master equation in Eq.(2.67), we

can intuitively generate the distribution of waiting times between successive electron tunnel-

ing events. For simplicity, let us assume that we are examining the waiting time τ between

two electron tunneling events of the same type, described by jump operator J. The condi-

tional probability density that, given that tunneling event of type J occurs at some time in the

stationary state, the next tunneling event of type J will occur after a delay τ is

w(τ) =

(
I, JeL0τJP̄

)
(I, JP̄)

, (3.42)

where L0 = L− J is the Liouvillian with J removed.

Let us physically examine the top line of Eq.(3.42). The system starts in the stationary state

P̄ and undergoes quantum jump J, after which it evolves for a time according to L0, during

which no jump of type J takes place, until another quantum jump J occurs after a time τ.

Summing the resulting probability vector, which is equivalent to computing the inner product

with vector I, thus gives the joint probability for two successive quantum jumps of type J

to occur in the stationary state at times separated by a delay τ. The bottom line is just the

probability for quantum jump J to occur at any time during the stationary state; so that,

together, the top and bottom lines of Eq.(3.42) denote the conditional probability that, given

an initial quantum jump of type J in the stationary state, the next quantum jump of type J

will occur after a waiting time τ. Eq.(3.42) is Brandes’ original definition [150].

Since we aim to relate time statistics to current statistics, we will focus on wF(τ), the distribu-

tion of waiting times between tunnelings from the molecule to the drain, which are contained

in the forward current operator JF, and wB(τ), the distribution of waiting times between tun-

nelings from the drain to the molecule, which are contained in the backward current operator

JB. Note that, from here onwards, if we have omitted the subscript, we are referring to wF(τ).

If we assume that the transport is unidirectional, such that L(χ) = L0 + JFeiχ, then we can

derive an equivalent expression for the WTD from the n-resolved master equation and the

idle-time probability, since in this limit

Π(t) = P(0, t). (3.43)

Again, this follows from physical intuition; Π(τ) is the probability that at time τ no tunneling

event has occurred, which for unidirectional transport is P(0, t) since n ≥ 0. The probability
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P(0, t) is obtained from the cumulant generating function, defined in Eq.(3.18):

M(χ, t) = eK(χ,t) (3.44)

=
∞

∑
n=0

einχP(n, t) (3.45)

= P(0, t) +
∞

∑
n=1

einχP(n, t), (3.46)

where all the terms in the summation for which n < 0 are excluded since the transport is

unidirectional. All the terms inside the summation disappear in the limit χ → i∞, so that

[167, 182]

P(0, t) = lim
χ→i∞

M(χ, t). (3.47)

which, combined with Eq.(3.18), yields

Π(τ) = lim
χ→i∞

(
I, eL(χ)tP̄

)
. (3.48)

This immediately shows the necessity of excluding all terms for which n < 0; if included each

would be accompanied by a factor of e−iχ, which would diverge in the limit χ→ i∞.

From here, we proceed using Eq.(3.39) alongside the definition of Π(τ) in Eq.(3.48):

wF(τ) = − lim
χ→i∞

(I, L(χ)eL(χ)τL(χ)P̄)
(I, L(χ)P̄)

. (3.49)

= − lim
χ→i∞

(I, (L0 + JFeiχ)e(L0+JFeiχ)τ(L0 + JFeiχ)P̄)
(I, (L0 + JFeiχ)P̄)

(3.50)

= − (I, L0eL0τL0P̄)
(I, L0P̄)

. (3.51)

At this point we use the splitting L0 = L(0)− JF, the definition of the stationary state L(0)P̄ =

0, along with the easily verifiable relation between any Liouvillian L(0) and any vector A that

(I, L(0)A) = 0, to obtain

wF(τ) =
(I, JFeL0τJFP̄)

(I, JFP̄)
. (3.52)

Eq.(3.52) is the same definition as that provided in Eq.(3.42). The important distinction, how-

ever, is that while Eq.(3.42) can include bidirectional transitions in L0, from the very start of

deriving Eq.(3.52) we are forced to assume that the transport is unidirectional. We may of

course use the same approach to derive a similar expression for wB(τ) from the idle-time

probability in the limit χ → −i∞, but the assumption would then be that the transport is

unidirectional in the n ≤ 0 direction.
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To resolve this backward tunneling divergence catastrophe, we might intuitively return to

Eq.(3.15) and Eq.(3.18) and write the moment generating function as

M(χ, t) = P(0, t) +
∞

∑
n=1

einχP(n, t) +
−∞

∑
n=−1

einχP(n, t). (3.53)

Integrating both sides from 0→ 2π will thus eliminate all terms for which n > 0 and n < 0:

P(0, t) =
∫ 2π

0
dχ M(χ, t). (3.54)

This method is still flawed, because for bidirectional transport P(0, t) 6= Π(t). To see this,

consider the physical definition of the idle-time probability Π(τ): the probability that no

tunneling event occurs in the interval [0, τ]. P(0, t) is the probability that the jump number

at time t is 0: that is, the probability that the sum of forward and backward transitions is

zero. This does not preclude a tunneling event from occurring; indeed, there may have been

any number of forward tunneling events in [0, t], as long as there were also exactly the same

number of backward tunneling events.

At this point it is natural to question the need for a WTD derived from the n-resolved master

equation, as it is applicable to unidirecitonal transport only and we obtain the same results

from the definition in Eq.(3.42). In some cases, however, the n-resolved master equation must

be used to include all transitions that change the jump number n. Elastic cotunneling events,

for example, do not change the state of the quantum system, and so do not appear in the

standard master equation, but contribute to the total current in the drain and must be included

in JF and JB. When we calculate waiting times including elastic cotunneling events, then, we

must first define L(χ) from the corresponding n-resolved master equation and then define

L0 = L(0) − JF from it [170, 175]. In fact, since waiting times calculated from Markovian

master equations have largely been restricted to the infinite bias voltage regime, many authors

define the WTD using the n-resolved approach [150, 167].

Most waiting time analysis will be done via the cumulants, in particular the average waiting

time 〈〈τ〉〉 = 〈τ〉 and the variance 〈〈τ2〉〉 = 〈τ2〉 − 〈τ〉2. The Laplace transform of the WTD,

w̃(z) =
∫ ∞

0
dτ ezτw(τ) (3.55)

=

(
I, J [z− L0]

−1 JP̄
)

(I, JP̄)
, (3.56)

conveniently defines a cumulant generating function:

〈〈τk〉〉 = (−1)k dk

dzk ln w̃(z)
∣∣∣∣
z=0

. (3.57)
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Scaling the second waiting time cumulant by the first yields a quantity known as the random-

ness parameter:

R =
〈〈τ2〉〉
〈τ〉2 , (3.58)

which is commonly compared with the Fano factor.

We now have a comprehensive framework in which to calculate WTDs from Markovian master

equations. Several problems remain, however. For those transport scenarios that do require

an n-resolved master equation, how do we move beyond the unidirectional transport limit?

Furthermore, we will see later that even if we are able to calculate wF(τ) and wB(τ) for

bidirectional transport, it is not clear how to use them to obtain the total current distribution:

one of the key interests in fluctuation analysis being the relations between fixed-time and

fluctuating-time statistics. To resolve, we need a fluctuating-time distribution for the jump

number n, which inherently includes both forward and backward transitions. Unfortunately,

the idle-time probability offers no solution here either; instead, we need a method to evaluate

when the jump number first reaches n.

3.3.3 First-passage time distribution

The quantity we seek is the FPTD, F(n|t0, t0 + τ): the probability density that the time delay

until the jump number first reaches n is τ, given that measurement started at t0. Again,

because we work in the stationary state, the starting time can be taken as t = 0, and F(n|t0, t0 +

τ) = F(n|τ). Since n is the sum of forward and backward transitions, the FPTD is naturally

bidirectional. It is calculated from the n-resolved master equation: a relationship that was first

outlined by Saito and Dhar [181] and Ptaszynski [97], whose work we closely follow in the

derivations below.

Considering the master equation context of our approach, it is natural to treat F(n|t) as a trace

over a first-passage time vector (I, F(n|t)), where each element [F(n|τ)]l is the probability

density that the jump number reaches n for the first time at τ and that the system is in state l

at this time. We next need to relate F(n|τ) to the probability vector P(n, t), which means that

the jump number n cannot experience an overall change in the interval [τ, t + τ]. We therefore

define T(0|t− τ) as the matrix of conditional probability densities that, given at time given at

time τ the jump number reaches n for the first time, the jump number does not change overall

in the time interval [τ, t]. P(n, t) is then the product of this conditional probability and the

initial first-passage time probability, integrated over all possible first-passage times:

P(n, t) =
∫ t

0
dτ T(0|t− τ)F(n|τ). (3.59)
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In general, the element [T(n− n′|t− t′)]kl is the conditional probability that, given the system

is initially in state l and the jump number is n′ at time t′, at time t it will be in state k and the

jump number will be n. Evidently T(n|t) defines a transition matrix moving the system from

some arbitrary state at time t = 0 to P(n, t):

P(n, t) = T(n|t)P(0). (3.60)

Equating Eq.(3.59) and Eq.(3.60) relates the first-passage time to the transition matrix:

T(n|t)P(0) =
∫ t

0
dτ T(0|t− τ)F(n|τ). (3.61)

Since Eq.(3.59) is a convolution, from here it is easier to work in Laplace space:

T̃(n|z)P(0) = T̃(0|z)F̃(n|z). (3.62)

Rearranging Eq.(3.62) yields the first-passage time distribution in Laplace space:

F̃(n|z) =
(

I, T̃(0|z)−1T̃(n|z)P(0)
)

. (3.63)

All that remains now is to calculate T(n|t), which is obtained by comparing Eq.(3.60) with the

inverse Fourier transform of Eq.(2.72):

T(n|t) = 1
2π

∫ 2π

0
dχe−inχeL(χ)t, and (3.64)

T̃(n|z) = 1
2π

∫ 2π

0
dχe−inχ [z− L(χ)]−1 . (3.65)

Evaluating the contour integral in Eq.(3.65) must in general be done numerically, although it

can be done analytically for a single resonant level [97, 181].

The final step is to choose P(0) so that the FPTD relates directly to the WTD and FCS. For

n > 0, P(0) must intuitively be the normalized probability vector after a forward jump in the

stationary state:

P(0) =
JFP̄

(I, JFP̄)
. (3.66)

Similarly, the initial vector for n < 0 is

P(0) =
JBP̄

(I, JBP̄)
. (3.67)

With this definition, F(n|τ) is the probability density that the jump number first reaches n
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at time τ, given measurement started after an initial tunneling to the drain at t = 0 in the

stationary state, and F̃(n|z) is its Laplace transform:

F̃(n|z) =
(
I, T̃(0|z)−1T̃(n|z)JFP̄

)
(I, JFP̄)

. (3.68)

The inverse Laplace transform yields an explicit equation for F(n|τ),

F(n|τ) = 1
2πi

lim
R→∞

∫ c+iR

c−iR
dz ezτ

(
I, T̃(0|z)−1T̃(n|z)JFP̄

)
(I, JFP̄)

; (3.69)

however, F̃(n, z) is a convenient form for calculating cumulants of the FPTD:

〈〈τk
n〉〉∗ = (−1)k lim

z→0+

[
dk

dzk ln F̃(n|z)
]

. (3.70)

Here, the notation 〈〈τk
n〉〉∗ translates to the kth cumulant of F(n|τ) and the limit z → 0+ is

necessary since L(χ) is singular for χ = {0, 2π} [97]. The ∗ notation is chosen to distinguish

between cumulants of the WTD and cumulants of the FPTD.

As with the WTD and FCS, we focus on the first 〈τn〉∗ and second 〈〈τ2
n〉〉∗ cumulants, and

their combination into the first-passage time randomness parameter:

R∗n =
〈〈τ2

n〉〉∗

(〈τn〉∗)2 . (3.71)

3.3.4 Fluctuating-time statistics of a SRL

For the simple case of a SRL, the forward and backward tunneling WTDs are

wF(τ) =
Γ10ΓD

01
A

e−
τ
2 (Γ01+Γ10)

[
e

τ
2 A − e−

τ
2 A
]

and (3.72)

wB(τ) =
Γ01ΓD

10
B

e−
τ
2 (Γ01+Γ10)

[
e

τ
2 B − e−

τ
2 B
]

, (3.73)

where

A =
√
(Γ01 − Γ10)2 + 4Γ10ΓS

01 and (3.74)

B =
√
(Γ01 − Γ10)2 + 4Γ01ΓS

10. (3.75)
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Their Laplace transforms are

w̃F(z) =
Γ10ΓD

01

z2 + (Γ01 + Γ10)z + Γ01ΓD
01

and (3.76)

w̃B(z) =
Γ10ΓD

01

z2 + (Γ01 + Γ10)z + Γ01ΓD
10

. (3.77)

From Eq.(3.57) the first and second cumulants are

〈τ〉F =
Γ01 + Γ10

Γ10ΓD
01

(3.78)

〈τ〉B =
Γ01 + Γ10

Γ01ΓD
10

(3.79)

and

〈〈τ2〉〉F =
(Γ01)

2 + Γ10(Γ10 + 2ΓS
01)

(Γ10ΓD
01)

2
(3.80)

〈〈τ2〉〉B =
(Γ10)

2 + Γ01(Γ01 + 2ΓS
10)

(Γ01ΓD
10)

2
, (3.81)

respectively.

For a full derivation of the first-passage time statistics of a SRL, see Ref.[97]. We focus only

on the case when n > 0, for which the FPTD is

F̃(n|z) = [T̃(n|z)]11

[T̃(0|z)]11
, (3.82)

where the simplification arises from the structure of JF. Using Eq.(3.65), the element [T̃(n|z)]11

is

[T̃(n|z)]11 =
1

2π

∫ 2π

0
dχe−inχ

[
[z− L(χ)]−1

]
11

(3.83)

=
z + Γ01

2π

∫ 2π

0

dχ

einχ

1
det [z− L(χ)]

. (3.84)

The determinant of [z− L(χ)] defines an equation in χ with only eiχ, e−iχ, and e0 terms. It can

thus be written as

[T̃(n|z)]11 =
z + Γ01

2π

∫ 2π

0

dχ

ei(n−1)χ

1
[eiχ − λ+(z)] [eiχ − λ−(z)]

. (3.85)

The quantities λ+(z) and λ−(z) are the upper and lower roots of det [z− L(χ)], respectively,

and are known to satisfy λ+(z) > 1 and λ−(z) < 1 [97]. Eq.(3.85) can then be solved directly

using residue theory, as only one pole lies within the contour, or more easily as the (n− 1)th
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term in the Laurent series expansion of
([

eiχ − λ+(z)
] [

eiχ − λ−(z)
])−1:

[T̃(n|z)]11 =
(z + Γ01)λ+(z)
λ−(z)− λ+(z)

. (3.86)

From Eq.(3.82) the first-passage time distribution is then

F̃(n|z) = [λ+(z)]
n (3.87)

= [F̃(1|z)]n. (3.88)

All that remains is to evaluate λ+(z):

λ+(z) =
−b(z)

2ΓS
10ΓD

01
+

√
b(z)2 − 4ΓS

10ΓS
01ΓD

10ΓD
01

2ΓS
10ΓD

01
, (3.89)

where

b(z) = (z + Γ01)(z + Γ10)−
(

ΓS
01ΓS

10 + ΓD
01ΓD

10

)
. (3.90)

Eq.(3.88) demonstrates that for a SRL the FPTD can be factored and the cumulants are there-

fore linearly related:

〈〈τk
n〉〉∗ = (−1)k lim

z→0+

[
dk

dzk ln F̃(1|z)n
]∣∣∣∣

z→0
(3.91)

= n〈〈τk
1 〉〉∗. (3.92)

The first and second cumulants of F(1|τ) are

〈τ1〉∗ =
Γ01 + Γ10

ΓS
10ΓD

01 − ΓS
01ΓD

10
(3.93)

and

〈〈τ2
1 〉〉∗ =

(ΓS
01ΓD

10 + ΓS
10ΓD

01)(Γ01 + Γ10)
2 − 2(ΓS

10ΓD
01 − ΓS

01ΓD
10)

(ΓS
10ΓD

01 − ΓS
01ΓD

10)
3

, (3.94)

respectively. Their combination, the FPTD randomness parameter, is

R∗ =
(ΓS

01ΓD
10 + ΓS

10ΓD
01)(Γ01 + Γ10)

2 − 2(ΓS
10ΓD

01 − ΓS
01ΓD

10)
2

(ΓS
10ΓD

01 − ΓS
01ΓD

10)(Γ01 + Γ10)2
. (3.95)
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3.3.5 Renewal theory

Eq.(3.88) presents an interesting possibility for how multi-time distributions could be related

to one another. It is, in fact, an example of a branch of analysis called renewal theory, which is

based on the titular renewal assumption. For first-passage times, the factorization in Eq.(3.88)

is one expression of the renewal assumption. It can be written alternatively as

F(n|τn; n′|τn′) = F(n|τn) F(n′ − n|τn′ − τn), (3.96)

where F(n|τn; n′|τn′) is the joint conditional probability density that the jump number first

reaches n at time τn and first reaches n′ at time τn′ [97]. We can write the renewal assumption

similarly for waiting times:

w2(τ, τ′) = w(τ)w(τ′), (3.97)

where w2(τ, τ′) is the joint conditional probability density that, given an initial tunneling, the

system waits time τ until the next tunneling and then waits another time τ′ for the tunneling

after that. The renewal assumption therefore implies that successive waiting times are inde-

pendently and identically distributed and the system state is "renewed” after each waiting

time. The same logic follows for first-passage times.

If the renewal assumption is violated, then successive waiting times are no longer indepen-

dent, temporal correlations emerge in quantum dynamics, and we see non-renewal behavior.

As we will observe, non-renewal dynamics can emerge even under the Markovian assump-

tion, indicating that correlations between successive waiting times arise from the internal

dynamics of the quantum system. Although in nanoscale electron transport non-renewal

statistics are a relatively new research premise [44, 73, 74, 78, 97, 155, 175], they have a long

history in chemical physics, where they were used to describe single-molecule processes in

spectroscopy[147–149, 183] and kinetics [144, 184].

Correlations between successive waiting times τ and τ′ are described by the Pearson correla-

tion coefficient:

p =
〈ττ′〉 − 〈τ〉2
〈〈τ2〉〉 . (3.98)

Here, 〈ττ′〉 is the first moment of the second-order distribution w2(τ, τ′); in order to obtain

the Pearson correlation coefficient, we need moments of higher-order WTDs.

Just as we can define probability distributions for time delays between two tunneling events,

so can we also define distributions for multiple time delays between a series of tunneling
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events: the higher-order time distributions. Consider the second-order WTD [78],

w2(τ, τ′) =

(
I, JeL0τ′JeL0τJP̄

)
(I, JP̄)

. (3.99)

The top line is the joint probability that the system starts in P̄ and undergoes quantum jump

J, after which it evolves according to L0, until another quantum jump of type J occurs after

a time τ, and the system again evolves according to L0 until the final quantum jump of type

J occurs after another waiting time τ′. As usual, the bottom line provides the probability

for quantum jump J to occur at any time during the stationary state, so that w2(τ, τ′) is the

probability density that three quantum jumps of type J will be separated by successive waiting

times τ and τ′, conditioned upon the probability density of the initial jump.

The first moment 〈ττ′〉 is easily obtained via a moment generating function:

〈ττ′〉 = ∂

∂z
∂

∂z′
w̃(z, z′)

∣∣∣∣
z=z′=0

(3.100)

=

(
I, JL−2

0 JL−2
0 JP̄

)
(I, JP̄)

, (3.101)

where

w̃(z, z′) =
∫ ∞

0

∫ ∞

0
dτ′ dτ e−(zτ+z′τ′)w(τ, τ′). (3.102)

The Pearson correlation coefficient between two subsequent first-passage times, p∗, follows

the same definition as Eq.(3.98). Unfortunately, the method presented in Eq.(3.68) does not

easily transfer to F(n|τ; n′|τn′). Ptaszynski has shown, however, that we can obtain the Pearson

correlation coefficient from FPTDs of higher n [97]. To demonstrate, consider the variance of

F(2|τ), which is

〈〈τ2
2 〉〉∗ = 〈τ2

2 〉∗ − (〈τ2〉∗)2. (3.103)

The average 〈. . .〉 here implies an integral over all possible τ2; so that the second term, for

example, is

(〈τ2〉∗)2 =

(∫ ∞

0
dτ2 τ2F(2|τ2)

)2

. (3.104)

We are interested in the joint distribution F(1|τ1; 2|τ2), but we are not searching for correlations

between τ1 and τ2; we expect that τ2 will automatically be linearly correlated with τ1, since

τ2 = τ1 + τ1′ . Rather, we are searching for the correlation between τ1 and τ1′ . With this in
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mind, we write

F(1|τ1; 2|τ2) = F(1|τ1; 2|τ1 + τ1′) (3.105)

and

F(1|τ1) =
∫ ∞

0
dτ1′ F(1|τ1; 2|τ1 + τ1′) (3.106)

F(1|τ1′) =
∫ ∞

0
dτ1 F(1|τ1; 2|τ1 + τ1′), (3.107)

where F(1|τ1′) is the probability density that the jump number first increases from +1 to +2

after a time delay of τ1′ . From here we use the probabilistically self-evident identity, defined

for k = {1, 2, . . .}, that

〈τk
2 〉∗ =

∫ ∞

0

∫ ∞

0
dτ1 dτ1′ (τ1 + τ1′)

k F(1|τ1; 2|τ1 + τ1′), (3.108)

and we obtain the relations

(〈τ2〉∗)2 = (〈τ1〉∗)2 + 2〈τ1τ1′〉∗ + 〈τ1′〉∗ (3.109)

= 2(〈τ1〉∗)2 + 2〈τ1τ1′〉∗, and (3.110)

〈τ2
2 〉∗ = 〈τ2

1 〉∗ + 2〈τ1τ1′〉∗ + 〈τ2
1′〉∗ (3.111)

= 2〈τ2
1 〉∗ + 2〈τ1τ1′〉∗, (3.112)

where the correlation function of two first-passage times is defined as

〈τ1τ1′〉∗ =
∫ ∞

0

∫ ∞

0
dτ1dτ1′ (τ1τ1′)F(1|τ1; 2|τ1 + τ1′). (3.113)

Using the above averages, the Pearson coefficient is

p∗ =
〈τ1τ1′〉∗ − 〈τ1〉∗〈τ1′〉∗

〈〈τ2
1 〉〉∗

(3.114)

=
〈〈τ2

2 〉〉∗

2〈〈τ2
1 〉〉∗

− 1. (3.115)

We have seen that for a SRL the FPTD renewal assumption is satisfied, which means F(1, 2|τ1, τ2) =

F(1|τ1) F(1|τ1), from Eq.(3.96). This simplifies much of Eq.(3.104) and we can easily show

that, as a result, 〈τ1τ1′〉∗ = 〈τ1〉∗〈τ1′〉∗. Evaluating the joint WTD in Eq.(3.99) for a SRL yields

〈ττ′〉 = 〈τ〉2 and clearly for both fluctuating-time distributions the Pearson correlation coeffi-

cient is p = p∗ = 0.
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3.4 Connections

From the previous sections, it is clear that there are a multitude of quantum statistics avail-

able, all describing the same transport scenario. An obvious question is whether all statistics

provide complementary information, or whether, as is more interesting, there is information

unique to each? We naturally expect that, if fixed-time statistics contained identical informa-

tion to fluctuating-time statistics, we should be able to reproduce the current cumulants from

cumulants of the WTD or FPTD.

For example, the total average current is intuitively related to the average waiting time of the

forward and backward distributions via

〈I〉T = 〈I〉F − 〈I〉B (3.116)

=
1
〈τ〉F

− 1
〈τ〉B

, (3.117)

where 〈I〉F and 〈I〉B are the forward and backward currents, respectively. Here, we see a

relationship between the first cumulant of the directional current distribution and the first

cumulant of the directional WTD. Two questions arise; first, is Eq.(3.117) always true and if

not under what conditions is it true? And secondly, do similar relations exist between all

higher-order cumulants?

These queries are neatly encapsulated by renewal theory. We can show that there exists exact

relations between the FCS and cumulants of the WTD when the renewal assumption, Eq.(3.97),

is satisfied. Although Brandes initially demonstrated this for just a single-reset open quantum

system [150], Budini [74] and Albert et al. [157] have shown that, under the renewal and

unidirectional assumptions, the same one-to-one relations between WTD and FCS exist for

multiple-reset systems. In the next section, we turn to the details of this derivation, following

the works in Ref.[150], Ref.[74], and Ref.[73]. The calculations are performed in the forward

tunneling direction, but all results are equivalent for backward tunneling as well.

We start with the moment generating function of the current distribution:

M(χ, t) = ∑
n=0

einχP(n, t), (3.118)

where the sum is for n ≥ 0 since the transport is unidirectional. For n > 0 the probability

P(n, t) can be written generally in terms of the WTD:

P(n, t) =
∫ t

0

∫ tn−1

0
. . .
∫ t0

0
dtn−1dtn−2 . . . dt0 wn(t0, t1 − t0, . . . , tn−1 − tn−2, t− tn−1)P(0, t0).

(3.119)

In the stationary state the joint WTD does not depend on the initial time t0. If the renewal
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assumption is satisfied, furthermore, then the joint WTD also factorizes:

P(n, t) =
∫ t

0

∫ tn−1

0
. . .
∫ t0

0
dtn−1dtn−2 . . . dt0 w(t− tn−1)w(tn−1 − tn−2) . . . w(t1 − t0)P(0, t0)

(3.120)

Recognizing that P(1, t) =
∫ t

0 dt0w(t − t0)P(0, t0), and so on, P(n, t) can now be written

recursively as

P(n, t) =
∫ t

0
dtn−1 w(t− tn−1)P(n− 1, tn−1). (3.121)

Eq.(3.121) is now inserted into the moment generating function to obtain

M(χ, t) = P(0, t) +
∞

∑
n=1

∫ t

0
dtn−1 w(t− tn−1)einχP(n− 1, tn−1) (3.122)

= P(0, t) + eiχ
∫ t

0
dtn−1 w(t− tn−1)M(χ, tn−1). (3.123)

As usual with convolution integrals, it is easier to work in Laplace space:

M̃(χ, z) = P̃(0, z) + eiχw̃(z)M̃(χ, z). (3.124)

Rearranging gives us

M̃(χ, z) =
P̃(0, z)

1− eiχw̃(z)
, (3.125)

which in time-space is given by the inverse Laplace transform

M(χ, t) =
1

2πi

∫ c+i∞

c−i∞
M̃(χ, z) = ∑

zk

Res
(

M̃(χ, z), zk
)

. (3.126)

Examining M̃(χ, z), we see that the poles are those values {zk(χ)} that satisfy the equation

0 = 1− w(zk(χ))eiχ. (3.127)

If this equation has one solution, corresponding to a simple pole z0(χ), then the integral is

easily evaluated:

M(χ, t) = lim
z→z0(χ)

(z− z0(χ))
P̃(0, z)ezt

1− eiχw̃(z)
(3.128)

= P̃(0, z0(χ))ez0(χ)t. (3.129)

We now write the moment generating function in terms of the cumulant generating function,
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as in Eq.(3.44), and note that in the long-time limit, as t → ∞, the cumulant generating

function is given by Eq.(3.19), the large deviation principle:

lim
t→∞

M(χ, t) = lim
t→∞

eK(χ,t) (3.130)

≈ eΛmaxt. (3.131)

Applying the long-time limit to Eq.(3.129) as well, we see that the exponential term dominates

P̃(0, z0(χ)) and so in this limit Λmax = z0(χ).

We now demonstrate that the same result also holds in the case when M̃(χ, z) poses multiple

poles of any order. Suppose that M̃(χ, z) has M poles z0(χ), . . . , zM−1(χ), where z0(χ) is the

the dominant pole with the largest real part. For a pole of order m, the residue in Eq.(3.126) is

1
(m− 1)!

dm−1

dzm−1

[
(z− zk(χ))M̃(χ, z)

] ∣∣∣∣∣
z=zk(χ)

= αzk(χ)(t)e
tzk(χ), (3.132)

where αzk(χ)(t), a polynomial of order m− 1, comes from evaluating the successive (m− 1)

derivatives at z = zk(χ). The moment generating function is then given by Eq.(3.126), which

is

M(χ, t) =
M−1

∑
k=0

αzk(χ)(t)e
tzk(χ) (3.133)

= αz0(χ)(t)e
tz0(χ)

[
1 +

M−1

∑
k=1

αzk(χ)(t)e
tzk(χ)/z0(χ)

]
. (3.134)

In the long-time limit the exponential term etz0(χ) dominates the expression, yielding

M(χ, t) ≈ etz0(χ) (3.135)

Therefore, regardless of the nature of the poles, in the long-time limit we are left with a

dominant solution of Eq.(3.127): z0(χ) = Λmax(χ).

With this information, we rewrite Eq.(3.127) in the long-time limit as

0 = iχ + ln w̃(z)

∣∣∣∣∣
z=Λmax(χ)

. (3.136)

We note that at χ = 0, L(χ) = L and Λmax(0) = 0, since all other eigenvalues are negative due

to the structure of the Liouvillian. Let us now take successive derivatives of Eq.(3.136) with

respect to χ and then set χ = 0, as we do when generating current cumulants in Eq.(3.21).
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The first derivative yields

0 = −i
∂

∂χ
[iχ + ln w̃(z)]

∣∣∣∣∣
z=Λmax(χ);χ=0

(3.137)

= 1− i
∂z
∂χ

∂ ln w̃
∂z

∣∣∣∣∣
z=Λmax(χ);χ=0

(3.138)

= 1− i
∂Λmax

∂χ

∣∣∣∣∣
χ=0

∂ ln w̃
∂z

∣∣∣∣∣
z=0

. (3.139)

Comparing Eq.(3.139) with the definitions of the WTD cumulants and the FCS in Eq.(3.57)

and Eq.(3.21), respectively, we see that it contains the first cumulants of both distributions:

0 = 1− 〈〈I〉〉 〈〈τ〉〉, so that (3.140)

〈〈I〉〉 = 1
〈〈τ〉〉 , (3.141)

which is the intuitive relationship outlined earlier in Eq.(3.117). Taking the second derivative

we get

0 = (−i)2 ∂2

∂χ2 [iχ + ln w̃(z)]

∣∣∣∣∣
z=Λmax(χ);χ=0

(3.142)

0 =
∂

∂χ

[
∂z
∂χ

∂ ln w̃
∂z

] ∣∣∣∣∣
z=Λmax(χ);χ=0

(3.143)

0 =
∂2Λmax

∂χ2

∣∣∣∣∣
χ=0

∂ ln w̃
∂z

∣∣∣∣∣
z=0

+

(
∂Λmax

∂χ

)2
∣∣∣∣∣
χ=0

∂2 ln w̃
∂z2

∣∣∣∣∣
z=0

, (3.144)

which, after comparison with the definitions of the second-order current and waiting time

cumulants, reduces to

〈〈I2〉〉
〈〈I〉〉 =

〈〈τ2〉〉
〈〈τ〉〉2 . (3.145)

The LHS of Eq.(3.145) is the Fano factor and the RHS is the randomness parameter. These

quantities, therefore, provide a direct test of whether the transport is renewal; we can plot the

Fano factor alongside the randomness parameter and identify non-renewal behavior where

they deviate.

Continuing, we get all relationships between higher-order cumulants as well; the skewness,

for example, is

〈〈I3〉〉
〈〈I〉〉 = 3

〈〈τ2〉〉2
〈〈τ〉〉4 −

〈〈τ3〉〉
〈〈τ〉〉3 , (3.146)
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and so on.

This mapping between the two sets of statistics unfortunately does not hold for bidirectional

transport. As a further disappointment, although we can define relations between the cumu-

lants of the WTD and current distribution in either the forward or backward direction, we

cannot combine them to reproduce the appropriate cumulants of the total current distribu-

tion 〈〈Ik〉〉T. The obvious exception is the physically evident relation for the average current

in Eq.(3.117). Not only does it relate the first cumulant of the directional WTDs to the first

cumulant of the total current distribution, but it has the additional property of being true re-

gardless of whether the renewal assumption is satisfied. To see, we will consider the forward

current 〈I〉F, which is reconstructed from the WTD in the long-time limit as

〈I〉 = lim
N→∞

N
〈τ1 + . . . + τN〉F

. (3.147)

Now, the average waiting times can be simplified without using the renewal assumption:

〈τ1 + τ2 + . . . + τN〉F =
∫ ∞

0
dτN . . .

∫ ∞

0
dτ2

∫ ∞

0
dτ1 (τ1 + τ2 + . . . + τN) wF(τ1, τ2 . . . , τN).

(3.148)

=
N

∑
k=1

∫ ∞

0
dτk τk wF(τk) (3.149)

= N〈τ〉F. (3.150)

Eq.(3.147) then reduces to

〈I〉F =
1
〈τ〉F

, (3.151)

The backward current can be similarly defined, and thus Eq.(3.117) is satisfied. We cannot

do the same for higher-order cumulants, since for k > 1 we cannot write 〈〈Ik〉〉 as an explicit

reconstruction from the direction WTDs. In renewal theory, as a result, the WTD is evidently

limited to unidirectional transport.

It has recently been shown, however, that when the renewal assumption is satisfied, similar

relations exist between the FCS and cumulants of the FPTD, relations that hold even when the

transport is bidirectional [97]. We will not reproduce the derivation here, but rather direct the

reader to Ref.[97] for an explicit overview. In Eq.(3.92) we saw that for renewal transport all

FPTD cumulants are linearly related, so the relations between current cumulants and FPTD
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cumulants can all be expressed using F(1|τ):

〈I〉T =
n
〈τn〉∗

=
1
〈τ1〉∗

(3.152)

〈〈I2〉〉T
〈I〉T

= n
〈〈τ2

n〉〉∗
(〈τn〉∗)2 =

〈〈τ2
1 〉〉∗

(〈τ1〉∗)2 , (3.153)

which hold even when the transport is bidirectional. Examining the exact results in Eq.(3.95)

and Eq.(3.28), we see that the Fano factor and FPTD randomness parameter do indeed match.

We might expect that, since Eq.(3.152) is analogous to Eq.(3.147), it also holds regardless of

the renewal assumption. In this case, though, the average current is reconstructed from the

FPTD as

〈I〉T = lim
N→∞

N
〈τN〉∗

, (3.154)

and this cannot be simplified since for non-renewal statistics 〈τN〉 6= N〈τ1〉 and in general

F(k|τ) 6= F(1|τ1; . . . ; 1|τ(k)
1 ), unless the transport is unidirectional.

As we saw in Section (3.3.5), non-renewal transport is accompanied by temporal correlations

in the first-passage and waiting times. This is an example of the unique information only

available to the fluctuating-time distributions when the renewal assumption is violated.

3.5 Summary

Upon finishing this chapter and the preceding one, the reader should have all the tools nec-

essary to calculate the FCS, the WTD, and the FPTD from the master or rate equations. In

the remaining four chapters, we will use these three fluctuation statistics to describe various

transport scenarios in nanoscale quantum systems.

The key benefit of using the fluctuating-time statistics compared to just the FCS is that they

are able to characterize behavior on short timescales. Correlations between successive waiting

or first-passage times are especially interesting because they indicate that the molecule is not

"renewed" after each tunneling to the drain, and that some effect is felt between tunneling

electrons. In the following chapters, we will see that correlations can arise from a variety of

physical effects.
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Chapter 4

Cotunneling through an Anderson

impurity

This chapter contains material that has been previously published in the following journal

articles:

Non-renewal statistics in quantum transport from the perspective of first-passage and waiting time

distributions, S.L. Rudge and D.S. Kosov, Phys. Rev. B, 99, 115426 (2019)

Distribution of waiting times between electron cotunneling events, S.L. Rudge and D.S. Kosov, Phys.

Rev. B, 98, 245402 (2018)

4.1 Motivation

In Chapter 2, we discussed the difference between sequential tunneling, essentially classical

processes arising from the leading term in a perturbative expansion around HT, and cotunnel-

ing, purely quantum processes arising from the next-to-leading term. Previous work on co-

tunneling has shown that it can produce interesting fluctuation behavior, which has until now

only been researched using the FCS. To our knowledge, all previous work on fluctuating-time

statistics has only included only sequential tunneling when calculating the WTD or FPTD.

On the one hand, theorists have been well justified in ignoring cotunneling processes in

fluctuating-time statistics as they are relatively difficult to calculate. From an experimental

point of view, however, cotunneling is regularly present in molecular junctions; all that is

needed is a strong enough system-electrode coupling so that the electron wavefunction can

delocalize across the configuration. In this chapter, then, we propose to examine the effect

that cotunneling processes have on the WTD and FPTD.

To focus this rather general goal, we will aim to supplement previous research, [46, 47, 185–

188] demonstrating that super-Poissonian noise arises in an Anderson impurity from inelastic

cotunneling processes, with complementary results for fluctuating-time statistics in the same

63
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transport scenario. To this end, we will devote the introduction to a detailed review of co-

tunneling, alongside the specific motivation behind our investigation. Section 4.3 contains the

Anderson model, the exact form for the sequential tunneling and cotunneling rates, and the

associated rate equation. Our results are in Section 4.4. We find that this super-Poissonian

noise is indeed accompanied by small negative correlations between successive first-passage

times.

4.2 Introduction

To understand the mechanism of cotunneling, let us first describe sequential tunneling, fol-

lowing Fermi’s golden rule in Eq.(2.63). To 1st-order, each rate contains only one scattering

upon HT. A sequential tunneling transition thus involves a single electron tunneling from

electrode α to the quantum system, or vice versa. Cotunneling, in contrast, involves two scat-

terings upon HT separated by an intermediate "virtual" state with lifetime O(η−1). There are

no limitations on the energy of this virtual state, and so there is a possibility that cotunneling

occurs through energetically forbidden levels [8, 84, 189]. It is commonly thought that this is

an example of the Heisenberg uncertainty principle, ∆t∆E ∼ h̄. Energy conservation can be

violated only if the electron spends a sufficiently short time in the virtual state; although we

note that this notion has recently been challenged by Romito and Gefen [190].

The most common cotunneling process we are interested in is that of an electron tunneling

from the source to the molecule and then from the molecule to the drain. The net result is that

the charge occupation of the molecule remains the same and an extra electron is detected in

the drain. Other examples include the reverse process from the drain to the source, or instead

one that involves two tunnelings from the same electrode. Regardless of the net result, we can

generally classify cotunneling processes into two categories. If the molecule is left in the same

energetic state after the cotunneling as it was before, then it is an elastic cotunneling process,

and if it is left in an excited or de-excited state, then it is an inelastic cotunneling process. An

example of each is shown in Fig.(4.1a) and Fig.(4.1b).

Since cotunneling can occur through energetically forbidden levels, it actually becomes the

dominant contribution to the current when all levels are outside the bias window and se-

quential tunneling is exponentially suppressed. Indeed, cotunneling was first detected exper-

imentally by Geerligs et al. [191] as a leakage current in the Coulomb blockade regime. Their

measurement was preceded by the theory of Averin and Odintsov, who predicted inelastic

cotunneling in 1989 [192]; the modern combined inelastic and elastic theory was subsequently

detailed simultaneously by Averin and Nazarov [193, 194].

Since then, the effect of cotunneling on quantum observables has been explored for a wide

variety of transport scenarios. Similarly to the initial measurements made by Geerligs et al.,
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(a) Example schematic of two different elastic cotunneling processes: one through the ground state, |g〉,
and one through the excited state |e〉. In the lower transition, denoted by a dash line, the ground state
level is initially occupied. An electron then tunnels from this level to the drain, leaving the system in
the virtual empty state |0〉, before another electron tunnels in from the source to again fill the ground
state. By contrast, the top process, denoted by a dotted line, starts with the system initially empty.
An electron then tunnels into |e〉 in the virtual state, before another electron tunnels out again from
the excited state to the drain. In both processes, the net result is that the system has the same charge
occupation number as it did before the cotunneling and it is also in the same energetic state, but an
extra electron has been counted in the drain.

(b) Example schematic of an inelastic cotunneling process. Here, the system is initially occupied by an
electron in the ground state. It tunnels out to leave the system empty in the virtual state, until finally
another electron tunnels into the excited state. The net result, then, is that the charge occupation of
the system is the same before and after the cotunneling, and an extra electron has been counted in the
drain, but after the cotunneling the system is in an excited state as compared to before.
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Franceschia et al. [195] observed leakage current in the Coulomb blockade regime due to

inelastic and elastic cotunneling processes and were able to distinguish each. Koch and von

Oppen have investigated cotunneling in the context of electron-phonon interactions, and their

elegant formalism for regularizing analytic cotunneling rates forms the basis from which we

derive all results in Appendix C.2 [173, 196]. Turek and Matveev [197], meanwhile, used

cotunneling theory to explain the behavior of low-temperature thermopower in a single elec-

tron transistor. Other research has focused on heat conductance [198, 199], transport in double

quantum dots [200, 201], molecular or nanoparticle arrays [202, 203], and inelastic cotunneling

spectroscopy [204–207]; this last being one of the most useful potential applications.

Since cotunneling is a purely quantum effect, it has also attracted interest from the point of

view of current fluctuations. Cotunneling has been shown to affect the shot noise in car-

bon nanotubes [208], of interacting levels with different molecule-electrode couplings [42],

and in multi-level quantum dots in the resonant tunneling regime [209], where cotunneling

appears as a small correction to the sequential current. Cotunneling effects on the FCS, addi-

tionally, have been reported for non-Markovian systems [120] and single-electron transistors

[118]. Most interestingly, several groups [46, 47, 185] have reported that inelastic cotunneling

processes can induce super-Poissonian shot noise in interacting systems: drastically different

from the sub-Poissonian noise usually attributed to, say, a quantum dot experiencing sequen-

tial transitions under the Coulomb blockade. Experimental measurements on semiconductor

quantum dots [186, 187] and carbon nanotubes [188] have also detected super-Poissonian shot

noise due to inelastic cotunneling, which supports these theoretical predictions. To under-

stand this interesting mechanism, we will use the plots in Fig.(4.2a) and Fig.(4.2b), which have

been reprinted from Ref.[46] and Ref.[47], respectively.

At low voltages, VSD/2 < 0.5meV, ε↓ is below the bias window and ε↑ is above it; the domi-

nant transport pathway is elastic cotunneling through either level. This results in Poissonian

transport and F = 1. Between 0.5meV ≥ VSD/2 ≥ 1.5meV, however, ε↑ is fully within the

bias window while ε↓ is still below. Now there are two distinct tranport pathways: sequential

tunneling through the spin-↑ level and elastic cotunneling through the spin-↓ level. These two

pathways are connected by inelastic cotunneling processes that induce a spin-flip and switch

between them, although there can also be relaxation from ↑→↓. The transport in this regime

is thus best described as a telegraphic switching process, which is naturally accompanied by

an increase in the noise, in this case up to F ' 2 at VSD/2 ' 1meV. Since the transport is

spending significant periods of time in each tunneling pathway, with telegraphic switching in-

between, we might naturally expect that there will be positive correlations between successive

waiting or first-passage times in this regime.

Before we can introduce the rate equation and subsequent results, however, there are some

technical points that warrant discussion. First, since elastic cotunneling events do not change

the state of the quantum system, they will not appear in the standard rate equation. Brandes’
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(a) Reprinted with permission from Ref.[46],
c© 2015 American Physical Society.

(b) Reprinted with permission from Ref.[47],
c© 2015 American Physical Society.

Figure 4.2: Plots of the Fano factor as a function of bias voltage for an Anderson impurity with
cotunneling effects included. In both figures, the energies of the spin split electronic levels are
ε↑ = 0.5meV and ε↓ = −1.5meV, the Coulomb repulsion is U = 4meV, the temperature is
T = 75µeV, and the system-electrode coupling is γ = 0.5T. The Fano factor in (a) is calculated
using a rigorous real-time diagrammatic method, while (b) is calculated using the less accurate
rate equation approach.

definition of the WTD, consequently, fails to include elastic cotunneling processes. The n-

resolved rate equation, on the other hand, will include elastic cotunneling processes, as they

do change the jump number n. The WTD defined from the idle-time probability, therefore,

does incorporate elastic cotunneling events and it is this definition that we must use.

Even defined from the n-resolved master equation, the WTD is still insufficient in the voltage

regime that induces super-Poissonian noise; the spin-↓ level is below the bias window and the

transport is bidirectional. In this regime, therefore, we must use the FPTD instead. This begs

the question of why, if the FPTD is equivalent to the WTD for unidirectional transport and can

also be defined in the bidirectional case, we would still include the WTD at all? The answer is

that, from a computational point of view, it is much easier to obtain the WTD cumulants than

the FPTD cumulants, and we can also calculate the WTD in time-space; the numerical inverse

Laplace transform of the FPTD being too difficult for the Anderson impurity.

As with any theory, the overarching goal is to see experimental verification. We envision great

difficulty in this area, because any measurement of a cotunneling process will collapse the

virtual state [64, 210]. Recently, however, Haack et al. [174] have proposed a possible method

for experimentally reconstructing the WTD, including quantum processes, from low order

charge correlation functions.

Finally, we need to discuss the appropriate limits under which we can apply the rate equa-

tion. Cotunneling has previously been explored via a comprehensive real-time diagrammatic

method [46, 120, 211, 212]; however, the T-matrix approach is a suitable approximation for

this more rigorous method when the dynamics does not exhibit non-Markovian phenomena
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[47]. This occurs for large temperatures T � γ, a condition that we abide by with γ = 0.5T.

An example of this contrast is provided by the two calculations of super-Poissonian shot noise

from Thielmann et al., who used the rigorous diagrammatic method, and Kaasbjerg et al., who

used the rate equation; for the chosen parameters there is not more than a 10% difference

anywhere, which we can see in Fig.(4.2a) and Fig.(4.2b).

4.3 Anderson impurity model

If we take the conceptual model for a molecular orbital in Eq.(1.6) and assume that the

molecule is completely rigid, then all vibrational terms disappear and we are left with the

Hamiltonian for an Anderson impurity:

HQ = ∑
σ

εσa†
σaσ + Un↑n↓. (4.1)

First introduced to describe local magnetic impurities in metals [213], Eq.(4.1) has since found

great use in molecular electronics theory, where U generally describes repulsive electron-

electron interactions within the orbital.

The corresponding Fock space is spanned by four basis vectors; the molecule can either be

empty, occupied by a single spin-↑ electron, occupied by a single spin-↓ electron, or occupied

by a spin-↑ and spin-↓ electron. When considering only the pure states, the associated χ-

dependent probability vector is

P(χ, t) =
[
P0(χ, t), P↑(χ, t), P↓(χ, t), P2(χ, t)

]T . (4.2)

When coupled to two macroscopic particle baths as in the electrode-system-electrode config-

uration we consider, the corresponding interaction Hamiltonian is

HT = ∑
α

∑
kα,σ

tkα,σ

(
a†

kα
aσ + a†

σakα

)
. (4.3)

Although other groups have previously derived the sequential and cotunneling rates we dis-

play in this section [47, 214], it is important, for the sake of self-completeness and as an intro-

duction to our notation, that we lay out both the exact form of the rates and their derivation in

Appendix C. The cotunneling rates especially have a complex and interesting regularization

procedure.

The well-known sequential tunneling rates for an Anderson impurity, obtained from Fermi’s
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generalized golden rule in Eq.(2.63), are

Γσ0 = ∑α Γα
σ0 Γα

σ0 = γαnF(εσ − µα)

Γ0σ = ∑α Γα
0σ with individual Γα

0σ = γα [1− nF(εσ − µα)]

Γσ2 = ∑α Γα
σ2 transition rates Γα

σ2 = γα [1− nF(εσ + U − µα)]

Γ2σ = ∑α Γα
2σ Γα

2σ = γαnF(εσ + U − µα),

where explicit calculations are shown in Appendix C.1. Here, Γ0σ is the transition rate from

the orbital being occupied by a spin-σ electron to being empty; Γσ2 is the transition rate from

the orbital being occupied by two electrons of opposite spin to being occupied by a spin-σ

electron; and Γσ0 and Γ2σ are the rates of their respective reverse processes.

The cotunneling rates receive similar notation. The general cotunneling transition rate is Γαα′
m′m,

which denotes the process that moves an electron from electrode α to electrode α′, while the

system changes from state m to state m′. For elastic cotunnelings, we get

Γ(2)
00 = ∑

α 6=α′
Γαα′

00 Γ(2)
↑↑ = ∑

α 6=α′
Γαα′
↑↑

Γ(2)
↓↓ = ∑

α 6=α′
Γαα′
↓↓ Γ(2)

22 = ∑
α 6=α′

Γαα′
22 , (4.4)

where we exclude those elastic transitions involving the same electrode, as they do not change

the state of the system or the jump number n. The general form of the regularized elastic

cotunneling rate for an Anderson impurity is

Γαα′
mm = γαγα′nB(µα′ − µα)

[
β

4π2=
{

ψ(1)
(

1
2
+

iβ
2π

(E1 − µα)

)
− ψ(1)

(
1
2
+

iβ
2π

(E1 − µα′)

)

+ ψ(1)
(

1
2
+

iβ
2π

(E2 − µα)

)
− ψ(1)

(
1
2
+

iβ
2π

(E2 − µα′)

)}

± 1
π(E1 − E2)

<
{

ψ

(
1
2
+

iβ
2π

(E2 − µα)

)
− ψ

(
1
2
+

iβ
2π

(E1 − µα)

)

− ψ

(
1
2
+

iβ
2π

(E2 − µα′)

)
+ ψ

(
1
2
+

iβ
2π

(E1 − µα′)

)}]
, (4.5)

where we have introduced β = 1
T , the digamma ψ(x) and trigamma ψ(1)(x) functions, and

the Bose-Einstein distribution nB(µα − µα′):

nB(µα − µα′) =
1

e(µα−µα)β − 1
. (4.6)

We note also that, in Eq.(4.5), the ± is negative only for Γαα′
σσ and the energies E1 and E2 refer

to the two different pathways for each cotunneling process; the values of E1 and E2 for each
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rate are given in Table C.1.

The possible inelastic cotunneling rates, on the other hand, take two forms:

Γ(2)
σ̄σ = ∑

α,α′
Γαα′

σ̄σ and Γ(2)
02 = ∑

α,α′
Γαα′

02

Γ(2)
20 = ∑

α,α′
Γαα′

20 . (4.7)

We will exclude those rates that transition between a system between being doubly-occupied

and being empty, as they generally apply only in regimes with a negative U; systems where

other effects, such as long-range lattice vibrations, actually cause an effective electron-electron

attraction [214–217].

The exact formula for the remaining inelastic cotunneling rates is similar to that for the elastic

rates:

Γαα′
σ̄σ = γαγα′nB(µα′ − µα − εσ + ε σ̄)

[
β

4π2=
{

ψ(1)
(

1
2
+

iβ
2π

(ε σ̄ + U − µα)

)

− ψ(1)
(

1
2
+

iβ
2π

(εσ + U − µα′)

)
+ ψ(1)

(
1
2
+

iβ
2π

(ε σ̄ − µα)

)
− ψ(1)

(
1
2
+

iβ
2π

(εσ − µα′)

)}

± 1
πU
<
{

ψ

(
1
2
+

iβ
2π

(ε σ̄ − µα)

)
− ψ

(
1
2
+

iβ
2π

(ε σ̄ + U − µα)

)
− ψ

(
1
2
+

iβ
2π

(εσ − µα′)

)

+ ψ

(
1
2
+

iβ
2π

(εσ + U − µα′)

)}]
. (4.8)
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4.3.1 Rate equation

With the rates in hand, we can construct the n-resolved master equation from ad hoc princi-

ples; after transforming to Fourier space, the χ-dependent Liouvillian is

L(χ) =



−[Γ↑0 + Γ↓0]

+ΓSD
00 (eiχ − 1)

+ΓDS
00 (e−iχ − 1)

ΓS
0↑ + ΓD

0↑e
iχ ΓS

0↓ + ΓD
0↓e

iχ 0

ΓS
↑0 + ΓD

↑0e−iχ

−[Γ0↑ + Γ2↑ + Γ(2)
↓↑ ]

+ΓSD
↑↑ (e

iχ − 1)

+ΓDS
↑↑ (e

−iχ − 1)

ΓSS
↑↓ + ΓSD

↑↓ eiχ

+ΓDD
↑↓ + ΓDS

↑↓ e−iχ
ΓS
↑2 + ΓD

↑2eiχ

ΓS
↓0 + ΓD

↓0e−iχ ΓSS
↓↑ + ΓSD

↓↑ eiχ

+ΓDD
↓↑ + ΓDS

↓↑ e−iχ

−[Γ0↓ + Γ2↓ + Γ(2)
↑↓ ]

+ΓSD
↓↓ (e

iχ − 1)

+ΓDS
↓↓ (e

−iχ − 1)

ΓS
↓2 + ΓD

↓2eiχ

0 ΓS
2↑ ΓS

2↓

−[Γ↑2 + Γ↓2]

+ΓSD
22 (eiχ − 1)

+ΓDS
22 (e−iχ − 1)



,

(4.9)

and the jump operators are

JF =



ΓSD
00 ΓD

0↑ ΓD
0↓ 0

0 ΓSD
↑↑ ΓSD

↑↓ ΓD
↑2

0 ΓSD
↓↑ ΓSD

↓↓ ΓD
↓2

0 0 0 ΓSD
22


and JB =



ΓDS
00 0 0 0

ΓD
↑0 ΓDS

↑↑ ΓDS
↑↓ 0

ΓD
↓0 ΓDS

↓↑ ΓDS
↓↓ 0

0 ΓD
2↑ ΓD

2↑ ΓDS
22


. (4.10)

4.4 Results

We present the results of our cotunneling analysis in three distinct regimes: under Coulomb

blockade where cotunneling dominates, at high bias when the transport is unidirectional

and the WTD and FPTD are equivalent, and the interesting bidirectional regime in which

telegraphic switching occurs.

At low bias, when neither ε↑ or ε↓ are in the bias window, we expect the sequential current to
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Figure 4.3: WTD calculated for only sequential tunneling and also with cotunneling processes
added, for two different voltages; in (a) the level is in the Coulomb blockade regime and
in (b) the level is in the resonant tunneling regime. The energies of the spin split electronic
levels are ε↑ = 0.5meV and ε↓ = 1.5meV, the Coulomb repulsion is U = 4meV, T = 75µeV,
and γ = 0.5T. Parameters for each plot are: (a) µS = −µD = 0.25meV, 〈τ〉seq = 2.04ns, and
〈τ〉co = 1.06ns; (b) µS = −µD = 5meV, 〈τ〉seq = 46.81ps, and 〈τ〉co = 46.43ps.

be negligible. In such a case, we also expect the corresponding average sequential waiting time

〈τ〉seq to be large; that is, on average there is a long time delay between successive tunnelings

to the drain. In contrast, cotunneling provides a quantum pathway for electrons to tunnel

through the system that is not visible in the sequential physics. This is evident in Fig.(4.3a),

where 〈τ〉co is half 〈τ〉seq; whereas in the tunneling regime, shown in Fig.(4.3b), sequential

processes dominate and 〈τ〉co is comparable to 〈τ〉seq.

At high voltages, an Anderson impurity behaves as a multiple-reset system, since an electron

tunneling to the drain can leave the system singly occupied and another tunneling can occur to

the drain immediately; Fig.(4.3b) demonstrates this, as w(0) 6= 0 for both sequential tunneling

and cotunneling. In comparison, at low voltages double occupancy is energetically denied

and the sequential tunneling causes the impurity behaves as a single-reset system, wseq(0) = 0,

while adding cotunneling processes makes wco(0) 6= 0.

Sequential tunneling through an Anderson impurity displays non-renewal behavior in the

high voltage regime, which is seen in Fig.(4.5b). Here, due to the availability of the double

occupancy state, successive waiting times are negatively correlated; a short waiting time is

more likely to be followed by a long waiting time and vice versa. We note that the Coulomb

repulsion is an order of magnitude greater than the electronic single-particle energies, so that

if the system is doubly occupied it is likely for both electrons to subsequently tunnel out,

which is a short waiting time, and then for the system to fill and empty again, which is a long

waiting time. Thus, the non-renewal behavior does not arise from non-Markovian behavior, as

we work under the Markovian assumption, but rather from the multiple tunneling processes

contained in the drain jump operator [44]. Importantly, even though sequential processes
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Figure 4.4: Exact Fano factor F and its prediction from waiting times under the renewal as-
sumption R over a range of voltages in (a) the Coulomb blockade regime and (b) the tunneling
regime. All parameters are the same as in Fig.(4.3a) and Fig.(4.3b).
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Figure 4.5: Pearson correlation coefficient as a function of voltage in (a) the Coulomb blockade
regime and (b) the resonant tunneling regime. All parameters are the same as in Fig.(4.3a)
and Fig.(4.3b).
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dominate in this regime, cotunneling still has an effect on the non-renewal behavior, slightly

increasing the strength of the negative correlation between successive waiting times.

In Fig.(4.4b), we can detect the presence of non-renewal behavior as well; F and R diverge at

the same voltage that the sequential correlation coefficient becomes non-zero. Furthermore,

when cotunneling processes are included, F and R diverge at a larger voltage, following the

behavior of the cotunneling correlation coefficient.

Since multiple cotunneling rates appear in the drain jump operator, one might expect that

non-renewal behavior could be observed even in the Coulomb blockade regime. Fig.(4.5a)

shows that for small voltages the correlation is non-zero but still negligible. This is apparent

in Fig.(4.4a); the presence of cotunneling changes the Fano factor and randomness parameter

from their sequential values, but they still are not visibly different. We note that, for equal

source and drain temperatures, at low bias the total current naturally disappears. The Fano

factor, consequently, diverges in this limit. Even though F is different to R in this regime,

the renewal assumption is still satisfied; the difference is due to the inability of the WTD to

accommodate bidirectional transport.

Before discussing the telegraphic switching scenario we highlighted at the beginning of the

chapter, we will draw attention to the fact that, so far, we have shown plots that are either deep

in the Coulomb blockade regime or well in the resonant tunneling regime. This is because

for certain voltage ranges between these two extremes the rate equation approach produces

unphysically negative probability densities for small waiting times. To understand why, we

will first detour to inspect the WTD of a SRL with cotunneling rates included:

w(τ) =
a− bz−
z+ − z−

e−z−τ − a− bz+
z+ − z−

e−z+τ, (4.11)

where the coefficients of the linear function in the numerator are

a =
(
(ΓDΓS

10)
2 + Γ(2)[ΓD + ΓS

10 + ΓS
01][(Γ

(2))2 + 2ΓDΓS
10]+

(Γ(2))2[(ΓD)2 + (ΓS
10 + ΓS

01)
2 + ΓD(2ΓS

01 + 3ΓS
10)]
)

/
(

ΓDΓS
10 + Γ(2)(ΓD + ΓS

10 + ΓS
01)
)

, (4.12)

b =
Γ(2)(2ΓDΓS

10 + Γ(2)(ΓD + ΓS
10 + ΓS

01)
)

ΓDΓS
10 + Γ(2)(ΓD + ΓS

10 + ΓS
01)

. (4.13)

These results can be easily derived from the rate equation for a SRL with cotunneling in-

cluded, shown in Appendix C.54. The strange short time behavior of the WTD is evident

from Eq.(4.11):

w(0) =
Γ(2)(2ΓDΓS

10 + Γ(2)(ΓD + ΓS
10 + ΓS

01)
)

ΓDΓS
10 + Γ(2)(ΓD + ΓS

10 + ΓS
01)

. (4.14)
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Figure 4.6: (a) Relative difference between the average current with only sequential processes,
and then with cotunneling processes included as well, as a function of bias voltage. (b) The
value of the WTD, with cotunneling included, at τ = 0, for the same range of parameters. All
parameters are the same as in Fig.(4.5a) and Fig.(4.5b).

In certain regimes, cotunneling processes actually reduce the total current, which amounts to

negative regularized cotunneling rates. From the point of view of the theory the total transition

rate, Γ00 = γ
2 nF(ε− µS)(1− nF(ε− µD)) + Γ(2), is still positive, but Γ(2) can be negative [173,

196]. We can see from Eq.(4.14) that, in such a regime and for τ / 103fs, that the WTD of a

SRL actually becomes negative.

For an Anderson impurity the situation is more complex. In Fig.(4.6a) we have plotted the

difference between the sequential current and the current with cotunneling included, while

in Fig.(4.6b), we have plotted the WTD, including cotunneling effects, at τ = 0. When all

levels are above the bias window, cotunneling current evidently dominates and the resulting

distribution that in Fig.(4.3a). At intermediate voltages, it is evident that when cotunnel-

ing processes significantly diminish the total current, the WTD becomes negative for small

τ. It is not yet clear how to resolve this interesting pathology; evidently there should be a

well-defined WTD for all voltage ranges. One possibility is that this violation of the positiv-

ity requirement is an artifact of only going to 2nd-order perturbation theory; Fig.(4.6a) and

Fig.(4.6b) show that the effect vanishes as γ→ 0. This is perhaps an indication of when using

the rate equation is appropriate and when non-Markovian effects need to be included.

Let us turn now to the interesting regime of telegraphic switching identified in Fig.(4.2a)

and Fig.(4.2b). The Fano factor in Fig.(4.7a) is a reproduction of Fig.(3) from Ref.[46], with

the first-passage randomness parameter included as well. Here, U � VSD, so that transport

through one σ level blocks transport through the other σ̄ level. At small voltages and for

sequential tunneling, Belzig has shown that the molecule goes through cycles of transferring

n− 1 electrons quickly through the spin-↑ level until it gets "stuck" in the spin-↓ level. The

cycle completes when the spin-↓ level empties via thermal broadening of the drain occupation
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Figure 4.7: (a) Fano factor and randomness parameter, and (b) the Pearson correlation co-
efficient, calculated from the FPTD only. The energies of the spin split electronic levels are
ε↑ = 0.5meV and ε↓ = −1.5meV, the Coulomb repulsion is U = 4meV, T = 75µeV, and
γ = 0.5T.

function [40]. The noise is therefore characteristic of a sum of Poissonian processes, each

transferring n electrons and weighted by ( 1
2 )

n.

In contrast, when cotunneling processes are included, super-Poissonian noise arises from a

different mechanism, which we discussed at the beginning of the chapter. Fig.(4.7a) success-

fully reproduces the super-Poissonian noise, and also shows that the transport is non-renewal

since F 6= R∗. We expect, consequently, to see correlations between successive first-passage

times in this voltage regime.

Positive correlations between successive waiting times are known to occur for systems un-

dergoing telegraphic switching: for example, in systems with spin-polarized electrodes [44].

The current switches between two transport channels, each with a characteristic waiting time.

When in the faster channel, waiting times between successive tunnelings are more likely to

be shorter, and vice versa in the slower channel. Consequently, waiting times between succes-

sive tunnelings to the drain are positively correlated; one would expect that there would be

similar positive correlations between the first-passage times. In Fig.(4.7b), however, we report

intriguing negative correlations between successive first-passage times. That is, if the jump

number reaches +1 after a short time-interval, it is more likely that the time until the jump

number reaches +2 will be long.

The small size of the correlations can be explained by considering the various timescales in-

volved. The rate of switching, Γ(2)
σσ̄ , is of the same order of magnitude as the elastic cotunneling

current in one of the channels, Γ(2)
mm. Furthermore, the rate of relaxation due to sequential pro-

cesses will be the same order as current through the sequential channel. When taken together,

it is clear that the system does not spend long enough in that channel for successive waiting

times to be significantly correlated.
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The transport picture might then appear more as "avalanche" tunneling; there are long pe-

riods with almost no detections in the drain, corresponding to transport through the elastic

cotunneling channel, followed by a short period of many detections, corresponding to the

transport through the sequential channel. In true avalanche tunneling, there are periods of no

detections; this difference is likely what produces the small negative correlations.

4.5 Summary

In this chapter, we have included cotunneling processes into transport through an Anderson

impurity, and calculated the resulting fluctuating-time statistics. We were particularly focused

on a regime of super-Poissonian transport, where inelastic cotunneling processes induced

telegraphic switching. We found that, while there is non-renewal behavior accompanying

the super-Poissonian, the resulting correlations are small and negative, which we attribute

the small correlation size to the relative similarity between tunneling rates and the switching

rate. We also identified that the positivity condition of the WTD and FPTD is violated for

certain voltage regimes, perhaps indicating the areas for which a rate equation approach is

not suitable.



78 Cotunneling through an Anderson impurity



Chapter 5

Sequential tunneling through the

Holstein model

This chapter contains material that has been previously published in the following journal

articles:

Non-renewal statistics in quantum transport from the perspective of first-passage and waiting time

distributions, S.L. Rudge and D.S. Kosov, Phys. Rev. B, 99, 115426 (2019)

Counting quantum jumps: A summary and comparison of fixed-time and fluctuating-time statistics in

electron transport - invited review in the special issue "Dynamics of Open Quantum Systems",

S.L. Rudge and D.S. Kosov, J. Chem. Phys. 151, 034107 (2019)

5.1 Motivation

In this chapter we will turn away from cotunneling and electron-electron interactions and

instead focus on a different effect that is generally unavoidable in nanoscale transport: molec-

ular vibrations [218, 219]. In doing so, we will approach from the polaron perspective; each

molecular surface potential is treated as harmonic and each electron occupying the orbital ex-

periences a "cloud" of vibrations, which is modeled as an electron-phonon interaction. Nuclear

motion is an unavoidable consequence of electron transport in molecular junctions, and so vi-

brations are a necessary component of any transport description, including fluctuating-time

statistics. More than that, however, is the interesting physics that arises because of vibrational

effects.

The Franck-Condon blockade is one such example of interesting physics in the Holstein

model; destructive interference between vibrational states suppresses the current at small

voltages, producing avalanche tunneling and large Fano factors [43, 220]. Recent work in

has shown that this avalanche tunneling is not accompanied by correlations between succes-

sive waiting times but, in a similar voltage regime, elastic phonon transitions open a shortcut

channel through the junction, producing positive waiting time correlations [78]. These results

79
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were calculated at small VSD, however, where phonon transitions make the transport bidi-

rectional. Since Ref.[78] focuses solely on waiting times, we are motivated to investigate this

same transport scenario with the FPTD and compare the results.

Another regime where we expect a strong contribution from backtunneling processes is that

of zero voltage, VSD = 0, and a non-zero temperature gradient, ∆T 6= 0 [221]. This is a

particularly topical avenue of research as recent experimental work by Lumbroso et al. [79]

has generated fundamental electronic noise, akin to electronic shot noise, generated entirely

by temperature differences across the junction. Our other goal for this chapter, then, is to

investigate the fluctuating-time statistics for this so-called delta-T noise.

5.2 Holstein model

Unlike Chapter 4, where we assumed the molecule was completely rigid, we now assume

the molecule undergoes vibrations described by an electron-phonon coupling and that the

electron-electron interaction is large: U → ∞. In effect, double occupation of the molecular

orbital is now energetically forbidden and it behaves as a single level coupled to a harmonic

vibrational mode. In this limit, the Hamiltonian in Eq.(1.6) becomes just the Holstein model

[222]:

HQ = ε0a†a + λ(b† + b)a†a + ω
(

b†b + 1/2
)

. (5.1)

It is convenient, at this point, to diagonalize the Holstein Hamiltonian with the canonical

Lang-Firsov [223] transformation, which we demonstrate in Appendix D.1. To diagonalize,

the Lang-Firsov transformation uses the molecular eigenstates, |nq〉, which mean that the

system is described by two quantum numbers, where n = {0, 1} is the electron occupation

number and q = {0, 1, ...,+∞} is the vibrational quanta occupation number. The associated

eigenenergy is Enq = εn + ωq and the diagonalized Hamiltonian is

H̃Q = εã† ã + ωb̃†b̃, (5.2)

with ε = ε0 − λ2

ω and new fermionic ã† ã and bosonic b̃†b̃ operators obtained from the original

operators via the canonical transformation. Note that in Eq.(5.2), we have ignored the ω
2

component of the Hamiltonian, as all uses of H̃Q involve differences between eigenenergies,

so this term will always cancel.
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5.2.1 Rate equation

Considering the possible pure states |nq〉, we write the Fourier transformed probability vector

as

P(χ, t) =
[

P00(χ, t), P10(χ, t), P01(χ, t), P11(χ, t), . . . , P1(N−1)(χ, t), P0N(χ, t), P1N(χ, t)
]T

, (5.3)

and note that there are two rates we need to consider: those that transition the system from

being occupied by 1 electron and q phonons to being occupied by 0 electrons and q′ phonons,

Γ0q′;1q = ∑
α

Γα
0q′;1q, and those that transition the system from being occupied by 0 electrons

and q phonons to being occupied by 1 electron and q′ phonons, Γ1q′;0q = ∑
α

Γα
1q′;0q. With these

possible rates, the master equation is [224]

Ṗ0q(χ, t) = ∑
q′

(
ΓS

0q;1q′ + ΓD
0q;1q′e

iχ
)

P1q′(χ, t)−∑
αq′

Γα
1q′;0qP0q(χ, t), (5.4)

Ṗ1q(χ, t) = ∑
q′

(
ΓS

1q;0q′ + ΓD
1q;0q′e

−iχ
)

P0q′(χ, t)−∑
αq′

Γα
0q′;1qP1q(χ, t). (5.5)

Evidently, there can be any number of interacting vibrations and P(χ, t) is a vector of infinite

length. In practice, however, we only include a finite number of vibrations, N, in the transport

calculations, so that P(χ, t) and I are vectors of length 2(N + 1). Likewise, the Liouvillian

and two jump operators are 2(N + 1)× 2(N + 1) matrices. JF and JB are explicitly written in

Appendix D.2.2. N is chosen to be a number greater than the maximum number of phonons

allowed by VSD.

The rates are calculated explicitly in Appendix D.2 and summarized below:

Γα
1q′;0q = γ

∣∣Xq′q
∣∣2 nF(ε + ω(q′ − q)− µα) and (5.6)

Γα
0q′;1q = γ

∣∣Xq′q
∣∣2 [1− nF(ε + ω(q′ − q)− µα)

]
, (5.7)

where the Franck-Condon matrix elements, see Appendix D.2.1, are

Xqq′ = 〈q|e−λ(b†−b)|q′〉. (5.8)

Up to this point we have made no assumptions on the phonon distribution of the molecular

orbital. If we assume that the phonons are interacting with an external bath at temperature

TV , then they will be forced to relax to equilibrium immediately after a tunneling process. In

this case, the phonons will assume a Boltzmann distribution and the probabilities are defined

by the ansatz

Pnq(χ, t) = Pn(χ, t)
e−qω/TV

1− e−ω/TV
. (5.9)
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The rate equation is now effectively that of a SRL, with Liouvillian

L0 =

[
−T10 TS

01

TS
10 −T01

]
and jump

operators
JF =

[
0 TD

01

0 0

]
, JB =

[
0 0

TD
10 0

]
,

where the total transition rates are Tkl = ∑
α

Tα
kl and the individual transition rates are

Tα
kl = ∑

qq′
Γα

kq;lq′
e−qω/TV

1− e−ω/TV
. (5.10)

We will refer to this case as that of equilibrated phonons, and the other case, in which there

is no assumption about the relaxation time, as unequilibrated phonons. They are well-known

to produce drastically different FCS, and we will see that the fluctuating-time statistics are no

different.

5.3 Results

5.3.1 Finite bias voltage

In Fig.(5.1a)-Fig.(5.1d), we have plotted the WTD as a function of both VSD and τ. The WTDs

alone display many of the interesting features characteristic of phonon-assisted transport, and

we will focus our initial discussion on them.

Immediately noticeable are the steps occurring when the voltage reaches multiples of 2ω:

VSD/2 = qω. At these voltages, high- or low-energy electrons may interact with q vibrational

quanta and either lose or gain the exact energy required to resonantly tunnel through the

ε = 0 level, effectively opening another conduction channel [8, 43, 224]. These conductance

steps are accompanied by step-like increases in 〈I〉, and also step-like decreases in 〈τ〉F: the

average waiting time between forward tunnelings to the drain. We can see this, as well as a

decrease in the mode of wF(τ), from Fig.(5.1a) and Fig.(5.1c); the WTD peak moves closer to

τ = 0 at each voltage step.

Of course, we would expect that, if forward transitions are preferred, then 〈τ〉B would corre-

spondingly increase as we reach each conductance step. In Fig.(5.1b), which has a moderate

electron-phonon coupling of λ = 1, this is indeed the case; as each conduction channel opens,

the peak of wB(τ) shifts to higher τ. Before this step, however, wB(τ) has local peaks at exactly

VSD/2 = qω; when µD is in resonance with one of the quasi-energy levels, ε− qω, an effec-

tive backtunneling channel is opened. The conductance peaks disappear as VSD increase; the

electron does not spend enough time in the molecule to interact with high-energy phonons.

When the interaction is much stronger, as it is in Fig.(5.1d) where λ = 4, spatial separation
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Figure 5.1: Contour plots of the WTD as a function of voltage and time, for transport through
the Holstein model for unequilibrated phonons and for different λ. In (a) and (c) wF(τ) is
plotted for λ = 1 and λ = 4, respectively. Likewise, in (b) and (d) wB(τ) is plotted for λ = 1
and λ = 4, respectively. The WTD is calculated using Eq.(3.42) and the respective choices of
jump operator: JF and JB. The vibrationally adjusted energy level is ε = 0, the vibrational
frequency is ω = 1, T = 0.05, and γα = γ

2 = 0.01. The source and drain chemical potentials
are shifted symmetrically about zero: µS = −µD = VSD/2. We scale all energy parameters in
terms of ω, or h̄ω/e outside of natural units.
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between surface potentials of different electron occupancy forces highly inelastic phonon tran-

sitions to be preferred. For a visual representation, see Fig.(D.1). These inelastic transitions

allow low energy electrons from the drain to interact with enough unequilibrated phonons to

enter the resonant level; 〈τ〉B actually decreases as VSD increases, although the conductance

peaks are still present. The effect disappears completely for equilibrated phonons.

While wB(τ) in both Fig.(5.1b) and Fig.(5.1d) displays qualitatively interesting behavior, the

waiting times between backward tunnelings are still an order of magnitude bigger than the

waiting times between forward tunnelings; the resulting current will be an order of magnitude

smaller. Despite this difference, backtunneling processes evidently contribute to transport for

unequilibrated phonons, and we cannot simply ignore them for the remaining fluctuating-

time results. Indeed, it would be more instructive to display the FPTD for the same parame-

ters, but it is too numerically difficult to obtain in the time domain.

In Fig.(5.2a) and Fig.(5.2b), however, we have displayed F̃(1|z) for equilibrated and unequili-

brated phonons. These plots alone demonstrates the complexity difference between the two

regimes. In these two plots, the chemical potentials are µS = −µD = 4.5. At this volt-

age, backscattering effects are suppressed because µD is off-resonance with the vibrationally

shifted energy levels, and F̃(1|z) will resemble w̃F(z). For equilibrated phonons, the definition

in Eq.(3.76) indicates that the FPTD behavior will be determined by two poles at

z = −(T10 + T01)±
√
(T10 + T01)2 − 4T10TD

01; (5.11)

however, for the parameters chosen, T01 ≈ TD
01 and the transport is dominated by one pole at

approximately −(T10 + T01). The FPTD for unequilibrated phonons is by contrast much more

complicated, with multiple poles and additional side peaks. While interesting, plots of the

FPTD and WTD themselves do not provide any information on the non-renewal behavior, for

which we must turn to cumulant analysis.

Fig.(5.3a) and Fig.(5.3b) display well-known current phenomena; see, for example, Ref.[224]

and Ref.[141]. To draw connections with fluctuating-time statistics, we have superimposed

plots of the total current reconstructed from the WTD, outlined in Eq.(3.117), and from the

FPTD, outlined in Eq.(3.152). In these plots we can see many of the same features as we saw

in the WTDs; for example, the current steps when VSD/2 = qω. Also visible is the Franck-

Condon blockade; in the strong electron-phonon coupling regime, such as in Fig.(5.2b) where

λ = 4, the Franck-Condon matrix elements, |Xqq′ |, are minimized for small |q− q′|. Since for

low voltages elastic and near-elastic transitions involving small numbers of vibrational quanta

dominate the transport, 〈I〉 is suppressed until VSD/2 ≈ 2.5.

The Franck-Condon blockade is evidently stronger for equilibrated phonons than unequili-

brated, as the high energy transitions needed to overcome the blockade are more likely when

the phonons are out-of-equilibrium. For a moderate electron-phonon coupling λ ∼ 1, shown
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Figure 5.2: The FPTD in Laplace space for transport through the Holstein model, where (a)
the phonons are in equilibrium and (b) the phonons are out-of-equilibrium. All parameters
and units are the same as in Fig.(5.1a)-Fig.(5.1d).

in Fig.(5.3a), the blockade disappears and forcing the phonons to equilibrium actually in-

creases the current; transport is dominated by elastic or small |q− q′| transitions, which are

more populated in equilibrium [43].

Koch and von Oppen also noticed that, when under the Franck-Condon blockade, the trans-

port displayed avalanche tunneling: long periods of no tunneling events followed by short

bursts of many tunneling events. This widens the current distribution and so increases the

Fano factor orders of magnitude above the Poissonian value [43], as we can see in Fig.(5.4a)

and Fig.(5.4b). This is also visible in the WTDs; for λ = 1, the WTD has a much narrower

peak at much smaller voltages than for λ = 4.

From these plots of the first and second cumulants, we are also now able to identify regimes

of non-renewal behavior. In Fig.(5.3a), the total electronic current is exactly reproduced by the

WTD and FPTD for both equilibrated and unequilibrated phonons; the blue, red, and black

dashed and solid lines coincide. As shown in Chapter 3, 1
〈τ〉F −

1
〈τ〉B always correctly predicts

the current. The FPTD prediction, however, is an indicator of renewal behavior; we conclude

that, for λ = 1, the transport is renewal at all voltages. Fig.(5.4a) supports this notion, as R∗

exactly matches F at all voltages. Noticeably, though, this is the first instance in which the

WTD fails; for VSD/2 < 0.25, R and F diverge, because the WTD cannot accommodate the

bidirectional transitions occurring at such small voltages.

In Fig.(5.3b), the total electronic current is exactly reproduced by the WTD for both equili-

brated and unequilibrated phonons, as expected, but the FPTD prediction diverges slightly

when VSD/2 > 5 for unequilibrated phonons, indicating non-renewal transport in this regime.

Comparing 〈I〉 and 1
〈τ〉∗ can be deceiving, because, as Fig.(5.4b) shows, the transport is actu-

ally non-renewal for VSD/2 > 0.5. Indeed, it is for voltages between 0 < VSD/2 < 2 that

Ref.[78] found strong positive correlations, for which there is no indication from the current
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Figure 5.3: Exact current for equilibrium and non-equilibrium phonons, (black) compared to
the respective predictions from the FPTD 1

〈τ1〉∗ (red) and WTD 1
〈τ〉F −

1
〈τ〉B (blue). The electron-

phonon interaction is (a) λ = 1 and (b) λ = 4. For VSD < 0, the FPTD current is − 1
〈τ(−1)〉∗

and

for VSD > 0 it is 1
〈τ1〉∗ . All other parameters are the same as in Fig.(5.1a)-Fig.(5.1d). The current

is scaled in terms of ω, or eω outside of natural units.
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Figure 5.4: The WTD randomness parameter, R, and the FPTD randomness parameter, R∗,
compared to the Fano factor, F, for (a) λ = 1 and (b) λ = 4. Note that R is calculated from
wF(τ) only. All parameters and units are the same as in Fig.(5.1a)-Fig.(5.1d).



§5.3 Results 87

0 0.5 1 1.5 2 2.5 3 3.5 4
-3

-2.5

-2

-1.5

-1

-0.5

0

0.5

1

1.5

2
p,

p
*

10-3

Unequilibrated
Equilibrated

(a)

0 0.5 1 1.5 2 2.5 3 3.5 4
-0.05

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

p,
p

*

Unequilibrated
Equilibrated

(b)

Figure 5.5: The Pearson correlation coefficient for equilibrated and unequilibrated phonons,
calculated from the WTD and the FPTD, for (a) λ = 1 and (b) λ = 4. All parameters and units
are the same as in Fig.(5.1a)-Fig.(5.1d).

plot alone; the second cumulants and above are thus a better method for identifying non-

renewal behavior.

Fig.(5.5b) is a reproduction from Ref.[78], except now the Pearson correlation coefficient be-

tween successive first-passage times has been added. The two distributions yield similar

results; p and p∗ have a peak value of ∼ 0.3 at VSD/2 ≈ 0.75. In this voltage regime, if the first

waiting time, τ, is small, then the q = 3 phonon state is highly occupied. The corresponding

elastic Franck-Condon matrix element, |X33|, is much larger than smaller elastic transitions,

and so it is probable that the next transition is through this elastic "shortcut", resulting in the

second waiting time, τ′, also being short [78]. Evidently, the effect lasts long enough to exist

between successive first-passage times as well; although the peak of p∗ is smaller. Backtun-

neling events ensure that the first-passage time must be greater than the waiting time, τ∗ ≥ τ,

and so correlations between successive first-passage times must be smaller.

The Fano factor and randomness parameters in Fig.(5.4b) also identify non-renewal behavior.

In the 0.5meV < VSD < 1eV voltage range, F and R∗ differ: correctly predicting the corre-

lations in Fig.(5.5b). In comparison, R actually equals F at VSD ≈ 1.9eV, while at the same

voltage the waiting time Pearson coefficient is still non-zero p ≈ 0.05. The correlations disap-

pear when the phonons are forced to relax to equilibrium immediately, as the excited phonon

state providing the elastic shortcut channel is no longer occupied. This is visible in Fig.(5.5a)

as p, p∗ ∼ 10−3, and Fig.(5.4a), where F = R∗ for all voltages.

5.3.2 Vibrations with a finite temperature gradient

At finite temperatures, and when the electrode Fermi energies are approximately in resonance

with ε + ωq, the bidirectional transport is dominated by thermal noise. A recent experimental
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paper has shown, however, that electronic noise distinct from the thermal noise can be gener-

ated from a temperature gradient ∆T in the absence of a bias voltage, which they label delta-T

noise [79]. We finish this chapter by exploring the effect a temperature gradient has on the

first-passage times for sequential tunneling through the Holstein model.

Since the transport in this scenario is described by a standard master equation, the exact

current matches the prediction from the WTD, which is shown in Fig.(5.6a); all black and blue

lines coincide. The FPTD current prediction, on the other hand, differs from 〈I〉 at low ∆T,

implying non-renewal behavior in this regime. Otherwise, the red FPTD lines coincide with all

blue and black lines. Interestingly, the equilibrium current is larger than the non-equilibrium

current, which is understood by examining |Xqq′ | and the phonon occupation probabilities.

When λ = 1 and ω = 1 the Franck-Condon factor is largest for elastic q = 0 transitions.

These transitions are more accessible to phonons in equilibrium, as the q = 0 state has a larger

relative occupation probability for equilibrium phonons than non-equilibrium phonons:

Peq
q=0

Peq
q=1

>
Pne

0;q=0 + Pne
1;q=0

Pne
0;q=1 + Pne

1;q=1
. (5.12)

We note that for large ∆T the total current is the same order as that induced by a voltage bias

in Fig.(5.3a) and Fig.(5.3b).

In Fig.(5.6b), F diverges as ∆T → 0, which is expected since the total current vanishes and

thermal processes dominate in this regime. At larger ∆T the noise no longer diverges but

is still super-Poissonian, and distinct from the shot noise generated by a voltage bias. We

attribute this to the relatively large temperatures; even the smallest drain temperature we

consider is large enough to cause backtunnelings from the drain, hence the super-Poissonian

partition noise normally associated with a voltage bias.

It is evident that R∗ 6= F at small ∆T, implying that the transport is non-renewal in this

temperature range. Despite this non-renewal behavior, we have chosen not to display the

Pearson correlations; they are non-zero but small. At larger ∆T the transport is renewal as

F = R∗, while again R 6= F because the transport is bidirectional.

5.4 Summary

In this chapter, we analyzed the Holstein model at finite bias voltage, in which correlations

between successive first-passage times are smaller than correlations between successive wait-

ing times when backtunneling events are present. We also considered transport through the

Holstein model at zero bias voltage and a finite temperature gradient. The temperature gradi-

ent induces a current, but also significant bidirectional transitions. The forward waiting time
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Figure 5.6: Current (a) and Fano factor (b) predicted from the WTD in (blue) and FPTD (red)
and compared to the exact results (black) for equilibrium and nonequilibrium vibrations, as a
function of the temperature gradient ∆T. The vibrationally adjusted energy level is ε = 1, the
vibrational frequency is ω = 1, the electron-phonon coupling strength is λ = 1, the voltage is
VSD = 0, γα = γ

2 = 0.01. The average temperature across the molecule is T̄ = TS+TD
2 = 0.75

and the electrode temperatures are symmetric around T̄: TS = T̄ + ∆T/2 and TD = T̄−∆T/2.
The equilibrium phonons are kept at a vibrational temperature of TV = T̄.

randomness parameter was consequently incapable of accurately predicting the Fano factor

in renewal regimes, as opposed to the first-passage time randomness parameter.
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Chapter 6

Telegraphic switching

This chapter contains material that has been previously published in the following journal

article:

Fluctuating-time and full counting statistics for quantum transport in a system with internal tele-

graphic noise, S.L. Rudge and D.S. Kosov, Phys. Rev. B 100, 235430 (2019)

6.1 Motivation

In Chapter 4, we investigated a switching process produced by inelastic cotunneling and

found that, because the switching rate was proportional to the tunneling rate, the resulting

correlations were essentially negligible. This is not the only tunneling scenario in which

such switching is observed, however. Molecular junctions regularly undergo random changes

in intra-system dynamics [31] that cause the electric current to stochastically move between

two different values: commonly referred to as telegraphic switching or a telegraph process.

Telegraph noise is distinct from thermal and shot noise, often producing super-Poissonian

effects, as we saw in Chapter 4. Our goal in this chapter, then, is to investigate the fluctuating-

time statistics of a telegraphic switching process for three transport scenarios.

In the first, we stochastically switch a magnetic field B on and off an Anderson impurity, so

that the electronic energy level switches between being spin-split and spin-degenerate. Next,

we model two different molecular conformations via coupling of an electronic level to two

different vibrational modes. Finally, we mimic a contact forming and breaking the molecule-

electrode bonds at random points in time. Previous fluctuation research using Markovian rate

equations has struggled to find significant correlations between successive electron tunnelings

[97, 170, 175], since the T-matrix approach [93] neglects quantum coherent effects and the

Markovian baths are memory-less. In contrast, we find that, with the inclusion of telegraphic

switching in the dynamics, there are significant correlations present in all scenarios.

Section 6.1.1 is devoted to a review of relevant telegraphic switching literature. Section 6.2

outlines our general model as well as the three specific scenarios we consider, relying on

91
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transition rates from previous chapters, and Section 6.3 contains the results.

6.1.1 Introduction

Telegraphic switching is a common experimental phenomenon, which is visible in scenarios

containing two or more distinct states with different parameters governing the transport. Tele-

graph noise, which is distinct from 1/ f noise, has been measured in systems with localized

electron states [225, 226] and charge traps [53, 227, 228], as well as bistable molecular con-

formations [229–235], controllable bistability using a single-electron box near a single-electron

transistor [236], and from the forming and breaking of metal-molecule bonds [15]. Using a

quantum point contact as a charge detector, Fricke et al. have also measured bimodal counting

statistics in a quantum dot arising from telegraphic switching [62].

If one of the switching states blocks the current, then the transport will display avalanche

tunneling properties, as we have already discussed in Chapter 5. Lau et al. have even reported

experimental measurements of avalanche tunneling in a single-molecule graphene-fullerene

transistor, and successfully modeled their results using a two-state stochastic process [237].

This system, in particular, is indicative of an important transport scenario we consider in this

chapter: telegraphic switching arising from molecular vibrations. We show that temporal

correlations arise in this scenario, and are thus potentially crucial for understanding such

experimental results.

Despite these many interesting experiments, there remains a dearth of theoretical literature

on telegraph noise in nanoscale quantum transport. Although not a quantum system, Jordan

and Sukhorukov studied a classical bistable system with a stochastic path integral formalism

[238]. In the 1990s, Galperin et al. studied the average transparency [239] and low-frequency

noise [240] through double barriers with dynamic defects. After a long gap of 20 years, theo-

retical quantum telegraphic switching research has resumed; Entin-Wohlman et al. [241], for

example, used Green’s functions to study quantum heat transport via a fluctuating electronic

level, proposed as a model for an applied stochastic electric field. Gurvitz et al. [81] also

used a fluctuating electronic level, but instead analyzed steady-state and transient dynamics.

Kosov [80] has also recently investigated telegraph noise in a junction with electron-phonon

interactions by adding a stochastic component to the quantum master equation.

The common theme among these treatments of the telegraph noise are time-dependent stochas-

tic additions, ζ(t), whether they be to the electronic level, ε +Uζ(t), or to the master equation

itself: Ṗ(t) = LP(t) + ζ(t)AP(t). Instead, we use a general Markovian master equation with

two distinct sets of states, associated with transport scenario a and transport scenario b, con-

nected only by a constant switching rate ν. All rates are time-independent and the master

equation can be solved via normal methods.
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Figure 6.1: Schematic of a time-series of current spikes in a system telegraphically switching,
at rate ν, between two characteristic first-passage times τa and τb. To exaggerate the effects we
have reduced the stochasticity of time-intervals within each configuration. Each current spike
represents the total current increasing by +1 since the last measurement.

6.2 Telegraphic switching model

Since we switch between two transport scenarios, we unfortunately cannot write a single

Hamiltonian to describe the system dynamics. Rather, we will write the Hamiltonian for each

scenario and then construct the master equation from ad hoc principles. The master equation

for a general quantum system undergoing telegraphic switching between two scenarios a and

b is

d
dt

[
Pa(χ, t)

Pb(χ, t)

]
=

[
La(χ)− ν ν

ν Lb(χ)− ν

] [
Pa(χ, t)

Pb(χ, t)

]
. (6.1)

From here, we will use the notation ϕ ∈ [a, b] when referring to either of the two different

transport scenarios, and ϕ̄ when referring to the opposite scenario. Each Lϕ(χ) thus refers

to the χ-dependent Liouvillian of the ϕ scenario without telegraphic switching. The matrix

ν contains the telegraphic switching rates, which are the same for each ϕ. They must be

subtracted from Lϕ(χ) to conserve probability. Finally, the vector P(χ, t) = [Pa(χ, t), Pb(χ, t)]T

is comprised of the probability distributions for the two scenarios. The transport scenarios we

consider will all follow the dynamics in Eq.(6.1). The jump operators are similarly defined:

JF =

[
Ja

F 0

0 Jb
F

]
, JB =

[
Ja

B 0

0 Jb
B

]
. (6.2)
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6.2.1 Anderson impurity

Our first scenario uses the familiar Anderson impurity model. We model switching between

scenarios a and b: a molecular orbital without an applied magnetic field and a molecular

orbital with an applied magnetic field B, respectively. In the absence of a magnetic field, and

barring further fine splitting, spin-↑ and spin-↓ electrons require the same charging energy to

enter the molecule: εa
↑ = εa

↓ = ε0. Once the magnetic field is applied, however, the spin-split

energies are εb
↓ = ε0 + B/2 and εb

↑ = ε0 − B/2.

We combine these two scenarios in the probability vector

P(χ, t) = [Pa
0 (χ, t), Pa

↑ (χ, t), Pa
↓ (χ, t), Pa

2 (χ, t), Pb
0 (χ, t), Pb

↑ (χ, t), Pb
↓ (χ, t), Pb

2 (χ, t)]T. (6.3)

For sequential tunneling only, and under the Born-Markov approximation [224], the χ-dependent

Liouvillian of scenario ϕ is

Lϕ(χ) =



−(Γϕ
↑0 + Γϕ

↓0) Γϕ
0↑(χ) Γϕ

0↓(χ) 0

Γϕ
↑0(χ) −(Γϕ

0↑ + Γϕ
2↑) 0 Γϕ

↑2(χ)

Γϕ
↓0(χ) 0 −(Γϕ

0↓ + Γϕ
2↓) Γϕ

↓2(χ)

0 Γϕ
2↑(χ) Γϕ

2↓(χ) −(Γϕ
↑2 + Γϕ

↓2)


, (6.4)

and the jump operators are

Jϕ
F =


0 ΓD,ϕ

0↑ ΓD,ϕ
0↓ 0

0 0 0 ΓD,ϕ
↑2

0 0 0 ΓD,ϕ
↓2

0 0 0 0

 and Jϕ
B =


0 0 0 0

ΓD,ϕ
↑0 0 0 0

ΓD,ϕ
↓0 0 0 0

0 ΓD,ϕ
2↑ ΓD,ϕ

2↓ 0

 . (6.5)

The total χ-dependent rates contain a source and drain component:

Γϕ
lk = ΓS,ϕ

lk + ΓD,ϕ
lk e±iχ, (6.6)

where the ± is positive if the fermionic occupation decreases from state k to state l, and
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negative if the fermionic occupation increases. Explicitly now, the spin-dependent rates are

Γα,ϕ
σ0 = γα,ϕ nF(ε

ϕ
σ − µα), (6.7)

Γα,ϕ
0σ = γα,ϕ [1− nF(ε

ϕ
σ − µα)

]
, (6.8)

Γα,ϕ
σ2 = γα,ϕ [1− nF(ε

ϕ
σ + U − µα)

]
, and (6.9)

Γα,ϕ
2σ = γα,ϕ nF(ε

ϕ
σ + U − µα). (6.10)

6.2.2 Holstein model

We also consider a molecule changing conformations, and thus changing its vibrational in-

teractions. Conformation ϕ is assumed to be a single molecular orbital ε
ϕ
0 interacting with a

vibrational mode ωϕ, which we will again model via the Holstein Hamiltonian.

Since the system switches between two configurations, there will be two sets of parameters:

{εa
0, λa, ωa} and {εb

0, λb, ωb}. We therefore seek a master equation for the probability that at

time t the system is occupied by m electrons and q phonons while in configuration ϕ, which

is denoted Pϕ
mq(t):

Ṗϕ
0q(t) = ν0

(
Pϕ̄

0q(t)− Pϕ
0q(t)

)
+ ∑

αq′
Γα,ϕ

0q,1q′P
ϕ
1q′(t)− Γα,ϕ

1q′,0qPϕ
0q(t), (6.11)

Ṗϕ
1q(t) = ν1

(
Pϕ̄

1q(t)− Pϕ
1q(t)

)
+ ∑

αq′
Γα,ϕ

1q,0q′P
ϕ
0q′(t)− Γα,ϕ

0q′,1qPϕ
1q(t), (6.12)

The molecule switches between the two vibrational modes with rate ν0, when the system is

electronically empty, and rate ν1, when the system is singly occupied. Transitions within the

configurations obey the usual rules;

Γα,ϕ
0q′,1q = γα,ϕ|Xϕ

q′q|
2 [1− nF(εϕ −ωϕ(q′ − q)− µα)

]
(6.13)

is the transition rate from state |1q〉ϕ to state |0q′〉ϕ, via tunneling to electrode α, and

Γα,ϕ
1q′,0q = γα,ϕ|Xϕ

q′q|
2nF

(
εϕ + ωϕ(q′ − q)− µα

)
(6.14)

is the transition rate between |0q〉ϕ and |1q′〉ϕ.

The Fourier transformed n-resolved probability vector is

P(χ, t) =
[

Pa
00(χ, t), Pa

10(χ, t), . . . , Pa
0N(χ, t), Pa

1N(χ, t), Pb
00(χ, t), Pb

10(χ, t), . . . , Pb
0N(χ, t), Pb

1N(χ, t)
]

,

(6.15)

where N is chosen such that Nωϕ � VSD, γϕ, T. P(χ, t) therefore has length 4(N + 1) and its
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components Pϕ(χ, t) follow the master equation:

Ṗϕ
0q(χ, t) = ν0

(
Pϕ̄

0q(χ, t)− Pϕ
0q(χ, t)

)
+ ∑

q′

(
ΓS,ϕ

0q;1q′ + ΓD,ϕ
0q;1q′e

iχ
)

Pϕ
1q′(χ, t)−∑

αq′
Γα,ϕ

1q′;0qPϕ
0q(χ, t),

(6.16)

Ṗϕ
1q(χ, t) = ν1

(
Pϕ̄

1q(χ, t)− Pϕ
1q(χ, t)

)
+ ∑

q′

(
ΓS,ϕ

1q;0q′ + ΓD,ϕ
1q;0q′e

−iχ
)

Pϕ
0q′(χ, t)−∑

αq′
Γα,ϕ

0q′;1qPϕ
1q(χ, t).

(6.17)

From here the χ-dependent master equation can easily be split into the quantum jump oper-

ators, which are constructed according to Eq.(6.2). The individual Jϕ
F and Jϕ

B are also easily

defined, as in Appendix D.2.2.

For equilibrated phonons, we can again use the ansatz

Pϕ
nq(χ, t) = Pϕ

n (χ, t)
e−qωϕ/TV

1− e−ωϕ/TV
. (6.18)

to obtain effective transition rates:

Tϕ
lk = ∑

α

Tα,ϕ
lk (6.19)

= ∑
α,qq′

Γα,ϕ
lq;kq′

e−qωϕ/TV

1− e−ωϕ/TV
, (6.20)

which define the corresponding master equation,

L(χ) =



−(Ta
10 + ν0) TS,a

01 + TD,a
01 eiχ ν0 0

TS,a
10 + TD,a

10 e−iχ −(Ta
01 + ν1) 0 ν1

ν0 0 −(Tb
10 + ν0) TS,b

01 + TD,b
01 eiχ

0 ν1 TS,b
10 + TD,b

10 e−iχ −(Tb
01 + ν1)


, (6.21)

and jump operators:

JF =


0 TD,a

01 0 0

0 0 0 0

0 0 0 TD,b
01

0 0 0 0

 and JB =


0 0 0 0

TD,a
10 0 0 0

0 0 0 0

0 0 TD,b
10 0

 . (6.22)
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Figure 6.2: Comparison of the first (a) and second (b) cumulants of the FCS and the FPTD
as a function of VSD. The spin-degenerate energy level is ε0 = 1meV, the magnetic field is
B/2 = 3meV, the Coulomb repulsion is U = 1meV, the S-D temperature is T = 75µeV, and
γα,ϕ = γ

2 = T
4 . All telegraphic switching rates are equal: νk = ν = 10−4γ, where k ∈ {0, ↑, ↓, 2}.

6.3 Results

We will start this section with a discussion on the fluctuation behavior expected from tele-

graph noise. Regardless of the underpinning Hamiltonians, all scenarios we analyze follow

a simple premise. The nanoscale quantum system Hm randomly switches between two con-

figurations with two distinct sets of transport parameters. We expect, therefore, that each

transport configuration has a characteristic current 〈Ia〉 and 〈Ib〉 and an associated character-

istic first-passage time 〈τa〉∗ and 〈τb〉∗.

If the transport parameters are set such that these characteristic first-passage times are ap-

preciably different, and the switching rate between configurations is small enough that the

transport tends to get "stuck" in each for a long amount of time, then the dynamics will be

quantitatively similar to Fig.(6.1). In it, there are relatively long periods where the first-passage

times are clustered around 〈τa〉∗ and then relatively long periods where the first-passage times

are clustered around 〈τb〉∗. That is, if a first-passage time close to 〈τa〉∗ is recorded, then the

next first-passage time is likely to be close to 〈τa〉∗ as well, and likewise for 〈τb〉∗. The trans-

port should thus be characterized by positive correlations between successive first-passage

times.

We note that all results comparing the Fano factor and the randomness parameter refer to

R∗ = R∗1 , the randomness parameter of F(1|τ).
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Figure 6.3: Pearson correlation coefficient as a function of (a) VSD and ν, and (b) as a slice at
ν = 10−4γ. All other parameters are the same as in Fig.(6.2a) and Fig.(6.2b).

6.3.1 Magnetic switching: Anderson model

The current plot in Fig.(6.2a) displays the I − V characteristics we expect from an Anderson

impurity undergoing telegraphic switching. The current undergoes steplike increases as VSD

approaches each energy level: ε0, ε0 ± B/2, and εT = ε↑ + ε↓ + U. The step at VSD/2 = 1meV

is larger as it corresponds to the εa
↑ and εa

↓ levels simultaneously opening, while the step at

VSD/2 = 5meV corresponds to the double level εT opening for both scenarios. The FPTD

largely mimics this behavior except for a region between 1meV ≤ VSD/2 ≤ 2meV: a regime

of non-renewal behavior.

The Fano factor and randomness parameter diverge to an even greater degree over the same

voltage, reinforcing that this is non-renewal behavior. In fact, Fig.(6.2b) shows that F and R∗

differ at all voltages except VSD/2 < 1meV, while this feature is difficult to see from the current

alone. Fig.(6.3b) confirms the non-renewal behavior as p∗ ≈ 0.5 peaks between 1meV ≤
VSD/2 ≤ 2meV; as expected, there are relatively strong positive correlations accompanying

telegraphic switching. What remains now is to analyze why the characteristic first-passage

times of scenario a and b are so different in this regime. We note that, since F, R∗ → +∞ as

VSD → 0, we plot all results starting just outside this region.

The degenerate εa
σ level is fully open at VSD/2 = 1meV, but all levels for the b scenario remain

closed. As VSD/2 increases from 1− 2meV, the εb
↑ begins to open due to thermal effects in the

baths. Because it is not fully open, though, the current (first-passage time) through εb
↑ in this

voltage regime is much smaller (greater) than that through εa
σ.

In Fig.(6.3a), we have also plotted the Pearson correlation coefficient as a function of VSD and

ν. In it, we see that, as ν increases, the correlations present for 1meV ≤ VSD/2 ≤ 2meV

decrease, until they are close to zero when ν = γ. Physically, if ν = γ, then the molecule
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switches between configurations at the same rate at which electrons enter and leave, so that

the system does not spend long enough in either configuration for significant correlations

between successive first-passage times. Also noticeable is that the correlation peak shifts

closer to VSD/2 = 2meV, since at larger ν the system does not spend long enough in the b

configuration to record many tunnelings, and thus correlations, at lower voltages.

Apart from identifying non-renewal behavior, the second cumulants reveal telegraphic switch-

ing behavior in the magnitude of their peaks, which are O(103). This is unusual for Marko-

vian quantum systems, in which transport is usually close to Poissonian and F, R∗ ∝ 1.

Such F and R∗ arise from the large differences between the characteristic first-passage times

〈τa〉∗ and 〈τb〉∗. As the voltage increases and telegraphic switching influences the transport

less, these effects accordingly disappear from the F, R∗ and p∗.

As VSD/2 approaches 4meV, the εb
↓ begins to open and there is little difference between sce-

nario a and b. Between 2meV < VSD < 4meV the noise is thus better described by the Fano

factor under the Coulomb blockade, F =
(
(γS)2 + 4(γD)2) /

(
γS + 2γD)2, which for symmet-

ric coupling reduces to F = 5/9 [98]. Indeed, at VSD/2 = 4meV the Fano factor comes close to

this value, although it is not visible in Fig.(6.2b). At higher voltages, when VSD/2 > 5meV all

energy levels are open and the system is effectively non-interacting; the corresponding noise

is the well-known result F =
(
(γS)2 + (γD)2) /

(
γS + γD)2 [49, 50]. Since we use symmet-

ric couplings, the Fano factor reduces to F = 0.5, which is the exact value in Fig.(6.2b). In

this regime the Pearson coefficient is p∗ ≈ −0.1: the standard result for a single Anderson

impurity in the high-bias limit.

6.3.2 Vibrational switching: Holstein model

In Fig.(6.4a)-Fig.(6.4c), we have assumed that a single level, ε0, telegraphically switches be-

tween two different vibrational coupling configurations. The energy ε0 is chosen as the po-

laron shift for configuration b, λ2
b

ωb
, so that εa = 7 and εb = 0. We note that, for all calculations

from the Holstein model, we have chosen to scale all energy parameters in terms of ωa, or

h̄ωa/e outside of natural units, and 〈I〉 is also scaled in terms of ωa, or e/ωa.

The polaron-shifted energy of configuration a is large enough that, at low voltages, many

phonon interactions are required for electrons to tunnel through the molecule. For λa = 1,

however, only small |q− q′| transitions have non-negligible Franck-Condon matrix elements,

and so the contribution to the current remains zero until VSD/2→ 7, when εa begins to open

for elastic q = 0 transitions.

The Franck-Condon blockade [43] is present at low voltages for configuration b, since λb = 4

and ωb = 2; hence the small current steps VSD/2 = 2q. The current due to unequilibrated

phonons is initially larger than that due to equilibrated phonons, because at low voltages the
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Figure 6.4: Comparison of the first (a) and second (b) cumulants of the FCS and the FPTD, as
well as (c) the Pearson correlation coefficient, as a function of VSD and for both equilibrated

and unequilibrated vibrations. The polaron shifted energy levels are εa =
λ2

b
ωb
− λ2

a
ωa

and εb = 0;
the phonon frequencies are ωa = 1 and ωb = 2; and the electron-phonon couplings are λa = 1
and λb = 4. The temperature of both the source and the drain, as well as the effective phonon
temperature, is T = TV = 0.05, from which we again define γ = 0.5T. The molecule-electrode
couplings are γα,ϕ = γ

2 and the telegraphic switching rates are ν0 = ν1 = 10−6γ.
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high |q− q′| transitions required to overcome the blockade are more likely when phonons are

out of equilibrium. When the voltage window contains both energy levels, in contrast, the

equilibrated phonons provide a larger current, since low |q− q′| transitions dominate through

the εa level and transitions to the q = 0 state are required for transport through the εb level.

Fig.(6.4a), while illuminating, does not visually display any non-renewal behavior. Numerical

differences between 〈I〉 and 1
〈τ1〉 may be present, but they are not easily visible to the naked

eye. In Fig.(6.4b) and Fig.(6.4c), however, we can easily determine the renewal behavior. When

VSD/2 < 2, F = R and the transport is clearly renewal, which we can also see in Fig.(6.4c),

since in this voltage range p∗ = 0. This result seems counter-intuitive: the two conformations

have different characteristic currents, so why does telegraphic switching not produce positive

correlations?

The transport is renewal in this regime because the current through configuration a is neg-

ligible; telegraphic switching just places large time gaps of no tunneling between periods of

tunneling through configuration b, and so producing avalanche tunneling instead. As we have

already seen, in avalanche tunnleing the mean of the first-passage time distribution is much

larger than the mode, and is accompanied by large Fano factors and randomness parameters

F, R∗ ∼ 104, but negligible correlations between successive first-passage times [43].

The most noticeable non-renewal behavior is the correlation peak p∗ ≈ 0.5 at VSD/2 ≈ 6.5:

when the εa level begins to open for elastic q = 0 transitions, which for λa = 1 are the domi-

nant current contribution. At this point, the current from configuration a is non-negligible and

telegraphic switching correlations appear. These are larger for equilibrated phonons for two

reasons. First, when phonons are in equilibrium the elastic q = 0 transition is maximized, and

second, when phonons are unequilibrated, the Franck-Condon blockade is minimized. There

are also two similar, but much smaller, correlation spikes at VSD/2 ≈ 4.5 and VSD/2 ≈ 5.5 cor-

responding to q = 1 and q = 2 transitions beginning to open. As expected, these non-renewal

regimes are accompanied by a discrepancy between F and R∗.

In Fig.(6.5a)-Fig.(6.5c) we exclude the polaron shift by setting εa = εb = 0, which implies that

the two molecular configurations correspond to two different orbitals separately coupled to

two vibrational modes. We also keep identical electron-phonon couplings, so that telegraphic

switching phenomena arises solely from the difference between ωa = 1 and ωb = 2.

At all VSD in Fig.(6.5a), we can clearly see double steps in the I−V characteristics. As with the

Fig.(6.4a), there are small steps at VSD/2 = (2q + 1), corresponding to phonon interactions in

configuration a only, and larger steps at VSD/2 = 2q, corresponding to phonon interactions in

both configurations. The Franck-Condon blockade is present at low voltages for configuration

a, since λa = 3 and ωa = 1. However, current is not suppressed through configuration b, as

the magnitude of the blockade effect depends on the ratio λ
ω .

Although, again, we cannot see any difference between 〈I〉 and 1
〈τ〉∗ , at all voltages F �
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Figure 6.5: Comparison of the first (a) and second (b) cumulants of the FCS and the FPTD, as
well as (c) the Pearson correlation coefficient, as a function of VSD and for both equilibrated
and unequilibrated vibrations. The polaron shifted energy levels are εa = εb = 0; the phonon
frequencies are ωa = 1 and ωb = 2; and the electron-phonon couplings are λa = λb = 3.
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Figure 6.6: The Franck-Condon matrix elements over a range of q and q′, for two different sets
of parameters: (a) λa

ωa
= 3 and (b) λb

ωb
= 3

2 .

R∗, indicating non-renewal behavior. Fig.(6.5c) corroborates this, as the Pearson correlation

coefficient peaks at 0.65 between 0 < VSD/2 < 1 and never fully decays to zero. We can

understand the peak in terms of the Franck-Condon blockade.

The matrix elements |Xqq′ |2 in Fig.(6.6a), where λa
ωa

= 3, are suppressed for low |q− q′| and

especially for q = q′ = 0. In contrast, the matrix element |X00|2, where λb
ωb

= 3
2 in Fig.(6.6b)

is non-zero. The elastic q = 0 transition, therefore, is available to configuration b in the

voltage range 0 < VSD/2 < 1, but not to configuration a. Since this is the only transition

available in this voltage range, there is current through configuration b and no current through

configuration a: hence the large correlations between successive first-passage times. Because

the Franck-Condon blockade affects equilibrated phonons more than unequilibrated phonons,

the correlations for equilibrated phonons last into higher voltages than for unequilibrated,

which decay to p ≈ 0.1 immediately outside of 0 < VSD/2 < 1.

6.3.3 Noise on the interface: Holstein model

Our last scenario concerns a fluctuating molecular-electrode coupling. Defining a scaling

constant γ = 0.5T, we fix the molecule-source coupling at γS
ϕ = γ/2, and vary the molecule-

drain coupling between configuration a, γD
a = γ/2, and configuration b, γD

b = 0.01γ. In this

manner, we are able to model, albeit crudely, the molecule attaching to and detaching from

the drain electrode.

The current associated with this process, shown in Fig.(6.7a), does not display double-step

behavior, as ωa = ωb and λa = λb. Fig.(6.7b) and Fig.(6.7c) show that the transport dynamics

are non-renewal; F � R∗ and p∗ 6= 0, for all non-zero voltages.

The correlation for unequilibrated phonons peaks at p∗ ≈ 0.3 between 0 ≤ VSD/2 ≤ 1 before
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Figure 6.7: Comparison of the first (a) and second (b) cumulants of the FCS and the FPTD, as
well as (c) the Pearson correlation coefficient, as a function of VSD and for both equilibrated
and unequilibrated vibrations. The only difference between configuration a and b are the
molecule-lead couplings. We first define a constant γ = 0.5T, and then γS,ϕ = γD,a = γ/2,
and γD,b = 0.01γ. Else, they share the same parameters: εϕ = 0, λϕ = 3, ωϕ = 1, T = 0.05,
TV = 0.05, ν0 = ν1 = ν = 10−6γ.
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decaying to near zero and then stepping up to a maximum of p∗ ≈ 0.5 at higher voltages.

Since λϕ

ωϕ
= 3, the Franck-Condon blockade is in effect at low voltages. We surmise, then,

that the weak γD
b is unable to overcome the blockade and the two currents 〈Ia〉 and 〈Ib〉 are

different enough so as to see correlations. Between 1 < VSD/2 < 4, however, configuration

a overcomes the blockade but 〈Ib〉 is still negligible. The difference between configuration a

and b is large enough that avalanche tunneling, not telegraphic switching, is the result. At

higher voltages still, 〈Ib〉 is now non-negligible, so telegraphically switching between the two

currents 〈Ia〉 and 〈Ib〉 produces correlations. Correlations arising from equilibrated phonons,

in contrast, are stable around p∗ ≈ 0.6 over the same voltage regime, since the Franck-Condon

blockade is stronger than the difference between 〈Ia〉 and 〈Ib〉.

6.4 Summary

The major result from this chapter is that strong positive correlations exist for transport sce-

narios involving telegraphic switching. To see these correlations, however, the switching rate,

ν, must be much smaller than the rate of molecule-electrode tunneling, γ, and the two trans-

port scenarios must have significantly different characteristic currents and first-passage times,

〈Ia〉, 〈τa〉∗ and 〈Ib〉, 〈τb〉∗. We demonstrated this for three scenarios: telegraphic switching be-

tween an Anderson impurity with and without an applied magnetic field, telegraphic switch-

ing between two vibrational conformations, and telegraphic switching between two different

γ.
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Chapter 7

Triple quantum dot

7.1 Motivation

All systems in previous chapters have been treated in parameter regimes where the rate equa-

tion provides a suitable description of the transport. Upon reflection, it is somewhat surpris-

ing that these systems displayed any sort of non-renewal behavior at all, as we have removed

major sources of correlations by ignoring coherences and using the Markovian assumption.

All correlations, in fact, arose from including some form of extra dynamics, like cotunneling,

electron-phonon interactions, or telegraphic switching. In this last chapter, however, we rein-

troduce the off-diagonal density matrix elements and analyze the fluctuating-time statistics

of a system in which quantum coherences play an important role in the transport: the triple

quantum dot (TQD).

Previous research has shown that quantum interference significantly affects current and noise

in a TQD via Aharonov-Bohm oscillations or coherent population trapping [242]. We propose

that interference effects will present in correlations between successive tunnelings, and thus

between successive waiting times. Our analysis covers several regimes well-documented in the

literature, for which we provide new results from the perspective of fluctuating-time statistics.

Of all the possible TQD arrangements, we compute results for the ring geometries in Fig.(7.1a)

and Fig.(7.1b). To include coherent effects, we use the full n-resolved master equation, as

opposed to the rate equation approach of previous chapters. Because of the large Fock space

for TQDs, we also restrict our analysis to the WTD. We find that interference effects do present

in correlations between successive waiting times, although they are generally quite small.

Also, similarly to Ref.[243], we find that coherences produce oscillations in the distribution of

waiting times itself, which correlate to time-dependent dot occupancies.

Our analysis follows the previous chapters’ format; Section 7.2 provides an outline and intro-

duction of the system, discussing experimental measurements and previous theoretical work;

Section 7.3 contains the Hamiltonian and full master equation necessary for our analysis; and

Section 7.4 holds the results.

107



108 Triple quantum dot

(a) (b)

Figure 7.1: Schematics of the two triangular TQD geometries used in this chapter. In (a) dots
A and C are coupled to the source, while dot B alone is coupled to the drain, and (b) contains
the mirror configuration.

7.2 Introduction

Throughout all the transport scenarios we have so far considered, the common theme has

been the Anderson-Holstein model. Although it more accurately describes simple nanostruc-

tures like quantum dots rather than molecules, the Anderson-Holstein model serves as good

conceptual model for a molecular orbital as it contains effects typically found in molecular

junctions. If we consider the Anderson-Holstein model to model one quantum dot, which are

often referred to as "artifical atoms" due to their discrete energy spectrum, then coherently

coupling multiple dots together will produce an analogous "artificial molecule"; the motiva-

tion for producing nanostructures like TQDs. This is not an easy experimental task, however,

and it is only in the last 15 years that experimental techniques have become sophisticated

enough to create TQDs; the initial challenge was to coherently couple just two quantum dots

[244].

Synthesizing a double quantum dot (DQD) is a similar process to a single quantum dot, which

we described in Chapter 1. As a reminder, metal gates are deposited onto a heterostructure,

such as GaAs/AlGaAs, with a 2DEG about 100nm below the surface. The gates are arrayed

so that applying a negative voltage and depleting electrons below the surface causes two QDs

to form [245, 246]; see, for example, Fig.(7.2a). Similarly to actual molecules, the two dots can

experience an effective attractive Coulomb interaction if electrons are localized to each dot

but still capacitively coupled. This is essentially an ionic bond, and is characterized by weak

inter-dot coupling. If the coupling is stronger, however, a covalent-like bond forms, in which

the electron wavefunction spreads out over the dots and the wavefunctions of both dots are

coupled. In either case, the energy of the bonded state must be lower than the sum of the two

unbonded dots; the extra energy goes to the coupling strength, t, which will be the hopping

term in the TQD Hamiltonian [244–246]. Producing a TQD requires the same process, except

that the gate geometry is chosen to create three areas of spatial confinement.
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(a) STM micrograph of a double dot created
via depletion of a 2DEG placed 100nm below
the surface of a GaAs/AlGaAs heterostruc-
ture. The two dark squares framed by compo-
nents F, 1, 2, and 3 are the two dots. Adapted
with permission from Ref.[245], c© 1995 Amer-
ican Physical Society.

(b) STM micrograph of a triple quantum dot
created via depletion of a 2DEG placed 120nm
below the surface of a GaAs/AlGaAs het-
erostructure. The three dots are labelled A,
B, and C, and form a series geometry as op-
posed to the ring configuration we consider.
Reprinted with permission from Ref.[247], c©
2007 American Physical Society.

Figure 7.2

Between coherently coupling DQDs and coherently coupling TQDs, several groups experi-

mented with intermediate cases. Vidan et al. [248] and Stopa [249], for example, capacitively

coupled two out of three QDs in an array so as to cause current rectification via a ratchet

effect. In a further effort, they capacitively coupled all three QDs to again find charge rec-

tification in the Coulomb blockade regime [250]. Soon after these experiments, Gaudreau et

al. [251] created the first ever coherently coupled TQD by splitting the potential of one dot

in a DQD array. Although they intended to create the TQD in a chain formation, which was

eventually achieved by Schröer et al. [247], they accidentally created a ring formation instead,

where two dots were coupled to the source and one to the drain; this is the configuration

we have shown in Fig.(7.1a) and Fig.(7.1b). They were able to identify it as a TQD from

the stability diagram [252] and were later able to create these ring TQDs on purpose, also

observing Aharonov-Bohm interference effects and thus confirming that the transport was

coherent [253, 254]. Rogge and Haug [255] also measured interference effects in a star-like

TQD configuration; although, as two dots remained uncoupled, the interference was not due

to Aharonov-Bohm oscillations, but rather to multiple pathways leading to different drains.

Amaha et al. [256, 257] have produced lateral TQDs from a mesa configuration, which also

allowed them to arrange the dots in parallel, rather than series, between the source and drain.

Beyond just experimental realization, however, TQDs offer great potential to fields like quan-

tum computing. which requires a measurable quantity that can serve as the qubit. One

proposal is to use the spin, |ψ〉 = a| ↑〉+ b| ↓〉, of an electron in a quantum dot [258]. While

this qubit can be fully controlled via a time-dependent magnetic field, it is also vulnerable to

decoherence due to magnetic noise from, for example, spins of surrounding nuclei. Qubits

defined from the singlet, 1√
2
(| ↑↓〉 − | ↓↑〉), and triplet, 1√

2
(| ↑↓〉+ | ↓↑〉), states of two elec-
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trons in a DQD, on the other hand, do not lose coherence due to magnetic noise [259]. To go

one step further, encoding information in three electrons on a TQD, creating a 3-spin qubit,

provides decoherence protection and also greater electrical control [260, 261]. Laird et al., for

example, were able to create, measure, and control a 3-spin qubit in a serial TQD system [262].

Gaudrea’s group [263] were later able to provide more control over this system, maintaining

coherence while controlling inter-dot spin-coupling strengths. Long-range spin transfer be-

tween the two outermost dots in a serial TQD has also been demonstrated [264]. Łuczack

and Bułka, meanwhile, have presented theory detailing the coherent manipulation of a 3-spin

qubit in a triangular TQD [265, 266].

These last theoretical results are symptomatic of TQD research; since coherent multi-dot syn-

thesis is a relatively new development, the accompanying theory has in many cases far out-

stripped experiment. Due to the multiple geometries, large number of tunable parameters,

and complex Fock space, TQDs admit a wide variety of novel phenomena, such as quantum

phase transitions [267], charge frustration [268], and spin-entangled current [269]. One of the

most interesting and well-explored such effects in the rich TQD literature is the appearance of

Kondo physics, which also has a long history outside of molecular transport.

In 1964, Kondo famously demonstrated that magnetic impurities would produce anamolous

behavior in the resistivity of metals at low temperatures [270]. Macroscopically, the scattering

rate of conduction electrons decreases as temperature decreases. At low enough temperatures,

however, when a conduction electron comes close enough to an impurity with opposite spin,

they form a Kondo spin-singlet state; the scattering rate, and thus the resistivity, increases

accordingly. Below the so-called Kondo temperature, then, impurity spins are essentially

screened due to the formation of these Kondo states.

In molecular junctions, a QD can operate as the magnetic impurity, such as in the Anderson

model, and for odd-occupancy Kondo scattering actually enhances the conductance [271, 272].

For the dot spin to interact with the conduction electrons and form a Kondo state, however,

requires again low temperatures and also a strong molecule-electrode coupling. In TQDs,

the Kondo regime was initially explored for serially coupled configurations [273, 274]. There

has also been much interest in the Kondo regime for triangular TQDs [275, 276], where the

inter-dot coupling symmetry becomes important [277–279] and Aharonov-Bohm interference

affects the formation of the spin-singlet state [280].

Beyond affecting the Kondo physics, Aharonov-Bohm interference actually plays an important

role in triangular TQDs in all transport regimes. Before discussing its role in more detail, we

will briefly overview the effect. In 1959, Aharonov and Bohm proposed an experiment in

which a coherent electron beam is split into two paths along a closed loop and then made

to recombine, and thus interfere, at some later point [281]. Their proposal also contained a

magnetic field B localized to some point interior to the loop and oriented perpendicular to

the plane of the electron paths. The total magnetic flux is φ =
∫

S B · dS, which implies that
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Figure 7.3: Original experimental schematic to measure the Aharonov-Bohm interference pat-
tern due to a magnetic vector field acting on charged particles. A coherent electron beam is
split at point A along paths B and C and recombine at point F to produce an interference
pattern. Inside is a solenoid generating a magnetic field perpendicular to the loop, which
is shielded from the incoming beam by a metal foil acting as a shadow; it acts only on the
electrons in each path. Reprinted with permission from Ref.[281], c© 1959 American Physical
Society.

the magnetic vector potential, A, defined by B = ∇×A, is non-zero at points other than the

magnetic field location, since by Stokes’ theorem φ =
∫

S A · d` [282].

The accompanying electron Hamiltonian is H = 1
2m (p− eA)2 [283], and it can be solved

by noting that the total wavefunction, ψ = ψu + ψl , contains a component from the upper,

ψu, and lower, ψl , arms. Reintroducing e and h̄ for a moment, the solution for each follows

ψu/l = ψ0
u/le

−iVu/l/h̄, where ψ0
u/l is the solution when A = 0 and Vu/l = e

∫
u/l A · d`. They

naturally expected that the phase difference at recombination will be

Vu −Vl

h̄
=

e
h̄

∫
S

A · d` =
e
h

2πφ = 2π
φ

φ0
, (7.1)

where φ0 = e
h is the quantum of magnetic flux. Aharonov and Bohm concluded, therefore, that

the interference pattern would be altered by a magnetic flux φ through the loop. Experimental

verification appeared rapid [284]; however, early results were doubted due to potential "leaks"

in the localized magnetic field, and it was not until Tonomura et al. in the 1980s that the

Aharonov-Bohm effect was fully accepted as a quantum mechanical phenomenon [285].

Considering the apparatus in Fig.(7.3), it is evident that a triangular TQD with coherent cou-

pling between all dots and a perpendicular magnetic field serves as an Aharonov-Bohm inter-

ferometer on the nanoscale. Indeed, since its experimental verification for coherent electron

beams, the Aharonov-Bohm effect has also appeared in nanoscale physics [286, 287], including

quantum dot experiments [288, 289].

For triangular TQDs, the Aharonov-Bohm effect is often analyzed in conjunction with coherent

population trapping. This occurs when the coupling parameters of the TQD are tuned so as to

form a "dark" state [290, 291]: a coherent superposition of dot states that block the current. In

the configuration depicted in Fig.(7.1a), and when the occupancy of the three dots is limited

to one electron, Emary [242] demonstrated that there exists certain parameters for which the
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Figure 7.4: Example of a dark state formed in the single occupancy regime and tuned by the
Aharonov-Bohm effect. The dark state appears in the complete suppression of the current at
periods of nπ (left) and the corresponding super-Poissonian noise within the coherent block-
ade (right). The parameters tij demonstrate that the dark state lifts for increasing asymmetry
of the inter-dot tunnel couplings. Adapted with permission from Ref.[242], c© 2007 American
Physical Society.

coherent state |ψdark〉 = a|A〉 + c|C〉 is an eigenstate of the Hamiltonian, decoupling the B

dot, and thus the drain. He also showed that a magnetic flux lifts the coherent blockade

and produces Aharonov-Bohm oscillations in the stationary current, and that, at the peak

of destructive interference, the Fano factor is super-Poissonian, possibly due to avalanche

tunneling. These features are displayed in Fig.(7.4), which contains a reprint from Ref.[242] of

the dark state and corresponding noise.

The dark state is not just a feature of the single electron regime; Poltl et al. [292, 293] and Busl

et al. [294] have shown that for double occupancy of the TQD, with each dot now modeled as

an Anderson impurity, spin effects could produce coherent electron trapping if the inter-dot

coupling Uνν′ equaled the intra-dot coupling Uνν. Dark states are evidently an interesting

quantum phenomenon, but they can also produce current rectification and negative differen-

tial resistance [295], two promising technological applications. If not penetrated by a magnetic

flux, a strong molecule-electrode coupling can lift the coherent blockade, as Weymann et al.

[296] showed by including cotunneling processes in a triangular TQD, although Noiri et al.

[297] has found that cotunneling can introduce an additional spin blockade in serially coupled

TQDs. Coherent population trapping also occurs for higher occupancies [298]; for example,

in the triple occupancy regime a coherent spin blockade forms for certain parameters under

an applied electric field [299].

These investigations into dark states provide the inspiration for this chapter, as there are

clearly interesting current fluctuations in a triangular TQD that bear analysis via fluctuating-

time statistics. In particular, we investigate those systems considered by Emary [242] and Poltl

et al. [292, 293] for correlations arising from quantum interference in the dark state and mod-

erated by the Aharonov-Bohm effect. Although previous work on WTDs for TQDs did not

calculate correlations [165], within only the last year Engelhardt and Cao [243] have shown

that the WTD for a similar TQD configuration displays oscillatory behavior, which is corre-
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lated with relevant occupations of the three dots. We find similar results for the geometries in

Fig.(7.1a) and Fig.(7.1b), albeit for more complicated transport regimes.

7.3 Triple quantum dot model

We perform all theory on a TQD arranged in either of the triangular geometries in Fig.(7.1a)

and Fig.(7.1b). The three dots, to which we give the index ν ∈ {A, B, C}, each contain a single

available orbital that is at most accessible to two electrons with opposite spin. The system

Hamiltonian, for either geometry, is

HQ = ∑
σ

∑
ν

ενa†
ν,σaν,σ − ∑

ν 6=ν′
tνν′,σa†

ν,σaν′,σ + ∑
ν

Uννnν,↑nν,↓ + ∑
ν<ν′

∑
σσ′

Uνν′nν,σnν′,σ′ . (7.2)

where εν is the energy of each dot, Uνν and Uνν′ are the intra- and inter-dot Coulomb repul-

sions, respectively, and tνν′ = t∗ν′ν is the hopping parameter for tunneling from dot ν′ to dot ν.

As usual, the a†
ν,σ and aν,σ operators create and annihilate an electron on dot ν with energy εν

and spin σ, respectively, while nν,σ = a†
ν,σaν,σ is the corresponding particle number operator.

In all calculations, we choose a gauge where the phase difference between the two paths is

factored entirely onto the coupling between dot A and dot C: tAC = |tAC|eiφ, with tAB = |tAB|
and tBC = |tBC|.

For the configuration in Fig.(7.1a), where both the A and C dots are coupled to the source and

the B dot alone is coupled to the drain, the interaction Hamiltonian is

HT = ∑
kS

∑
ν={A,C}

tkS,ν,σ

(
a†

kS
aν,σ + a†

ν,σakS

)
+ ∑

kD

tkD ,B,σ

(
a†

kD
aB,σ + a†

B,σakD

)
. (7.3)

Conversely, the interaction Hamiltonian for the configuration in Fig.(7.1b), where the B dot is

coupled to the source and the A and C dots are coupled to the drain, is

HT = ∑
kD

∑
ν={A,C}

tkD ,ν,σ

(
a†

kD
aν,σ + a†

ν,σakD

)
+ ∑

kS

tkS,B,σ

(
a†

kS
aB,σ + a†

B,σakS

)
. (7.4)

We are interested in the coherent transport through these two configurations, and so we will

use the full master equation in Eq.(2.89). At this point in the theory, however, we cannot do so;

it requires the system Hamiltonian to be diagonal and Eq.(7.2), since it is written in the basis

of dot states, is not. As opposed to the Holstein model, for which we could apply the analytic

Lang-Firsov transformation, we will instead numerically diagonalize HQ with its molecular
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eigenstates:

H̃Q = ∑
kk′
|mk〉〈mk|HQ|mk′〉〈mk′ |

=
N

∑
k=1

Ek|mk〉〈mk|, (7.5)

where Ek is the eigenenergy of eigenstate |mk〉 and N is the total number of pure states. We

are safe to make this transformation because the eigenstates, by definition, span the system

space: I =
N
∑

k=1
|mk〉〈mk|. We can also write the dot states, |di〉, in the new basis,

|di〉 =
N

∑
k=1
|mk〉〈mk|di〉, (7.6)

and, since the dot states also span the system space, compute the inverse transformation:

|mk〉 =
N

∑
i=1
|di〉〈di|mk〉. (7.7)

With no parameter restrictions the full Fock space is quite large and numerical diagonalization

is a formidable task. There can be a maximum of six electrons occupying the configuration,

and N =
6
∑

k=0

6!
k!(6−k)! = 64; the resulting density matrix has 4096 elements. To reduce the

complexity and computational requirements, many theoretical investigations instead focus on

limiting regimes where the dimensionality is much smaller; several of which we will consider

here.

7.3.1 Spin-independent triple and single occupancy

In the first scenario, we assume that the intra-dot Coulomb repulsion is large: Uνν → ∞. Un-

der this limit, each dot in the configuration can be occupied by only one excess electron, which

we label the triple occupancy regime. Spanning the system are ten dot states: the configuration

can be empty, |0〉; a single electron may occupying any of the three dots, |A〉, |B〉, or |C〉; two

electrons may be occupying any two of the dots, |AB〉, |AC〉, or |BC〉; or all three dots are

occupied, |ABC〉 = |3〉.

Although |0〉 and |3〉 are invariant under the diagonalization, we find that the transformed

basis has three new single occupancy,

|1i〉 = a1i,A|A〉+ a1i,B|B〉+ a1i,C|C〉 (7.8)
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and double occupancy,

|2i〉 = a2i,AB|AB〉+ a2i,AC|AC〉+ a2i,BC|BC〉, (7.9)

states, where i = 1, 2, 3. From Eq.(7.7), we can see that the coefficients are a1i,ν = 〈ν|1i〉 and

a2i,νν′ = 〈νν′|2i〉. The density matrix, with all 64 elements, is shown in Appendix E.1. In addi-

tion to this large reduction in dimensionality, all eigenstates with different electron occupancy

are orthogonal and thus decouple in the master equation; the remaining 20 elements unfold

into the probability vector

P(χ, t) = [P0(χ, t), P11(χ, t), P12(χ, t), P13(χ, t), P21(χ, t), P22(χ, t), P23(χ, t), P3(χ, t),

ρ11,12(χ, t), ρ11,13(χ, t), ρ12,13(χ, t), ρ12,11(χ, t), ρ13,11(χ, t), ρ13,12(χ, t),

ρ21,22(χ, t), ρ21,23(χ, t), ρ22,23(χ, t), ρ22,21(χ, t), ρ23,21(χ, t), ρ23,22(χ, t)]T . (7.10)

All that is required now is to compute the 1st-order differential equation for each density

matrix element from the full master equation. Using the Fourier transform of Eq.(2.89) for the

configuration in Fig.(7.1a), we get

ρ̇mn(χ, t) = −iωmnρmn(χ, t)−∑
k`

[
∑

ν={A,C}

(
Σ<

S (ωk`)
∗〈m|aν|k〉〈k|a†

ν|`〉ρ`n+

Σ>
S (ω`k)〈m|a†

ν|k〉〈k|aν|`〉ρ`n + Σ<
S (ωn`)〈m|a†

ν|k〉ρk`〈`|aν|n〉

+ Σ>
S (ω`n)

∗〈m|aν|k〉ρk`〈`|a†
ν|n〉 − Σ<

S (ωk`)ρm`〈`|aν|k〉〈k|a†
ν|n〉

− Σ>
S (ω`k)

∗ρm`〈`|a†
ν|k〉〈k|aν|n〉 − Σ<

S (ωk`)
∗〈m|a†

ν|`〉ρ`k〈k|aν|n〉

−Σ>
S (ω`m)〈m|aν|`〉ρ`k〈k|a†

ν|n〉
)
+ Σ<

D(ωk`)
∗〈m|aB|k〉〈k|a†

B|`〉ρ`n

+ Σ>
D(ω`k)eiχ〈m|a†

B|k〉〈k|aB|`〉ρ`n + Σ<
D(ωn`)e−iχ〈m|a†

B|k〉ρk`〈`|aB|n〉

+ Σ>
D(ω`n)

∗〈m|aB|k〉ρk`〈`|a†
B|n〉 − Σ<

D(ωk`)ρm`〈`|aB|k〉〈k|a†
B|n〉

− Σ>
D(ω`k)

∗ρm`〈`|a†
B|k〉〈k|aB|n〉 − Σ<

D(ωk`)
∗e−iχ〈m|a†

B|`〉ρ`k〈k|aB|n〉

−Σ>
D(ω`m)eiχ〈m|aB|`〉ρ`k〈k|a†

B|n〉
) ]

. (7.11)

The corresponding master equation for the configuration in Fig.(7.1b) is similar, except that

the drain self-energies now lie under the summation of A, C, and the source self-energies do

not. For triple occupancy, there are four types of density matrix elements, ρ̇0,0, ρ̇1i,1j, ρ̇2i,2j, and

ρ̇3,3, which we display in Appendix E.1.

If we also take the inter-dot repulsion as large, Uνν′ → ∞, then only one dot may be occupied

at a time: the single occupancy regime. In this case, the probability vector is much smaller:

P(χ, t) = [P0(χ, t), P11(χ, t), P12(χ, t), P13(χ, t), ρ11,12(χ, t),

ρ11,13(χ, t), ρ12,13(χ, t), ρ12,11(χ, t), ρ13,11(χ, t), ρ13,12(χ, t)]T (7.12)
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7.3.2 Spin-dependent double occupancy

In the double occupancy regime, the intra-dot Coulomb repulsion is finite, but the inter-dot

repulsion is large, Uνν′ → ∞; each dot can be occupied by two electrons of opposite spins,

but only two electrons are allowed in the entire TQD configuration. There are now 6 single

electron states and 15 double electron states, for a total of 22 pure states spanning the system

and 262 coupled density matrix elements. To simplify, we also assume a large bias voltage,

VSD → ∞, so that tunneling can only be from the source to the TQD or from the TQD to

the drain. In this limit, we can write the master equation in Lindblad form, which for the

configuration in Fig.(7.1a) is

dρ

dt
= −i [HQ, ρ] + ∑

σ
∑

ν={A,C}
γS
(

a†
ν,σρaν,σ −

1
2

aν,σa†
ν,σρ− 1

2
ρaν,σa†

ν,σ

)
+

∑
σ

γD
(

aB,σρa†
B,σeiχ − 1

2
a†

B,σaB,σρ− 1
2

ρa†
B,σaB,σ

)
, (7.13)

and for the configuration in Fig.(7.1b) is

dρ

dt
= −i [HQ, ρ] + ∑

σ
∑

ν={A,C}
γD
(

aν,σρa†
ν,σ −

1
2

a†
ν,σaν,σρ− 1

2
ρa†

ν,σaν,σ

)
+

∑
σ

γS
(

a†
B,σρaB,σeiχ − 1

2
aB,σa†

B,σρ− 1
2

ρaB,σa†
B,σ

)
. (7.14)

We are justified in making this final assumption because all results are calculated from the

WTD, which requires unidirectional tunneling and, therefore, a large bias voltage.

7.4 Results

7.4.1 Spin-independent single occupancy

The single occupancy case, in which the TQD can only be occupied by one excess electron,

has received great theoretical attention as there exist analytic solutions for certain parameter

regimes. For example, Emary [242] showed that when εB = 0, εA = ∆, and εC = −∆, where

∆ =
|tAC|

2|tAB||tCB|
(
|tAB|2 − |tCB|2

)
, (7.15)

one of the eigenvectors is

|Ψ〉 = 1√
t2

AC + t2
BC

(tBC|A〉 − tAB|C〉) . (7.16)
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(a) (b)

Figure 7.5: (a) The Fano factor plotted alongside the randomness parameter for the same
parameters as Fig.3 and Fig.4 in Ref.[242], shown in this chapter in Fig.(7.4). (b) Corresponding
Pearson correlation coefficient between two waiting times, τ and τ′. Parameters are: εB = 0,
εA = ∆, εC = −∆, tAC = γeiφ, tAB = γ, T = 0.075meV, γ = 0.01meV, and, to keep all levels
within the bias window, µS = −µD = 100γ.

If the system starts in this state, then, dot B is completely decoupled and current is blocked;

hence the name dark state.

In Fig.(7.5a) and Fig.(7.5b), we have plotted the second cumulants and Pearson correlation

coefficient as a function of φ/φ0 for the same system as in Fig.(7.4). Here, Aharonov-Bohm

interference produces current oscillations with periods of π and a diminishing of the de-

structive interference for increasing asymmetry of the inter-dot coupling [242]. Additionally,

Emary found that the Fano factor becomes super-Poissonian when the dark state appears, as it

produces bunching phenomena. From Fig.(7.5a), it is evident that the transport is entirely re-

newal for all parameters; F is exactly reproduced by R and in Fig.(7.5b) the respective Pearson

correlation coefficient is accordingly zero.

Upon thought, it is clear why this should be the case; why, even though quantum interference

is obviously present, it does not reflect in a statistic that measures correlations. In Fig.(7.5a)-

Fig.(7.5b) we are measuring the waiting time between successive tunnelings to the drain.

Because we allow only one electron in the TQD at a time, this means that after a jump JF
D,

another electron has to tunnel in from the source before the next JF
D. While each electron can

interfere with itself, it cannot interfere with other electrons; hence, there are no correlations

between successive waiting times. Apart from the correlation behavior, however, the WTD

still provides useful information about the dynamics of this transport regime.

Because we allow only one electron in the configuration, the TQD is in this case a single-reset

system; after a jump to the drain the system must be empty and w(0) = 0. For t > 0, the WTD

calculated from the rate equation and from the full master equation display qualitatively and

quantitatively different behavior; the most obvious being periodic oscillations present in the
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Figure 7.6: Left column: WTD between two jumps to the drain, JF
D, for the configuration

in Fig.(7.1a) and different φ. Solid black line is the WTD calculated from the full master
equation including coherences, while the dashed black line is the WTD calculated from the
rate equation only. Right column: corresponding occupation probabilities for each dot: red
is 〈a†

AaA〉, green is 〈a†
BaB〉, and blue is 〈a†

CaC〉. (a) and (b) set φ = π, while (c) and (d), and
(e) and (f), set φ = ±π

2 , respectively. Dot couplings are |tAB| = |tAC| = 2γ and tBC = 0.9γ;
else, all other parameters are the same as those in Fig.(7.5a) - Fig.(7.5b). The master equation
average waiting time in (a) is 〈τ〉ME = 5.4 1

γ , while the rate equation average waiting time is
〈τ〉RE = 3.8 1

γ . For (b) and (c) they are 〈τ〉ME = 3.6 1
γ and 〈τ〉RE = 3.5 1

γ . Note that we have not
displayed P0, so the occupancy sum is not unity.
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latter. As Engelhardt and Cao found, these WTD oscillations all correlate, and can thus be

described by, the time-dependent occupation probabilities of each dot after the initial jump

to the drain [243]. When the dot B occupation is at a peak, which is required to observe a

quantum jump in this configuration, so is the corresponding WTD. Since the rate equation

WTD and occupation probabilities do not display these oscillations, it is likely they originate

from the phase factors introduced when coherences are included.

Of note in Fig.(7.6a) are the occupation probabilities of dots A and C; even though they evolve

similarly, since a jump into the drain fills either dot with equal probability, they quickly

become out of phase. It appears that, although the dark state is a linear combination of the

two dot states, the wavefunction is not spread evenly between them and, as time goes on,

becomes more localized on dot A. In Fig.(7.6d) and Fig.(7.6f), φ = π/2 and Aharonov-Bohm

interference lifts the dark state; the electron wavefunction is more evenly spread between the

three dots, and dot B is out of phase with both dot A and C. This results in each peak of the

WTD being itself double-peaked; the smaller one occurring when 〈a†
BaB〉 > 〈a†

AaA〉 and the

greater one when 〈a†
BaB〉 is larger than both other occupancies. We can also see in Fig.(7.6d)

and Fig.(7.6f) the effect of the magnetic flux direction. For φ = +π/2, in Fig.(7.6d), the phase

shift is positive and the electron moves anti-clockwise from dot C to B to A. Fig.(7.6f), in

contrast, sets φ = −π/2, and so the electron moves clockwise from A to B to C.

Fig.(7.6a) and Fig.(7.6b), where φ = pi, correspond to value of the dashed line at φ/φ0 = 0.5

in Fig.(7.4). At this point, destructive interference suppresses the current to about 40% of its

maximum value. Accordingly, the average waiting time of Fig.(7.6a) is 〈τ〉ME = 5.4 1
γ while the

average waiting time for φ = π/2 is 〈τ〉ME = 3.6 1
γ . Since the dark state is a result of coherent

superposition between dots A and C, the WTD calculated from the rate equation has a much

smaller tail and average waiting time: 〈τ〉RE = 3.8 1
γ . Even at φ = π/2, when the current is

at a maximum, the average waiting time calculated from the master equation is longer than

that calculated from the rate equation, indicating that destructive interference is the dominant

coherent effect.

So far we have considered waiting times between two tunnelings to the drain, a natural

choice when relating fluctuating-time statistics to fixed-time statistics. As an interesting case,

Fig.(7.7a) and Fig.(7.7b) display the WTD and corresponding occupation probabilities between

a tunneling into the system from the source and a tunneling from the system to the drain:

wSD(τ) =

(
I, JF

De(L−JF
D−JF

S)τJF
S P̄
)

(
I, JF

S P̄
) . (7.17)

Since we use the same parameters as in Fig.(7.6a), the dark state is again observable by the

long tail. Since the first jump is into the system, both dot A and C start with a 50% probability

of being occupied. As the system evolves, it appears that eventually dot B becomes more

likely to be occupied than dot C, regardless of the dark state. This is, perhaps, why the WTD
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Figure 7.7: WTD, left column, and occupation probabilities, right column, for some interesting
cases. In (a) and (b) we have used the same parameters as in Fig.(7.6a) and Fig.(7.6b), except
now the waiting time is between a jump into the system from the source, JF

S , and a jump
from the system to the drain, JF

D. In (c) and (d) we have used the same parameters again, but
now the waiting time is between two jumps to the drain for the mirror configuration, shown
in Fig.(7.1b). In (e) and (f) we return to the same configuration as in (a) and (e), calculating
the waiting time between successive jumps to the drain, but now |tAB| = |tAC| = 10γ and
|tBC| = 9γ.
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decays with two different rates; the initial probability density decays quickly but at τ = 4 1
γ

transitions to a slower rate. We have plotted this WTD and set of occupation probabilities for

much longer τ, from which the dephasing of coherent oscillations due to electrode interactions

is visible.

In Fig.(7.7c) and Fig.(7.7d), we have shown the WTD and occupation probabilities for the mir-

ror configuration, equivalent to reversing the current. Destructive interference still suppresses

the current to some degree, but evidently the dark state is not present; accordingly, the av-

erage waiting times in this configuration are much smaller, 〈τ〉ME = 3.2 1
γ and 〈τ〉RE = 2.6 1

γ .

Since in this configuration a jump to the drain can occur from dot A or C, the first two WTD

peaks have equal magnitude, each corresponding to a dip in the dot B occupancy.

The final single occupancy case we consider is that of large inter-dot coupling: |t| ∼ 10γ in

Fig.(7.7e) and Fig.(7.7f). For such coupling, the electron is strongly hybridized across the three

dots, and also undergoes many inter-dot transitions between tunnelings to the drain. This

results in distinct global WTD oscillations, occurring with period ∼ 2.5 1
γ , supplemented by

small local oscillations with period ∼ 0.2 1
γ . We theorize that, as the hybridized wavepacket

moves slowly around the configuration, becoming more localized on each dot in turn, its

shape rapidly changes to produce the smaller oscillations, or vice versa.

7.4.2 Spin-independent triple occupancy

In triple occupancy, the dot may be occupied by three excess electrons but each dot may

be occupied by only one electron at a time. Correspondingly, the Fock space is now more

complicated, as are the time-dependent occupation probabilities associated with each WTD.

Despite the addition of 2 and 3 electron states, however, we can still correlate the WTD with the

state corresponding to a single electron in the TQD occupying dot B, displayed in Fig.(7.8a)-

Fig.(7.8d).

Since each dot can still be occupied by only one electron, and the initial jump empties dot B,

some time must pass before another jump to the drain can occur; the system is still single-reset.

Clearly, then, the WTD in Fig.(7.8a), which is calculated from the rate equation, displays an

unphysical result as wRE(0) 6= 0. The WTD from the master equation, on the other hand,

satisfies wME(0) = 0. Turning to Fig.(7.8c), we see that the PB(0) = 0: if the system was in

state |AB〉 or |BC〉, then a tunneling to the drain will leave it in |A〉 or |C〉, respectively; if the

system was in state |3〉, then a tunneling to the drain will leave it in |AC〉; and if the system

was in state |B〉, then a tunneling to the drain will leave it empty, |0〉. By this logic, PAB and

PBC should be zero too after the initial jump, but they are clearly not in Fig.(7.8c). All quantum

jumps in this system detail transitions between the TQD and the electrodes, so this could be

the result of an internal coherent transition that fills dot B at the same time a jump occurs.
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Figure 7.8: WTD (a)-(b) and occupation probabilities (c)-(d) for the triple occupancy regime.
Both plots use the energies εA = ∆, εC = −∆, and εB = 0, the inter-dot repulsion Uνν′ = U =
γ, and the dot couplings |tAB| = |tAC| = |tBC| = 5γ. In (a) and (c) we set φ = 0 and in (b) and
(d) we set φ = π/2.
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If the initial quantum jump leaves the system with a single electron, then it will be on either

dot A or C, as shown by the solid blue line in Fig.(7.8c). The system may evolve for some

time without a jump from the source, in which case the charge number will remain 1. Since

PA = PC, it appears that, for these parameters, there are two available single-electron states:
1√
2
(|A〉+ |C〉) and |B〉. As the excess electron moves around the TQD, peaks in the WTD

correlate exactly to peaks in PB, thus indicating that most second jumps occur when dot B

empties to make the TQD empty. From P̄, the probability of all charge states in the steady

state are 
P0

P1

P2

P3

 =


0.03

0.17

0.58

0.25

 ; (7.18)

so it is likely that the first quantum jump operates on a TQD occupied by 2 excess electrons.

After this jump, the strong inter-dot couplings, which are ∼ 5γ, are likely to bring a electron

to dot B before another electron may enter the configuration from the source.

In calculating these results, we have used parameters that would result in a dark state in the

single-electron regime. Therefore, despite the fact that allowing three electrons in the system

lifts the dark state, there is still destructive interference. In fact, Fig.(7.9a) shows that, for

|t| = 5γ, the current at φ = π is only 80% of the maximum at φ = π/2. Indeed, in Fig.(7.8b),

where we have set φ = π/2, there is different behavior as each WTD peak is split in two.

Examining Fig.(7.8d), the single-occupancy probabilities all display multi-peak oscillations,

where each peak is roughly in phase with another peak from the occupation of another dot.

This indicates that for a phase of π/2 the single conduction electron spreads over two dots

and is best described by a coherent superposition of the two. The WTD is then double-peaked

because the electron may form a superposition of B and either A or C. Contrary to intuition,

for each period the larger WTD peak does not correspond to the larger peak in PB, but rather

to the peak for which the probability of the superposition is largest, which always occurs at

smaller τ.

Unlike the single-occupancy regime, there are negative correlations between successive wait-

ing times when three electrons occupy the dot. Coherent effects also clearly determine cor-

relation behavior, as the correlations have local maximums in magnitude when φ = nπ/2,

where destructive interference is weakest. Ultimately, this is a very interesting research av-

enue, as the potential for tuning correlations with interference could lead to novel information

processing methods. At this point, however, the transport cannot necessarily be considered

correlated as the Pearson coefficient is |p| < 0.1. In the mirror configuration, for which equiv-

alent results are shown in Fig.(7.9b)-Fig.(7.9f), we might expect larger correlations; two dots

are connected to the drain and so coherent electrons may be detected simultaneously. The



124 Triple quantum dot

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0.82

0.84

0.86

0.88

0.9

0.92

0.94

0.96

0.98

1

(a)

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0.82

0.84

0.86

0.88

0.9

0.92

0.94

0.96

0.98

1

(b)

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0.3

0.35

0.4

0.45

0.5

0.55

0.6

0.65

0.7

0.75

0.8

F
,R

(c)

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0.3

0.35

0.4

0.45

0.5

0.55

0.6

0.65

0.7

0.75

0.8

F
,R

(d)

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
-0.1

-0.09

-0.08

-0.07

-0.06

-0.05

-0.04

-0.03

-0.02

(e)

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
-0.14

-0.13

-0.12

-0.11

-0.1

-0.09

-0.08

-0.07

(f)

Figure 7.9: Current as a proportion of its maximum (a) and (b), corresponding Fano factor
and randomness parameter (c) and (d), and Pearson correlation coefficient (e) and (f), all as
a function of penetrating magnetic flux φ and in the triple occupancy regime. We use the
same parameters as all previous plots. The left column is calculated for the configuration in
Fig.(7.1a) and the right column for its mirror image in Fig.(7.1b).
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Pearson coefficient does actually increase in magnitude for the mirror configuration, but it is

still small: |p| < 0.2.

It is also important to note that in Fig.(7.9a)-Fig.(7.9f), while 〈I〉 and F are the same for both

TQD configurations, R and p display qualitatively and quantiatively different behavior and so

break this symmetry. From an experimental point of view, the WTD could therefore provide

a way of determining the orientation of the TQD without a stability diagram.

Since the Aharonov-Bohm effect is an electron interfering with itself, it is not surprising that it

does not have a great affect on the correlations. The better candidate for correlations, then, is

coherent population blocking, as this can be a two-particle effect. In Fig.(7.9a) and Fig.(7.9b),

we can see that in the triple occupancy regime destructive interference suppresses the current

to, at most, about 80% of its maximum value: definitely not a dark state. Furthermore, the

complicated Fock space of the triple occupancy regime prevents us from easily finding one.

The spin-dependent double occupancy regime, however, has a dark state that has already

been identified in previous work.

7.4.3 Spin-dependent double occupancy

For spin-dependent double occupancy, each dot may be occupied by one or two electrons, but

the TQD as a whole may only be occupied by two electrons. In this regime, Poltl et al. [292]

found that for certain parameters a two-particle dark state forms when the inter-dot repulsion

between A and C is equal to the intra-dot repulsion within A: δU = UAA −UAC = 0. Their

configuration did not allow tunneling between dot A and C, and we demonstrate in Fig.(7.10a)

that a dark state exists for the same parameters even when dots A and C are coherently

coupled. The dark state can be tuned by δU and, now that tunneling between A and C

is allowed, the magnetic flux penetrating the ring. Fig.(7.10b) shows that, when φ = π/2,

the dark state is lifted at δU = 0. Interestingly, though, it suppresses the current more for

δU ≥ 10γ.

As with the single occupancy case, the dark state is accompanied by strong super-Poissonian

noise, F, R > 10 when δU = 0; the double occupancy noise being noticeably larger than that

for the single occupancy case. For φ = π/2, in Fig.(7.10d), there is no super-Poissonian peak

because the dark state does not form. At large δU, super-Poissonian noise persists regardless

of the magnetic flux, indicating that it depends little on tAC. From Fig.(7.10c) and Fig.(7.10d),

it also appears that the transport is non-renewal at most values of δU; the Fano factor and

randomness parameter rarely agree.

As expected, the correlation between successive waiting times reaches a peak in magnitude at

the value of δU corresponding to the dark state. The result, however, is still underwhelming

because |p| < 0.1; disproving the idea that a greater level of destructive interference will
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yield stronger correlations. In Fig.(7.10f), it is apparent that a dark state is not necessary

for correlations to occur; the Pearson coefficient peak is comparable in magnitude to that

of the dark state, except that it forms when the current is at a maximum, when destructive

interference is at minimum.

In the mirror configuration, Fig.(7.11a), and at δU = 0, the current is approximately 50% of

its maximum; the dark state is mostly lifted, which we also saw for the single occupancy

case. Accordingly, in Fig.(7.11c), the noise is limited to smaller values, although it is still

super-Poissonian when the current is suppressed by any amount. For most values of δU,

the correlation between successive waiting times is negligible, shown in Fig.(7.11c). At δU ≈
5.5γ, however, the current is at a maximum and the Pearson correlation coefficient is p ≈
−0.15. In this case it appears that a lack of destructive interference causes correlations between

successive waiting times. This peak in the correlation magnitude is actually accompanied by

sub-Poissonian noise, which indicates electron anti-bunching.

If we take the value of δU at this point, for which UAA ≈ 15.5γ, and plot the same results as a

function of φ now, we can see the usual Aharonov-Bohm oscillations in the current. Minimums

occur at (2n + 1)π, for n = 0, 1, 2, . . .. Noticeably, the current for δU = 15.5γ is actually a

minimum for φ = π; minimum destructive interference occurring at φ = (2n + 1)π/2. At

these points, the noise is markedly sub-Poissonian, dropping below the level of even a single

channel. The Pearson correlation coefficient also increases in magnitude around destructive

interference minimums: |p| > 0.2.

7.5 Summary

The TQD is a rich experiment and theoretical system displaying quantum phenomena, such

as Aharonov-Bohm oscillations and coherent population blocking. In this chapter, we have

applied the WTD to a triangular TQD under two geometries and in three regimes: spin-

independent single and triple occupancy and spin-dependent double occupancy. We found

that coherent oscillations present in the WTD itself, which correlate to occupation probabilities

of dots coupled to the drain. Coherent transport also produces correlations between successive

waiting times, which are weakly dependent on Aharonov-Bohm oscillations, as this is an

electron interfering with itself, and more strongly dependent on parameters influencing the

formation of a dark state, which can be a two-particle effect.
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Figure 7.10: (a) and (b) Current, (c) and (d) Fano factor and randomness parameters, and (e)
and (f) Pearson correlation coefficient as a function of δU, for the configuration in Fig.(7.1a).
In the left column φ = π, and in the right φ = +π/2. The inter-dot couplings are tAC = |t|eiφ

and tAB = tBC = |t| where |t| = γ, while the intra-dot Coulomb repulsions are UAA = UCC
and UBB = 15γ and the inter-dot Coulomb repulsions are UAC = 10γ and UAB = UBC = 11γ.
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Figure 7.11: Current, (a) and (b), Fano factor and randomness parameter, (c) and (d), Pearson
correlation coefficient, (e) and (f), as a function of δU in the left column and φ in the right
column. In the left column, we fix φ = π, and in the right column we fix UAA = 15.5γ. All
other parameters are the same as in Fig.(7.10a)-Fig.(7.10f).



Chapter 8

Conclusion

In this thesis, we have analyzed a variety of nanoscale transport scenarios using the WTD and

FPTD, two fluctuating-time statistics that are relatively new to nanoscale quantum transport.

As opposed to more conventional measures like the FCS, the WTD and FPTD offer information

on short timescales. Of particular interest was the concept of non-renewal transport, which

occurs when successive waiting or first-passage times are correlated. We first reviewed the

three fluctuation tools, including drawing a novel connection between two definitions of the

WTD.

We extended the Markovian master equation technique for calculating WTDs in quantum

electron transport to include cotunneling effects, and demonstrated the method for transport

through an Anderson impurity. We primarily investigated how cotunneling processes affect

the non-renewal statistics already present in the Anderson impurity, where electrons expe-

rience strong inelastic electron-electron interactions. We have shown that for large voltages,

cotunneling increases the magnitude of the negative correlation between waiting times of sub-

sequent electron tunnelings to the drain, which is caused by a strong electron-electron interac-

tion. However, in the Coulomb blockade regime where cotunneling processes dominate, the

correlation between subsequent waiting times is negligible and the system displays renewal

behavior. We also applied the FPTD to the intermediate regime where the transport is bidi-

rectional and the WTD fails. In this regime, inelastic cotunneling processes have previously

been shown to induce super-Poissonian noise, which we show is accompanied by correlations

between successive first-passage times, although they are relatively small and negative.

Sequential tunneling through the Holstein models further shows the greater applicability of

the FPTD as opposed to the WTD. We first demonstrated that the WTD itself displays signa-

tures of vibrationally assisted transport, like the Franck-Condon blockade. Next, we compared

correlations calculated from the FPTD to those calculated from the WTD in a regime where it

has previously been shown that an elastic shortcut channel opens for a strong electron-phonon

coupling. The FPTD correlations are slightly smaller than those from the WTD, as expected

since the first-passage time must always be as long or longer than the waiting time, and

that the corresponding non-renewal behavior in the Fano factor and randomness parameter

matches for the FPTD but not the WTD. This is further exacerbated when we apply a temper-
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ature gradient but no bias voltage; bidirectional transitions are dominant in this regime and

determining non-renewal behavior from the WTD is inaccurate.

The next chapter investigated telegraphic switching, which occurs in molecular junctions due

to a variety of physical effects. If the rate of telegraphic switching, ν, is much less than the

rate of electron transfer, γ, then the molecule spends a long time in each configuration before

switching over. If the conductance difference between the two configurations, |〈Ia〉 − 〈Ib〉|, is

large, and both 〈Ia〉 and 〈Ib〉 are non-negligible, then successive first-passage times are posi-

tively correlated. Experimentally, one of the most important sources of telegraphic switching

could come from an interaction with two different vibrational modes. To test this behavior, we

applied the telegraphic switching rate equation to the Holstein model. We found that, when

the Franck-Condon physics induced large differences between 〈Ia〉 and 〈Ib〉, there are strong

positive correlations between successive first-passage times. We also found that if the cur-

rent through one configuration is completely suppressed and the other is non-negligible, then

the transport is more aptly described by avalanche tunneling, which is not accompanied by

strong non–renewal behavior. Via the Anderson model, we also analyzed telegraphic switch-

ing between a spin-split electronic level and a degenerate electronic level, corresponding to

stochastically switching a magnetic field B on and off. We found positive correlations, with

Pearson correlation coefficient p ≈ 0.5 at voltages where the degenerate level is fully open, but

only one spin-dependent level is partially open. As ν increases the correlations decrease, until

they are negligible at ν ∝ γ . Finally, we constructed a rudimentary model of molecule-drain

bonds stochastically forming and breaking, by switching between a transport scenario with

γD ∝ γ, and one in which γD � γ. Here, the Franck-Condon blockade plays a role in the

non-renewal behavior at low voltages. At high voltages, however, the different γD produced

strong positive correlations, which for were comparable for equilibrated and unequilibrated

phonons.

Our final transport scenario was sequential tunneling through a triangular triple quantum dot,

which required us to use the full master equation. The main goal of this chapter was to inves-

tigate how coherent effects like Aharonov-Bohm interference and population trapping affect

correlations and non-renewal behavior. We find that the Aharonov-Bohm interference mani-

fests as periodic oscillations in the correlations. Since this is from electrons interfering with

themselves, however, this has little effect on interactions between electrons and the oscillations

are small. Furthermore, the presence of coherent population trapping produces stronger cor-

relations. Apart from the correlation behavior, however, there are coherent oscillations present

in the WTD itself: directly relating to relevant dot occupations.
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8.1 Future Work

Throughout all case studies we have presented in the thesis, it is clear that, while there are a

variety of a mechanisms causing positive correlations between successive waiting times, neg-

ative correlations are either small or entirely absent. In an Anderson impurity, for example,

negative correlations with p ≈ −0.1 appear at high voltages when the electron can be doubly

occupied, as two tunnelings separated by a waiting time τ must empty the impurity, forcing

the second waiting time τ′ to be long simply because the impurity must refill. While interest-

ing, this is not due to any interaction; it is just an artifact of the allowed electron occupancy.

In general, however, it is not currently clear what physical processes are necessary to observe

negative correlations between successive waiting or first-passage times.

In Chapter 5, we saw that the electron-phonon interaction opens an elastic shortcut channel

and causes positive correlations. If we could conceive of a similar scenario in which a phonon

state is highly occupied after a short τ but the corresponding Franck-Condon matrix elements

are small, then the next waiting time τ′ will be long, potentially producing negative correla-

tions. Part of future work, then, would be exploring more complex vibrational systems, either

by introducing anharmonicity into the potential or adding a vibrational mode.

An important question also remains from the cotunneling section; what is the origin of the

unphysical negative WTD probabilities for certain voltage regimes? We proposed that this was

an indication that either neglecting coherences was not valid, or it was an area where higher-

order tunneling contributions are present. Future work would investigate this question by

taking the Redfield master equation one expansion further or including a 3rd-order term from

the T-matrix.

There are also many systems for which cotunneling processes have been included and the

resulting FCS calculated. It would be interesting to compare the fluctuating-time statistics

for many of these scenarios, including cotunneling through the Holstein model [196, 197],

Coulomb drag in DQDs [300], and TQDs [296]. In our analysis, we also neglected the inelastic

Γαα′
02 and Γαα′

20 cotunneling rates; the justification being that we considered positive U only.

For systems in which the effective Coulomb interaction is U < 0, for example due to lattice

vibrations, this is no longer a valid assumption [217], and this extension would be contained

in future work.

There are many regimes we did not explore in the TQD section, and it is likely that fluctuating

time statistics have many applications to quantum information processing in these systems.

For example, Poltl et al. constructed a spin-entangled dark state between two coupled TQDs;

investigating how spin-entanglement affects correlations between successive waiting times

would be especially interesting.

Coherent effects, present in systems like a TQD, are strongest in the weak-coupling limit
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where dephasing due to bath interactions are minimized. This is ideal for master equations,

as we make a perturbation around γ anyway. In the strong-coupling limit, however, coherent

effects may be reduced but bath correlations will affect the system dynamics; the transport

becomes non-Markovian:

Ṗ(n, t) = ∑
n′

∫ t

tn′
dτK(n− n′, t− τ)P(n′, tn′). (8.1)

Here, the time-independent Liouvillian is replaced with the time-dependent kernel K(n −
n′, t− τ) and the methods we presented in Chapter 2 no longer apply. Non-Markovian effects

have previously been included in the FCS [120, 301, 302] and WTD [167, 303] of nanoscale sys-

tems via the addition of non-Markovian corrections. Potential future work would extend these

results to more transport scenarios with a focus on waiting and first-passage time correla-

tions. Another approach is the recently developed hierarchical equation of motion method for

obtaining the n-resolved density matrix, which treats electron-phonon and electron-electron

exactly [304, 305].
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Appendix A

Time-derivatives in the interaction

picture

The wavefunction, written in the interaction picture, has the time-derivative

i
∂

∂t
|ΨI(t)〉 = i

d
dt

[
eiH0t|ψ(t)〉

]
(A.1)

= −H0eiH0t|ψ(t)〉+ eiH0tH|ψ(t)〉 (A.2)

= eiH0t [−H0 + H] e−iH0teiH0t|ψ(t)〉 (A.3)

= HT,I(t)|ψI(t)〉, (A.4)

while general operators follow

d
dt

OI(t) =
d
dt

(
eiH0tO(t)e−iH0t

)
(A.5)

= iH0eiH0tO(t)e−iH0t + eiH0tȮ(t)e−iH0t − ieiH0tO(t)H0e−iH0t (A.6)

= eiH0t (Ȯ + i [H0, ρ(t)]
)

e−iH0t. (A.7)
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Appendix B

Master equation derivations

B.1 Bath-correlation functions

For t < 0, the electrodes are held separate and at equilibrium, so that the density matrix of

electrode α follows the grand canonical ensemble:

ρα =
e−(Hα−µα Nα)/Tα

TrBα

[
e−(Hα−µα Nα)/Tα

] , (B.1)

where Nα = ∑
kα

a†
kα

akα
is the corresponding particle number operator. As an explicit example,

consider the the lesser bath-correlation function

G<(τ) = TrB

[
ρBd†

I (t)dI(t− τ)
]

(B.2)

= ∑
αα′

∑
kα,k′α

tkα
t∗k′α TrB

[
ρBeiHαta†

kα
e−iHαteiHα′ tak′α

e−iHα′ (t−τ)
]

δαα′δkαk′α , (B.3)

where the δαα′ and δkαk′α are inserted because different eigenstates of Hα are orthogonal. Ap-

plying these delta functions, we get

G<(τ) = ∑
α

∑
kα

|tkα
|2eiεkα τTrBα

[
ραa†

kα
akα

]
(B.4)

= ∑
α

∑
kα

|tkα
|2eiεkα

τ ∑
iα

〈iα|e−(Hα−µα Nα)/Tα a†
kα

akα
|iα〉

〈iα|e−(Hα−µα Nα)/Tα |iα|〉
(B.5)

In taking the trace in Eq.(B.5), we can simplify on the next line because each |kα〉 can only be

empty or occupied by one electron:

G<(τ) = ∑
α

∑
kα

|tkα
|2eiεkα

τ

[
〈kα|e−(εkα−µα)/Tα a†

kα
akα
|kα〉+ 〈0|a†

kα
akα
|0〉

e−(εkα−µα)/Tα + 1

]

= ∑
α

∑
kα

|tkα
|2eiεkα

τ e−(εkα−µα)/Tα

e−(εkα−µα)/Tα + 1

= ∑
α

∑
kα

|tkα
|2eiεkα

τ 1
e(εkα−µα)/Tα + 1

= ∑
α

∑
kα

|tkα
|2eiεkα

τnF(εkα
− µα)

= −iΣ>(−τ). (B.6)
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Likewise, the greater bath-correlation function is

G>(τ) = TrB

[
ρBdI(t)d

†
I (t− τ)

]
= ∑

α
∑
kα

|tkα
|2eiεkα τTrB

[
ρBakα

a†
kα

]
= ∑

α
∑
kα

|tkα
|2eiεkα

τ

[
0 + 〈0|akα

a†
kα
|0〉

e−(εkα−µα)/Tα + 1

]

= ∑
α

∑
kα

|tkα
|2eiεkα

τ 1
e−(εkα−µα)/Tα + 1

= ∑
α

∑
kα

|tkα
|2eiεkα

τ [1− nF(εkα
− µα)]

= iΣ>(τ) (B.7)

In the final line of each, we have introduced the self-energies:

Σ<(τ) = i ∑
α

∑
kα

|tkα
|2e−iεkα

τnF(εkα
− µα) (B.8)

Σ>(τ) = −i ∑
α

∑
kα

|tkα
|2eiεkα

τ [1− nF(εkα
− µα)] . (B.9)

B.2 Self-energy calculations

In performing the self-energy integrals, we will rely on a clever integration technique:

∫ ∞

0
dτ eiωτ = lim

η→0+

∫ ∞

0
dτ ei(ω+iη)τ = lim

η→0+

i
ω + iη

= lim
η→0+

i(ω− iη)
ω2 + η2 = lim

η→0+

ix
ω2 + η2 + πδ(ω), (B.10)

which in turn relies on the definition of the delta function [282]

δ(ω) = lim
η→0+

η

ω2 + η2 . (B.11)

We now have to evaluate four different types of self-energies. The first form of the lesser
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self-energy in Eq.(2.37) is∫ ∞

0
dτ e−iωmnτΣ<

α (τ) = i ∑
kα

|tkα
|2nF(εkα

− µα)
∫ ∞

0
dτ e−i(ωmn+εkα

)τ

= i ∑
kα

|tkα
|2nF(εkα

− µα)
∫ ∞

0
dτ e−i(εkα

−ωnm)τ

= i ∑
kα

|tkα
|2nF(εkα

− µα)

[
− lim

η→0+

i(εkα
−ωnm)

(εkα
−ωnm)2 + η2 + πδ(εkα

−ωnm)

]

= lim
η→0+

∑
kα

|tkα
|2(εkα

−ω)nF(ω− µα)

(ω− εkα
)2 + η2 + iπ|tωnm |2nF(ωnm − µα). (B.12)

At this point, we assume that the system-electrode coupling strength is proportional to the

number of available microstates corresponding to energy εkα
:

|tkα
|2 → |tkα

|2ρ(εkα
)∆εkα

. (B.13)

This assumption results in the Lamb shift,

∆<
α (ω) = lim

η→0+
∑
kα

|tkα
|2ρ(εkα

)(εkα
−ω)nF(ω− µα)

(ω− εkα
)2 + η2 ∆εkα

, (B.14)

and system-electrode coupling,

γα(ω) = 2π|tω|2ρ(ω), (B.15)

which combine for the lesser self-energy

Σ<
α (ω) = ∆<

α (ω) +
i
2

γα(ω)nF(ω− µα). (B.16)

The self-energy in Eq.(B.12) is thus∫ ∞

0
dτ e−iωmnτΣ<

α (τ) = Σ<
α (ωnm). (B.17)

Similarly, the second form of the lesser self-energy is∫ ∞

0
dτ e−iωmnτΣ<

α (τ) = i ∑
kα

|tkα
|2nF(εkα

− µα)
∫ ∞

0
dτ ei(εkα

−ωmn)τ

= i ∑
kα

|tkα
|2nF(εkα

− µα)

[
lim

η→0+

i(εkα
−ωnm)

((εkα
−ωnm)2 + η2 + πδ(εkα

−ωnm)

]

= −∆<
α (ωmn) +

i
2

γα(ωmn)nF(ωmn − µα)

= −Σ<
α (ωmn)

∗. (B.18)
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We turn now to the greater self-energies, which rely on the greater Lamb shift,

∆>
α (ω) = lim

η→0+
∑
kα

|tkα
|2ρ(εkα

)(εkα
−ω)[1− nF(ω− µα)]

(ω− εkα
)2 + η2 ∆εkα

, (B.19)

to create

Σ>
α (ω) = −∆>

α (ω)− i
2

γα(ω)[1− nF(ω− µα)]. (B.20)

The first form is∫ ∞

0
dτ e−iωmnτΣ>

α (−τ) = −i ∑
kα

|tkα
|2[1− nF(εkα

− µα)]
∫ ∞

0
dτ e−i(ωmn−εkα

)τ

= −i ∑
kα

|tkα
|2[1− nF(εkα

− µα)]

[
lim

η→0+

i(εkα
−ωmn)

(εkα
−ωmn)2 + η2 + πδ(εkα

−ωmn)

]

= ∆>
α (ωmn)−

i
2

γα(ωmn)[1− nF(ωmn − µα)]

= −Σ>
α (ωmn)

∗, (B.21)

while the second is ∫ ∞

0
dτ e−iωmnτΣ>

α (−τ) = Σ>
α (ωnm). (B.22)

B.3 Calculating the Lamb shift

If the density of states in electrode α is constant, then we can transform the Lamb shifts to

integrals. In the limit ∆εkα
→ 0, the lesser Lamb shift, for example, is

∆<
α (ω) =

γα

2π
lim

η→0+

∫ ωmax

ωmin

dε
(ε−ω)nF(ω− µα)

(ω− ε)2 + η2 , (B.23)

while the greater Lamb shift is

∆>
α (ω) =

γα

2π
lim

η→0+

∫ ωmax

ωmin

dε
(ε−ω)[1− nF(ω− µα)]

(ω− ε)2 + η2 . (B.24)

Here, the limits ωmax and ωmin are the energies of the band within which the density of states

is constant. Although the limit in Eq.(B.23) and Eq.(B.24) implies that they diverge, they can

in fact be evaluated numerically using Cauchy’s principal value:

∫ a

b
f (x)dx = lim

η→0+

[∫ 0−η

b
f (x)dx +

∫ a

0+η
f (x)dx

]
, (B.25)

defined here for a general function that diverges f (x)→ ±∞ at x = 0, as it does for the Lamb

shifts.
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If we operate under the wide-band approximation, furthermore, ωtextmax,min → ±∞ and the

Lamb shifts can be evaluated analytically:

∆<
α (ω) =

γα

2π
lim

η→0+

∫ ∞

−∞
dε

(ε−ω)nF(ω− µα)

(ω− ε)2 + η2 , (B.26)

∆>
α (ω) =

γα

2π
lim

η→0+

∫ ∞

−∞
dε

(ε−ω)[1− nF(ω− µα)]

(ω− ε)2 + η2 , (B.27)

Applying residue theory, the definition of the digamma function ψ(x), defined in Eq.(C.43)

and the limit η → 0+, these integrals reduce to

∆<
α (ω) = <

{
γα

2π
ψ

(
n +

1
2
+

i
2πTα

(ω− µα)

)}
, (B.28)

∆>
α (ω) = −<

{
γα

2π
ψ

(
n +

1
2
+

i
2πTα

(ω− µα)

)}
. (B.29)

We have skipped many steps in this derivation because evaluating these integrals is essen-

tially the same process required for cotunneling rates, which we cover in extensive detail in

Appendix C.2.
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Appendix C

Transition rates - Anderson impurity

C.1 Sequential tunneling rates for an Anderson impurity

To demonstrate the calculation of the sequential rates, in this section we will explicitly cal-

culate Γα
σ0 from the starting point of Eq.(2.63). For the contribution from electrode α, and to

1st-order in HT, we get

Γα
σ0 = 2π ∑

fα,iα

|〈 fα|〈σ|Hα
T|0〉|iα〉|2 Wα

i0 δ(ε iα
− εσ). (C.1)

The initial state is |i0〉 = |iα〉|0〉 and the final state is | fσ〉 = | fα〉|σ〉 = a†
σakα
|i0〉. Since an

electron may tunnel from any state in the electrode, the sum over final states is over kα.

Applying these two changes, and introducing the exact form of Hα
T, leaves us with

Γα
σ0 = 2π ∑

kα

∑
iα

∑
k′α

|tkα
|2
∣∣∣〈kα|〈0|a†

kα
aσak′α

a†
σ|0〉|iα〉

∣∣∣2 Wα
i0 δ(εkα

− εσ) (C.2)

= 2π ∑
kα

∑
iα

|tkα
|2
∣∣∣〈iα|〈0|a†

kα
aσakα

a†
σ|0〉|iα〉

∣∣∣2 Wα
i0 δ(εkα

− εσ) (C.3)

= 2π ∑
kα

∑
iα

|tkα
|2
∣∣∣〈0|aσa†

σ|0〉〈iα|a†
kα

akα
|iα〉
∣∣∣2 Wα

i0 δ(εkα
− εσ) (C.4)

Within the summation on the third line, 〈0|aσa†
σ|0〉 = 1 and the remaining |〈kα|a†

kα
akα
|kα〉|2 =

0 or 1, since electrons obey the Pauli exclusion principle. Because we are treating the baths as

energy and particle reservoirs, the thermal distribution is that of a grand canonical ensemble

and we can perform the same simplification as we did in Eq.(B.6):

∑
iα

|〈kα|a†
kα

akα
|kα〉|2Wα

i0 = nF(εkα
− µα). (C.5)

The final step is to again make the same assumption about the tunnel coupling |tkα
|2 →

163
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|tkα
|2ρ(εkα

)∆εkα
:

Γα
σ0 = 2π ∑

kα

∆εkα
|tkα
|2ρ(εkα

)nF(εkα
− µα) δ(εkα

− εσ) (C.6)

= γα
∫ ∞

−∞
dε nF(ε− µα)δ(ε− εσ) (C.7)

= γαnF(εσ − µα), (C.8)

where we are able to simplify by our standard assumption that the density of states in elec-

trode α is constant within the conduction band and we have also taken the wideband limit.

We keep these series of assumptions for all rates calculated from Fermi’s generalized golden

rule. To calculate Γα
0σ, Γα

2σ, and Γα
σ2, we apply the same process, with results already displayed

in the main text in Eq.(4.3).

C.2 Cotunneling rates for an Anderson impurity

In this subsection we will demonstrate will demonstrate the elastic cotunneling rates with

Γαα′
00 , which denotes the transition rate of moving an electron from electrode α to electrode

α′ through an initially empty orbital. The initial many-body state is |i0〉 = |0〉|iα〉|iα′〉, with

energy Ei0 = εkα
, and the final many-body state is | f0〉 = |0〉| fα〉| fα′〉 = a†

k′α
aσa†

σakα
|i0〉 with

energy E f0 = εk′α . Inserting the second term of the T-matrix expansion into Eq.(2.63), we get

Γαα′
00 = 2π lim

η→0+
∑
f0,i0

∣∣∣∣〈 fα′ |〈 fα|〈0|Hα′
T

1
Ei0 − H0 + iη

Hα
T|0〉|iα〉|iα′〉

∣∣∣∣2 Wα
i0Wα′

i0 δ(εkα
− εk′α) (C.9)

= 2π lim
η→0+

∑
kα,k′α

∑
i0

|tkα |
2 ∣∣tk′α

∣∣2 Wα
i0Wα′

i0 δ(εkα
− εk′α)×∣∣∣∣〈iα′ |〈iα|〈0|a†

kα
aσa†

σak′α
a†

k′α
(a↑ + a↓)

1
εkα
− H0 + iη

(a†
↑ + a†

↓)akα
|0〉|iα〉|iα′〉

∣∣∣∣2 . (C.10)

In Eq.(C.10), we have explicitly written the interaction Hamiltonian to demonstrate that there

are two tunneling pathways for this cotunneling process; a spin-↑ or a spin-↓ electron may

tunnel into and out of the system. We have excluded, however, the summations from the

interaction Hamiltonian, instead performing the sums over the two delta terms, δkαk′α and

δk′αk′
α′

, implicitly.

In expanding the brackets, we can ignore the cross terms as the two spin states are orthogonal.

To simplify, we apply the unperturbed Hamiltonian in the denominator:

H0a†
σakα
|0〉|iα〉|iα′〉 = εσa†

σakα
|0〉|iα〉|iα′〉, (C.11)

and we can now separate all scalars and operators within the | . . . |2 part. Of the remaining
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E1 E2 ±
Γαα′

00 ε↑ ε↓ +

Γαα′
σσ εσ ε σ̄ + U −

Γαα′
22 ε↑ + U ε↓ + U +

Table C.1: Table of energies for elastic cotunneling rates of an Anderson impurity.

operators, we will now get two Fermi-Dirac functions, since

∑
i0

Wα
i0

∣∣∣〈iα|a†
kα

akα
|iα〉
∣∣∣2 = nF(εkα

− µα) (C.12)

∑
i0

Wα′
i0

∣∣∣〈iα|ak′α
a†

k′α
|iα〉
∣∣∣2 = 1− nF(εk′α − µα′). (C.13)

The resulting expression is much tidier,

Γαα′
00 = 2π lim

η→0+
∑

kα,k′α

|tkα
|2|tk′α |

2
∣∣∣∣ 1
εkα
− ε↑ + iη

+
1

εkα
− ε↓ + iη

∣∣∣∣2×
nF(εkα

− µα)[1− nF(εk′α − µα′)] δ(εkα
− εk′α), (C.14)

and after the same assumption about a constant density of states, the double summation

becomes a double integral, which then reduces to one after the delta function is applied:

Γαα′
00 =

γαγα′

2π
lim

η→0+

∫ ∞

−∞
dεα′

∫ ∞

−∞
dεα

∣∣∣∣ 1
εα − ε↑ + iη

+
1

εα − ε↓ + iη

∣∣∣∣2×
nF(εα − µα) [1− nF(εα′ − µα′)] δ(εα − εα′) (C.15)

=
γαγα′

2π
lim

η→0+

∫ ∞

−∞
dε

∣∣∣∣ 1
ε− ε↑ + iη

+
1

ε− ε↓ + iη

∣∣∣∣2 nF(ε− µα) [1− nF(ε− µα′)] . (C.16)

The other elastic cotunneling rates are similarly derived; they have the general formula

Γαα′
mm =

γαγα′

2π
lim

η→0+

∫ ∞

−∞
dε

∣∣∣∣ 1
ε− E1 + iη

± 1
ε− E2 ± iη

∣∣∣∣2 nF(ε− µα) [1− nF(ε− µα′)] , (C.17)

where the E1 and E2 arise from the two different cotunneling pathways available to each rate.

Elastic cotunneling through an initially doubly-occupied orbital, for example, can occur by a

spin-↑ electron tunneling out and then another spin-↑ electron tunneling back in, resulting in

E1 = ε↑ + U, or a spin-↓ electron tunneling out and then another spin-↓ electron tunneling

back in, resulting in E2 = ε↓+U. Elastic cotunneling through an orbital initially occupied by a

spin-σ electron, on the other hand, has two distinct types of pathways. First, a spin-σ electron

may tunnel out and then back in, resulting in E1 = εσ, or a spin-σ̄ electron may tunnel in and

then out, resulting in an extra negative and E2 = ε σ̄ + U. These different results are displayed

in Table (C.1).
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We will next demonstrate the same calculation for the inelastic cotunneling rates, which

are of the form Γαα′
σ̄σ . For this cotunneling transition, the initial many-body state is |iσ〉 =

|σ〉|iα〉|iα′〉 with energy Eiσ
= εσ + εkα

, and the final many-body state is | fσ̄〉 = |σ̄〉| fα〉| fα′〉 =
a†

k′α
aσa†

σ̄akα
|iσ〉, with energy E fσ̄

= ε σ̄ + εk′α . As with elastic cotunneling through an initially

singly-occupied orbital, there are two pathways via which the cotunneling process can occur.

First, a spin-σ electron can tunnel to electrode α′ and then a spin-σ̄ can tunnel from electrode

α to replace it in the orbital, essentially applying Hα′
T then Hα

T, or a spin-σ̄ electron can tunnel

from electrode α to the orbital and then a spin-σ can tunnel from the orbital to electrode α′,

essentially applying Hα
T then Hα′

T . With these two pathways in mind, the transition rate is

Γαα′
σ̄σ = 2π lim

η→0+
∑

kα,k′α
∑
iσ

|tkα
|2|tk′α |

2 Wα
iσ

Wα′
iσ

δ(εkα
+ εσ − εk′α − ε σ̄)×∣∣∣∣〈iα′ |〈iα|〈σ|a†

kα
a†

σaσ̄ak′α

(
a†

σ̄akα
+ a†

k′α
aσ

) 1
εkα

+ εσ − H0 + iη

(
a†

σ̄akα
+ a†

k′α
aσ

)
|σ〉|iα〉|iα′〉

∣∣∣∣2
(C.18)

= 2π lim
η→0+

∑
kα,k′α

∑
iσ

‖tkα
|2|tk′α |

2 Wα
iσ

Wα′
iσ

δ
(
εk′α − (εkα

− ε σ̄ + εσ)
)
×∣∣∣∣∣〈iα′ |〈iα|〈σ|a†

kα
a†

σaσ̄ak′α

[
a†

σ̄akα

1
εkα

+ εσ − (εkα
+ εk′α) + iη

a†
k′α

aσ+

a†
k′α

aσ

1
εkα

+ εσ − (εσ + ε σ̄ + U) + iη
a†

σ̄akα

]
|σ〉|iα〉|iα′〉

∣∣∣∣∣
2

.

(C.19)

Following the same steps as in Eq.(C.10)-Eq.(C.14), we get

Γαα′
σ̄σ =

γαγα′

2π
lim

η→0+

∫ ∞

−∞
dε

∣∣∣∣ 1
ε− (ε σ̄ + U) + iη

− 1
ε− ε σ̄ − iη

∣∣∣∣2 nF(ε− µα) [1− nF(ε− µα′ + εσ − ε σ̄)]

(C.20)

C.2.1 Regularizating the cotunneling rates

Although we now have computable expressions for the sequential tunneling rates in Eq.(C.8),

the cotunneling rates in Eq.(C.17) and Eq.(C.20) are still in the form of an integral and a

limit: unusable in practical calculations. If, furthermore, we were to naively perform the limit

η → 0+ and then do the integrals, then the rates would clearly diverge due to poles at E1 and

E2. To overcome this we follow the approach first developed by Averin [194], and extended to

the T-matrix method by Turek and Matveev [197] and Koch and von Oppen [173, 196].

Inspecting the limit η → 0+, we see that it plays an important role in preventing the cotun-

neling integrals from diverging, as it shifts the pole away from the real axis and thus the

contour of integration. From the theory of Fermi’s generalized golden rule, this limit is due to
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the interaction being turned on adiabatically, with rate η. The interaction time, and therefore

the lifetime of the virtual level in cotunneling processes, is consequently O(η−1). Koch and

von Oppen saw that, by including the finite lifetime, they could use residue theory to obtain

analytic expressions for cotunneling rates, and it is their approach that we closely follow here

[173, 196].

Before starting, we note that, because the interaction time should be proportional to the cou-

pling strength η ∼ γ, any terms in the cotunneling rate that are O(η−1) will combine with

the γαγα′ prefactor to be O(γ) overall: the same order as sequential tunneling terms. These

appear because every cotunneling process can be replicated by two sequential tunneling pro-

cesses and the total rate overcounts these terms. The regularization procedure, as a result, is

actually twofold; the second step is to identify and remove the overcounted sequential terms.

Once expanded, the general elastic cotunneling rate in Eq.(C.14) is

Γαα′
mm =

γαγα′

2π
lim

η→0+

[ ∫ ∞

−∞
dε

1
(ε− E1)2 + η2 nF(ε− µα)[1− nF(ε− µα′)]

+
∫ ∞

−∞
dε

1
(ε− E2)2 + η2 nF(ε− µα)[1− nF(ε− µα′)]

± 2<
∫ ∞

−∞
dε

1
ε− E1 + iη

1
ε− E2 − iη

nF(ε− µα)[1− nF(ε− µα′)]

]
, (C.21)

which means we actually need to perform two different types of integrals. We will start with

the squared terms, which are generally

lim
η→0+

lim
R→∞

∫ R

−R
dzG(z) = lim

η→0+
lim

R→∞

∫ R

−R
dz

1
z− E + iη

1
z− E− iη

nF(z− µα)[1− nF(z− µα′)],

(C.22)

once we replace ε → z to conform with residue theory notation and introduce the function

G(z) for the integrand. The contour of integration is along the real axis, but if we can add

integration along a semicircle contour C1, as shown in Fig.(C.1), then the total contour C is

closed and we are able to use Cauchy’s residue theorem to solve the integral:

lim
η→0+

lim
R→∞

∫ R

−R
G(z) dz = lim

η→0+
lim

R→∞

[∫ R

−R
G(z)dz +

∫
C1

G(z)dz
]

= lim
η→0+

∫
C

G(z) dz. (C.23)

This, of course, is only true if the contribution from C1 disappears as R → ∞; that is, if
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Figure C.1: Contour used for the integration in Eq.(C.22) with Matsubara poles included.

lim
|z|→∞

zG(z) = 0. In polar coordinates, where z = Reiθ , the limit is

lim
|z|→∞

z G(z) = lim
R→∞

Reiθ

(Reiθ − E)2 + η2
eβ(Reiθ−µα′ )

(1 + eβ(Reiθ−µα))(1 + eβ(Reiθ−µα′ ))
(C.24)

∝ lim
R→∞

1
ReR (C.25)

= 0; (C.26)

the condition is satisfied, and we are safe to use Cauchy’s residue theorem. This states that, if

integrating around a closed contour that is analytic everywhere inside except for a number of

poles, the integral is ∫
C

G(z) dz = 2πi ∑
z∗

Res(G(z), z∗), (C.27)

where, for our contour, z∗ are singularities in the upper half of the complex plane, and

Res(G(z), z∗) is the residue of G(z) at z∗ [282].

The integrand in Eq.(C.22) has three sets of singularities, which we will discuss individually

below.

1. The component 1
(z−E)+iη

1
(z−E)−iη has simple poles at z = E ± iη; however, only z∗ =
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E + iη is in the upper half of the complex plane. The residue at z∗ = E + iη is

Res(G(z), E + iη) = lim
z→E+iη

z− E− iη
(z− E)− iη

1
(z− E) + iη

nF(z− µα)[1− nF(z− µα′)]

=
1

2iη
nF(E− µα + iη)[1− nF(E− µα′ + iη)]. (C.28)

2. The component nF(z− µα) =
1

eβ(z−µα)+1
has simple poles in the upper half of the complex

plane when z solves the equation β(z− µα) = iπ(2n + 1), where n = 0, 1, 2, 3, . . .. These

are the Matsubara frequencies, shown in Fig.(C.1):

z∗α,n =
iπ
β
(2n + 1) + µα. (C.29)

The corresponding residue at z∗α,n is

Res(G(z), z∗α,n) = lim
z→z∗α,n

z− µα − iπ
β (2n + 1)

(z− E)2 + η2 nF(z− µα)[1− nF(z− µα′)] (C.30)

=
1

( iπ
β (2n + 1) + µα − E)2 + η2

[1− nF(
iπ
β
(2n + 1) + µα − µα′)]

× lim
z→z∗α,n

z− µα − iπ
β (2n + 1)

e(z−µα)β + 1
(C.31)

=
1

( iπ
β (2n + 1) + µα − E)2 + η2

[1− 1
eiπ(2n+1)eµα−µα′ + 1

] lim
z→z∗α,n

1
βe(z−µα)β

(C.32)

= − 1
β

1
( iπ

β (2n + 1) + µα − E)2 + η2
[1 + nB(µα − µα′)] (C.33)

=
1
β

1
( iπ

β (2n + 1) + µα − E)2 + η2
nB(µα′ − µα), (C.34)

where we have applied L’Hôpital’s rule [282] to simplify the limit; introduced the Bose-

Einstein distribution,

nB(µα − µα′) =
1

e(µα−µα′ ) − 1
; (C.35)

and then used the self-evident relation 1 + nB(µα − µα′) = −nB(µα − µα′).

3. Similarly, the component 1− nF(z− µα′) has simple poles in the upper half plane at

z∗α′,n =
iπ
β
(2n + 1) + µα′ , (C.36)
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and the corresponding residues are

Res(G(z), z∗α′,n) =
1
β

1
( iπ

β (2n + 1) + µα′ − E)2 + η2
[nF(

iπ
β
(2n + 1) + µα′ − µα)]

= − 1
β

1
( iπ

β (2n + 1) + µα′ − E)2 + η2
nB(µα′ − µα). (C.37)

Now that we have the residues at all singularities within the contour, the integral is

lim
η→0+

∫
C

G(z) dz = lim
η→0+

2πi

[
Res(G(z), E + iη) +

∞

∑
n=0

Res(G(z),
iπ
β
(2n + 1) + µα)

+
∞

∑
n=0

Res(G(z),
iπ
β
(2n + 1) + µα′)

]
(C.38)

=

[
π

η
nF(E− µα + iη)[1− nF(E− µα′ + iη)] +

2πi
β

nB(µα′ − µα)×(
∞

∑
n=0

1
( iπ

β (2n + 1) + µα − E)2 + η2
− 1

( iπ
β (2n + 1) + µα′ − E)2 + η2

)]
. (C.39)

In the first term, the imaginary iη will contribute an oscillatory part to the Fermi-Dirac func-

tions in the limit η → 0+. The overall order of this term, then, isO(η−1): exactly the sequential

overcounting that we must remove to complete the regularization. The integral from Eq.(C.22)

thus reduces to

lim
η→0+

lim
R→∞

∫ R

−R
dzG(z) =

2πi
β

nB(µα′ − µα)
∞

∑
n=0

1
( iπ

β (2n + 1) + µα − E)2
− 1

( iπ
β (2n + 1) + µα′ − E)2

(C.40)

= − iβ
2π

nB(µα′ − µα)
∞

∑
n=0

1(
n + 1

2 +
iβ
2π (E− µα)

)2 −
1(

n + 1
2 +

iβ
2π (E− µα′)

)2 .

(C.41)

Although the series in Eq.(C.41) converges, and we could thus evaluate it numerically, we will

introduce the polygamma functions so as to obtain a more compact form:

ψ(n)(z) =
dn+1

dzn+1 ln Γ(z), (C.42)

where Γ(z) is the standard gamma function. We will specifically use the digamma function,

ψ(z) =
d
dz

ln Γ(z) = −
∞

∑
n=0

1
n + z

, (C.43)
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and trigamma function,

ψ(1)(z) =
d2

dz2 ln Γ(z) =
∞

∑
n=0

1

(n + z)2 . (C.44)

The result in Eq.(C.41) now simplifies to

lim
η→0+

lim
R→∞

∫ R

−R
dz

1
z− E + iη

1
z− E− iη

nF(z− µα)[1− nF(z− µα′)] =

β

2π
nB(µα′ − µα)=

{
ψ(1)

(
1
2
+

iβ
2π

(E− µα)

)
− ψ(1)

(
1
2
+

iβ
2π

(E− µα′)

)}
.

(C.45)

In treating the second type of integral in Eq.(C.21), which has the integrand

P(z) =
1

z− E1 + iη
1

z− E2 − iη
nF(z− µα)[1− nF(z− µα′)], (C.46)

we will use a similar approach. Applying the same contour as in Fig.(C.1), the integral be-

comes

±2< lim
η→0+

lim
R→∞

∫ R

−R
dz P(z) = ±2< lim

η→0+

∫
C

dz P(z). (C.47)

Within the contour, there are, again, a set of singularities arising from the Matsubara frequen-

cies, Eq.(C.29) and Eq.(C.36), and also one at z∗ = E2 + iη. Using the same theory as before,

we get

±2<
{

lim
η→0+

∫
C

dz P(z) = ±2< lim
η→0+

2πi

[
Res(P(z), E2 + iη)+

∞

∑
n=0

Res(P(z),
iπ
β
(2n + 1) + µα) +

∞

∑
n=0

Res(P(z),
iπ
β
(2n + 1) + µα′)

]}
(C.48)

= ±2<
{

lim
η→0+

2πi

[
nF(E2 − µα + iη)[1− nF(E2 − µα′ + iη)

1
E2 − E1 + 2iη

+

1
β

nB(µα′ − µα)
∞

∑
n=0

1
µα − E1 +

iπ
β (2n + 1) + iη

1
µα − E2 +

iπ
β (2n + 1) + iη

− 1
µα′ − E1 +

iπ
β (2n + 1) + iη

1
µα′ − E2 +

iπ
β (2n + 1) + iη

]}
. (C.49)

After applying the limit η → 0+ we can ignore any imaginary components and also write the
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summation terms using partial fractions:

± 2<
{

lim
η→0+

lim
R→∞

∫ R

−R
dz P(z)

}
= ± 1

E1 − E2
nB(µα′ − µα)<

{
∞

∑
n=0

[ 1

n + 1
2 +

iβ
2π (E1 − µα)

−

1

n + 1
2 +

iβ
2π (E2 − µα)

− 1

n + 1
2 +

iβ
2π (E1 − µα′)

+
1

n + 1
2 +

iβ
2π (E2 − µα′)

]}

= ± 1
E1 − E2

nB(µα′ − µα)<
{

ψ

(
1
2
+

iβ
2π

(E2 − µα)

)
−

ψ

(
1
2
+

iβ
2π

(E1 − µα)

)
− ψ

(
1
2
+

iβ
2π

(E2 − µα′)

)
+ ψ

(
1
2
+

iβ
2π

(E1 − µα′)

)}
. (C.50)

With the regularized expressions for the two integral types in Eq.(C.45) and Eq.(C.50), we can

construct transition rates for all cotunneling processes. Combining these expressions with the

overall rate in Eq.(C.21), for example, gives us the expression for a general elastic cotunneling

rate,

Γαα′
mm = γαγα′nB(µα′ − µα)

[
β

4π2=
{

ψ(1)
(

1
2
+

iβ
2π

(E1 − µα)

)
− ψ(1)

(
1
2
+

iβ
2π

(E1 − µα′)

)

+ ψ(1)
(

1
2
+

iβ
2π

(E2 − µα)

)
− ψ(1)

(
1
2
+

iβ
2π

(E2 − µα′)

)}

± 1
π(E1 − E2)

<
{

ψ

(
1
2
+

iβ
2π

(E2 − µα)

)
− ψ

(
1
2
+

iβ
2π

(E1 − µα)

)

− ψ

(
1
2
+

iβ
2π

(E2 − µα′)

)
+ ψ

(
1
2
+

iβ
2π

(E1 − µα′)

)}]
, (C.51)

and the general inelastic cotunneling rate:

Γαα′
σ̄σ = γαγα′nB(µα′ − µα − εσ + ε σ̄)

[
β

4π2=
{

ψ(1)
(

1
2
+

iβ
2π

(ε σ̄ + U − µα)

)

− ψ(1)
(

1
2
+

iβ
2π

(εσ + U − µα′)

)
+ ψ(1)

(
1
2
+

iβ
2π

(ε σ̄ − µα)

)
− ψ(1)

(
1
2
+

iβ
2π

(εσ − µα′)

)}

± 1
πU
<
{

ψ

(
1
2
+

iβ
2π

(ε σ̄ − µα)

)
− ψ

(
1
2
+

iβ
2π

(ε σ̄ + U − µα)

)
− ψ

(
1
2
+

iβ
2π

(εσ − µα′)

)

+ ψ

(
1
2
+

iβ
2π

(εσ + U − µα′)

)}]
. (C.52)
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C.2.2 Cotunneling through a SRL

We can derive elastic cotunneling rates through a SRL similarly, albeit more easily, to those

from the Anderson impurity:

Γαα′
mm = β

γαγα′

4π2 nB(µα′ − µα)=
{

ψ(1)
(

1
2
+

iβ
2π

(ε− µα)

)
− ψ(1)

(
1
2
+

iβ
2π

(ε− µα′)

)}
. (C.53)

Because a SRL has no excited states, it has no inelastic transitions and the corresponding rate

equation is equally trivial:

L(χ) =



−Γ10 + ΓSD
00 (eiχ − 1)

+ΓDS
00 (e−iχ − 1)

ΓS
01 + ΓD

01eiχ

ΓS
10 + ΓD

10e−iχ −Γ01 + ΓSD
11 (eiχ − 1)

+ΓDS
11 (e−iχ − 1)


. (C.54)
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Appendix D

Transition rates - Holstein model

This appendix is devoted to deriving the sequential tunneling transition rates for the Holstein

model. We first diagonalize the Holstein Hamiltonian using the Lang-Firsov transformation,

and then explicitly demonstrate how to calculate the transition rates, including the Franck-

Condon factor.

D.1 Lang-Firsov transformation

We first define the operator

S = − λ

ω
(b† − b)a†a, (D.1)

and then use it to transform all operators:

Õ = eSOe−S. (D.2)

At this point, we need to use one of the Baker-Campbell-Hausdorf formulae [282]:

eABe−A = B + [A, B] +
1
2!

[A, [A, B]] +
1
3!

[A, [A, [A, B]]] + . . . (D.3)

=
∞

∑
m=0

1
m!

[A, B]m , (D.4)

which we will now quickly prove. To start, we will use the function

G(x) = exABe−xA (D.5)

=

[
1 + xA +

1
2!
(xA)2 + . . .

]
B
[

1− xA +
1
2!
(xA)2 + . . .

]
(D.6)

=
∞

∑
n=0

Gm

m!
xm. (D.7)
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To prove Eq.(D.3), we obviously need G(1). First, we differentiate Eq.(D.5) and Eq.(D.7),

[A, G(x)] =
∞

∑
m=1

Gm

(m− 1)!
xn−1 (D.8)

∞

∑
m=0

1
m!

[A, Gm] xm =
∞

∑
m=1

Gm

(m− 1)!
xm−1 (D.9)

∞

∑
m=1

1
(m− 1)!

[A, Gm−1] xm−1 =
∞

∑
m=1

Gm

(m− 1)!
xm−1, (D.10)

and equate coefficients to obtain the recursion relation Gn = [A, Gn−1]. Examining Eq.(D.6),

we see that the first term of the expansion is B and, setting x = 1 in G(x), the Taylor expansion

in Eq.(D.7) becomes Eq.(D.3).

With the Baker-Campbell-Hausdorf formula, we can start applying the canonical transforma-

tion in Eq.(D.2) to operators. First, the fermionic annihilation and creation operators become

ã = eSae−S ã† = eSa†e−S

=
∞

∑
m=0

(
− λ

ω

)m
(b† − b)m

m!

[
a†a, a

]
m

=
∞

∑
m=0

(
− λ

ω

)m
(b† − b)m

m!

[
a†a, a†

]
m

=
∞

∑
m=0

(
− λ

ω

)m
(b† − b)m

m!
(−1)ma =

∞

∑
m=0

(
− λ

ω

)m
(b† − b)m

m!
a†

= ae−
λ
ω (b−b†) = a†e

λ
ω (b−b†), (D.11)

from which we can see that the particle number operator remains unchanged: ã† ã = a†a.

The bosonic annihilation and creation operators, meanwhile, become

b̃ = eSbe−S

=
∞

∑
m=0

(
− λ

ω

)m
(a†a)m

m!

[
b† − b, b

]
m

= b− a†a
λ

ω

[
b† − b, b

]
+

(
a†a
)2

2

(
λ

ω

)2 [
b† − b,

[
b† − b, b

]]
+ . . .

= b +
λ

ω
a†a (D.12)
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and

b̃† = eSb†e−S

=
∞

∑
m=0

(
− λ

ω

)m
(a†a)m

m!

[
b† − b, b†

]
m

= b† − a†a
λ

ω

[
b† − b, b†

]
+

(
a†a
)2

2

(
λ

ω

)2 [
b† − b,

[
b† − b, b†

]]
+ . . .

= b† +
λ

ω
a†a, (D.13)

where we have used the canonical commutation relations of bosonic operators. Applying the

transformed operators, the Holstein Hamiltonian becomes

H̃Q = ε0 ã† ã + λ

(
b̃† + b̃− 2

λ

ω
ã† ã
)

ã† ã + ω

(
b̃† − λ

ω
ã† ã
)(

b̃− λ

ω
ã† ã
)

= εã† ã + ωb̃†b̃, (D.14)

where the polaron shifted energy is ε = ε0 − λ2

ω .

Likewise, under the transformation, the interaction Hamiltonian becomes

H̃T = ∑
α={S,D}

∑
kα

tkα

(
ã†

kα
ã e−

λ
ω (b̃†−b̃) + ã† ãkα

e
λ
ω (b̃†−b̃)

)
. (D.15)

Evidently, bath operators remain unchanged under the Lang-Firsov transformation, so that

H̃α = Hα.

D.2 Sequential tunneling rates for the Holstein model

With the diagonalized Hamiltonians in Eq.(D.14) and Eq.(D.15), we can now compute, using

Fermi’s generalized golden rule, the sequential tunneling transition rates between eigenstates

of the Holstein Hamiltonian. For Γα
1q′;0q, the initial state is |i0〉 = |0〉|q〉|iα〉 with energy Ei =

ωq + εkα
, while the final state is | f1〉 = ãkα

|1〉|q′〉|iα〉 with energy E f = ε + ωq′. The rate, from

the starting point of Eq.(2.63), is then

Γα
σ0 = 2π ∑

kα

∑
iα

|tkα
|2
∣∣∣〈iα|〈q′|〈1|ã†

kα
ãkα

ã†e
λ
ω (b̃†−b̃)|0〉|q〉|iα〉

∣∣∣2 Wα
i0 δ
(
εkα
−
(
ε−ω(q− q′)

))
= 2π ∑

kα

∑
iα

|tkα
|2
∣∣∣〈iα|ã†

kα
ãkα
|iα〉
∣∣∣2 Wα

i0 |〈q
′|e λ

ω (b̃†−b̃)|q〉|2δ
(
εkα
−
(
ε−ω(q− q′)

))
= γα|Xqq′ |2nF

(
ε−ω(q− q′)− µα

)
, (D.16)
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Figure D.1: Schematic of transitons between surface potentials. Adapted with permission
from Ref.[237], c© 2016 American Chemical Society.

which greatly resembles sequential rates for the Anderson impurity except for the Franck-

Condon matrix elements
∣∣Xqq′

∣∣2 = |〈q′|X|q〉|2, defined by the renormalization matrix

X = e−
λ
ω (b̃†−b̃). (D.17)

We can apply a similar procedure for Γα
0q′;1q, where now the initial state is |i1〉 = |1〉|q〉|0〉 with

energy Ei = ε + ωq, and the final state is | f0〉 = a†
kα
|0〉|q′〉|iα〉 with energy E f = εkα

+ ωq′. The

rate is

Γα
0q′;1q = 2π ∑

kα

∑
iα

|tkα
|2
∣∣∣〈iα|〈q′|〈0|ãkα

ã†
kα

ãe−
λ
ω (b̃†−b̃)|1〉|q〉|iα〉

∣∣∣2 Wα
i0 δ
(
ε−ω(q− q′)− εkα

)
= 2π ∑

kα

∑
iα

|tkα
|2
∣∣∣〈iα|ãkα

ã†
kα
|iα〉
∣∣∣2 Wα

i1

∣∣∣〈q′|e− λ
ω (b̃†−b̃)|q〉

∣∣∣2 δ
(
ε−ω(q− q′)− εkα

)
= γα|Xqq′ |2

[
1− nF

(
ε−ω(q− q′)− µα

)]
, (D.18)

where we obtain the same Franck-Condon factor as the matrix elements are symmetric under

q↔ q′.

Note that we have applied the wide-band approximation in calculating Eq.(D.16) and Eq.(D.18).

D.2.1 Franck-Condon matrix elements

The matrix elements in Eq.(D.16) and Eq.(D.18) arise due to the quantum mechanical inter-

pretation of the Franck-Condon effect. The phonon part of the Holstin Hamiltonian implies

that the molecular surface potentials are harmonic, and so tunneling of electrons through

the orbital results in transitions between vibrational states that are schematically similar to

Fig.(D.1).

The Franck-Condon effect assumes that, since the timescale of electronic transitions are much
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smaller than that of nuclei movement, we can treat tunneling processes as instantaneous.

Quantum mechanically, this means that the probability of a vibrational transition depends

upon the square of the overlap of vibrational states involved in the transition: |〈q′|X|q〉|2. The

renormalization matrix X is simply a representation, in second quantization, of the spatial

distance between the overlapping surface potentials, with λ a measure of that distance.

In this picture of vibrational transitions, we could approach the Franck-Condon matrix ele-

ments from first quantization:

∣∣〈q′|X|q〉∣∣2 =
∫ ∞

−∞
dxψq(x)e

λ√
2mω

i ∂
∂x ψ∗q′(x), (D.19)

Here, the bosonic annihilation and creation operators are

b =

√
mω

2

(
x +

i
mω

∂

∂x

)
, (D.20)

b† =

√
mω

2

(
x− i

mω

∂

∂x

)
. (D.21)

The wavefunction of each vibrational state is given by the solution to the Schrödinger equation

for the quantum harmonic oscillator,

− 1
2m

∂2ψ

∂x2 +
1
2

mω2x2ψ(x) = Eψ(x), (D.22)

for which the qth solution is

ψq(x) =
1√
2qq!

(mω

π

) 1
4

e−
mωx2

2 Hq
(√

mωx
)

, (D.23)

and the Hermite polynomials are Hq(x) = (−1)qex2 dq

dxq

(
e−x2

)
.

Since we are already in second quantization, however, we will approach the problem using

the operator relation eA+B = eAeBe−[A,B]/2. For simplicity, we will also use the variable ζ = λ
ω :

∣∣〈q′|X|q〉∣∣2 =
∣∣∣e−ζ b̃†

eζ b̃eζ2[b̃†,b̃]/2
∣∣∣2 (D.24)

=

∣∣∣∣∣e−ζ2/2
∞

∑
l=0

∞

∑
m=0

(−ζ)m

m!
(ζ)l

l!
〈q′|(b̃†)m(b̃l)|q〉

∣∣∣∣∣
2

(D.25)

Bosonic ladder operators are applied to an q particle state as

b̃†|q〉 =
√

q + 1|q〉 (D.26)

b̃|q〉 = √q|q− 1〉, (D.27)
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so that Eq.(D.25) becomes

∣∣〈q′|X|q〉∣∣2 =

∣∣∣∣∣e−ζ2/2
∞

∑
l=0

∞

∑
m=0

(−ζ)m(ζ)l

m!l!

√
q!q′!

(q− l)!(q′ −m)!
〈q′ −m|q− l)〉

∣∣∣∣∣
2

(D.28)

=

∣∣∣∣∣e−ζ2/2
q

∑
l=0

q′

∑
m=0

(−ζ)m(ζ)l

m!l!

√
q!q′!

(q− l)!(q′ −m)!
δ
(
(q− l)− (q′ + m)

)∣∣∣∣∣
2

. (D.29)

Swapping q and q′ clearly does not change anything, so the matrix elements are symmetric

under q↔ q′. There are, however, three distinct cases for q and q′, each with their own result.

For q < q′, the delta function is satisfied when q− l = q′ −m⇒ m = q′ − q + l:

∣∣〈q′|X|q〉∣∣2 =

∣∣∣∣∣ q

∑
l=0

(−ζ2)l
√

q!q′!ζ |q
′−q|e−ζ2/2

l!(q− l)!(q′ − q + l)!

∣∣∣∣∣
2

. (D.30)

By contrast, for q > q′, the delta function is satisfied when l = q′ − q + m:

∣∣〈q′|X|q〉∣∣2 =

∣∣∣∣∣ q′

∑
m=0

(−ζ2)m
√

q!q′!ζ |q
′−q|e−ζ2/2

m!(q′ −m)!(q− q′ + m)!

∣∣∣∣∣
2

. (D.31)

In the case when q = q′, l = m and

∣∣〈q′|X|q〉∣∣2 =

∣∣∣∣∣ q

∑
m=0

(−ζ2)mq!e−ζ2/2

(m!)2(q−m)!

∣∣∣∣∣
2

. (D.32)

D.2.2 Jump operators for the Holstein model

The electronic current jump operators defined from the master equation in Eq.(5.4) and Eq.(5.5)

are

JF =



0 ΓD
00;10 0 ΓD

00;11 0 · · · · · · · · · ΓD
00;1N

0 0 0 0 0 0

0 ΓD
01;10 0 ΓD

01;11 0 ΓD
01;1N

...
. . .

...
...

. . .
...

...
. . .

...

0 0 0 0 0

0 0 ΓD
0N;1(N−1) 0 ΓD

0N;1N

0 · · · · · · · · · · · · 0 0 0 0



, (D.33)
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and

JB =



0 0 0 0 · · · · · · · · · 0 0

ΓD
10;00 0 ΓD

10;01 0 ΓD
10;0N 0

0 0 0 0 0 0

ΓD
11;00 0 ΓD

11;01 0 ΓD
11;0N 0

...
. . .

...
...

. . .
...

...
. . .

...

0 0 0 0 0

ΓD
1N;00 · · · · · · · · · · · · ΓD

1N;0(N−1) 0 ΓD
1N;0N 0



. (D.34)
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Appendix E

Triple quantum dot calculations

E.1 Spin-independent triple and single occupancy

In the triple occupancy regime, the Hamiltonian is small enough to be written exactly:

HQ =



0 0 0 0 0 0 0 0

0 εA tAB tAC 0 0 0 0

0 tBA εB tBC 0 0 0 0

0 tCA tCB εC 0 0 0 0

0 0 0 0 εAB tBC tAC 0

0 0 0 0 tCB εAC tAB 0

0 0 0 0 tCA tBA εBC 0

0 0 0 0 0 0 0 ε3


, (E.1)

where we have introduced the notation ενν′ = εν + εν + Uνν′ and ε3 = ∑
ν

εν + ∑
νν′

Uνν′ .

E.1.1 Elements of the master equation

In the basis of molecular eigenstates, the full triple occupancy density matrix is

ρ =



ρ0,0 ρ0,11 ρ0,12 ρ0,13 ρ0,21 ρ0,22 ρ0,23 ρ0,3

ρ11,0 ρ11,11 ρ11,12 ρ11,13 ρ11,21 ρ11,22 ρ11,23 ρ11,3

ρ12,0 ρ12,11 ρ12,12 ρ12,13 ρ12,21 ρ12,22 ρ12,23 ρ12,3

ρ13,0 ρ13,11 ρ13,12 ρ13,13 ρ13,21 ρ13,22 ρ13,23 ρ13,3

ρ21,0 ρ21,11 ρ21,12 ρ21,13 ρ21,21 ρ21,22 ρ21,23 ρ21,3

ρ22,0 ρ22,11 ρ22,12 ρ22,13 ρ22,21 ρ22,22 ρ22,23 ρ22,3

ρ23,0 ρ23,11 ρ23,12 ρ23,13 ρ23,21 ρ23,22 ρ23,23 ρ23,3

ρ3,0 ρ3,11 ρ3,12 ρ3,13 ρ3,21 ρ3,22 ρ3,23 ρ3,3


, (E.2)
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which is still a large number of matrix elements. Because the eigenstates corresponding to

different occupancy numbers are orthogonal, however, ρmi,nj = 0 when m 6= n. The individual

equations of motion for each matrix element will rely on several general coefficients, which

we define below:

D1i,1j = ∑
ν={A,C}

〈0|aν|1i〉〈1j|a†
ν|0〉 = a1i,Aa∗1j,A + a1i,Ca∗1j,C (E.3)

E2r,2s,1i,1j = ∑
ν={A,C}

〈1i|aν|2r〉〈2s|a†
ν|1j〉 =

(
a2r,ABa∗1i,B + a2r,ACa∗1i,C

) (
a∗2s,ABa1j,B + a∗2s,ACa1j,C

)
(E.4)

F2r,2s,1i,1j = 〈1i|aB|2r〉〈2s|a†
B|1j〉 =

(
a2r,ABa∗1i,A + a2r,BCa∗1i,C

) (
a∗2s,ABa1j,A + a∗2s,BCa1j,C

)
(E.5)

G2r,2s = ∑
ν={A,C}

〈3|a†
ν|2r〉〈2s|aν|3〉 = a2r,BCa∗2s,BC + a2r,ABa∗2s,AB. (E.6)

The 1st-order differential equation for ρ0,0(χ, t) is

ρ̇0,0 = −ρ0,0

(
∑
1i

D1i,1i nF(ε1i − µS) + |a1i,B|2nF(ε1i − µD)

)
−

i ∑
1j

∑
1i

ρ1i,1j

[
D1i,1j

(
Σ>

S (ω1j,0)
∗ − Σ>

S (ω1i,0)
)
+ eiχa1i,Ba∗1j,B

(
Σ>

D(ω1j,0)
∗ − Σ>

D(ω1i,0)
)]

.

(E.7)

The 1st-order differential equation ρ1i,1j(χ, t) is

ρ̇1i,1j = ρ0,0

[
D1j,1i

(
Σ<

S (ω1j,0)− Σ<
S (ω1i,0)

∗)+ e−iχa1j,Ba∗1i,B
(
Σ<

D(ω1j,0)− Σ<
D(ω1i,0)

∗)]
− i

[
∑
1k

(
ρ1k,1j

[
D1k,1iΣ>

S (ω1k,0) + a1k,Ba∗1i,BΣ>
D(ω1k,0) + ∑

2r

(
E2r,2r,1i,1kΣ<

S (ω2j,1k)
∗

+F2r,2r,1i,1kΣ<
D(ω2j,1k)

∗) ]− ρ1i,1k

[
D1j,1kΣ>

S (ω1k,0)
∗ + a1j,Ba∗1k,BΣ>

D(ω1k,0)
∗

+ ∑
2r

(
E2r,2r,1k,1jΣ<

S (ω2j,1k) + F2r,2r,1k,1jΣ<
D(ω2j,1k)

) ])
+ ∑

2s
∑
2r

ρ2r,2s
[
E2r,2s,1i,1j

(
Σ>

S (ω2s,1j)
∗

−Σ>
S (ω2r,1i)) + eiχF2r,2s,1i,1j

(
Σ>

D(ω2s,1j)
∗ − Σ>

D(ω2r,1i)
) ]]

. (E.8)

The 1st-order differential equation for ρ3,3(χ, t) is

ρ̇3,3 = −ρ3,3

(
∑
2r

G2r,2r [1− nF(ε3 − ε2r − µS)] + |a2r,AC|2[1− nF(ε3 − ε2r − µD)

)
−

i ∑
2s

∑
2r

ρ2r,2s

[
G2r,2s (Σ<

S (ω3,2s)− Σ<
S (ω3,2r)

∗) + eiχa1i,Ba∗1j,B (Σ
<
D(ω3,2s)− Σ<

D(ω3,2r)
∗)
]

.

(E.9)
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The 1st-order differential equation ρ1i,1j(χ, t) is

ρ̇1i,1j = ρ0,0

[
D1j,1i

(
Σ<

S (ω1j,0)− Σ<
S (ω1i,0)

∗)+ e−iχa1j,Ba∗1i,B
(
Σ<

D(ω1j,0)− Σ<
D(ω1i,0)

∗)]
− i

[
∑
1k

(
ρ1k,1j

[
D1k,1iΣ>

S (ω1k,0) + a1k,Ba∗1i,BΣ>
D(ω1k,0) + ∑

2r

(
E2r,2r,1i,1kΣ<

S (ω2j,1k)
∗

+F2r,2r,1i,1kΣ<
D(ω2j,1k)

∗) ]− ρ1i,1k

[
D1j,1kΣ>

S (ω1k,0)
∗ + a1j,Ba∗1k,BΣ>

D(ω1k,0)
∗

+ ∑
2r

(
E2r,2r,1k,1jΣ<

S (ω2j,1k) + F2r,2r,1k,1jΣ<
D(ω2j,1k)

) ])
+ ∑

2s
∑
2r

ρ2r,2s
[
E2r,2s,1i,1j

(
Σ>

S (ω2s,1j)
∗

−Σ>
S (ω2r,1i)) + eiχF2r,2s,1i,1j

(
Σ>

D(ω2s,1j)
∗ − Σ>

D(ω2r,1i)
) ]]

. (E.10)

The 1st-order differential equation ρ2r,2s(χ, t) is

ρ̇2r,2s = ρ3,3

[
G2s,2r (Σ>

S (ω3,2s)
∗ − Σ>

S (ω3,2r)) + e−iχa2r,ACa∗2s,AC (Σ>
D(ω3,2s)

∗ − Σ>
D(ω3,2r))

]
− i

[
∑
2t

(
ρ2t,2s

[
G2t,2rΣ<

S (ω3,2t)
∗ + a2t,ACa∗2r,ACΣ<

D(ω3,2t)
∗ + ∑

1i
(E2t,2r,1i,1iΣ>

S (ω2t,1i)

+F2t,2r,1i,1iΣ>
D(ω2t,1i))

]
− ρ2r,2t

[
G2s,2tΣ<

S (ω3,2t)
∗ + a2s,ACa∗2s,ACΣ<

D(ω3,2t)
∗

+ ∑
1i
(E2s,2t,1i,1iΣ>

S (ω2t,1i)
∗ + F2s,2t,1i,1iΣ>

D(ω2t,1i)
∗)
])

+ ∑
1j

∑
1i

ρ1i,1j
[
E2s,2r,1j,1i

(
Σ<

S (ω2s,1j)

−Σ<
S (ω

∗
2r,1i)

)
+ eiχF2s,2r,1j,1i

(
Σ<

D(ω2s,1j)− Σ<
D(ω

∗
2r,1i)

) ]]
. (E.11)

For the reverse configuration in Fig.(7.1b), ΣS(ω)↔ ΣD(ω).
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