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ABSTRACT The scarcity of energy resources and spectrum resources has become an urgent problem with the
exponential increase of communication devices. Meanwhile, unmanned aerial vehicle (UAV) is widely used
to help communication network recently due to its maneuverability and flexibility. In this paper, we consider a
UAV-assisted energy and spectrum harvesting (ESH) network to better solve the spectrum and energy scarcity
problem, where nearby secondary users (SUs) harvest energy from the base station (BS) and perform data
transmission to the BS, while remote SUs harvest energy from both BS and UAV but only transmit data to
UAV to reduce the influence of near-far problem. We propose an unaligned time allocation scheme (UTAS)
in which the uplink phase and downlink phase of nearby SUs and remote SUs are unaligned to achieve
more flexible time schedule, including schemes (a) and (b) in remote SUs due to the half-duplex of energy
harvesting circuit. In addition, maximum throughput optimization problems are formulated for nearby SUs
and remote SUs respectively to find the optimal time allocation. The optimization problem can be divided
into three cases according to the relationship between practical data volume and theoretical throughput to
avoid the waste of time resource. The expressions of optimal energy harvesting time and data transmission
time of each node are derived. Lastly, a successive convex approximation based iterative algorithm (SCAIA)
is designed to get the optimal UAV trajectory in broadcast mode. Simulation results show that the proposed

UTAS can achieve better performance than traditional time allocation schemes.

INDEX TERMS Energy and spectrum harvesting network, UAV, resource allocation, trajectory design.

I. INTRODUCTION

With the rapid development of wireless communication net-
work, the number of devices is growing at an exponential
speed [1]-[5]. It is estimated that billions of devices will be
connected with each other in the future, which brings much
convenience to everyone daily life. However at the same
time, energy consumption [6], [7] and spectrum scarcity [8]
become two huge challenges as communication among large
quantity pieces of equipment. First of all, battery replacement
will bring huge economic cost and cause environmental pol-
lution. Moreover, some devices may be placed in a special
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geographical location which is inaccessible to human beings.
Thus battery power supply can not solve the problem of
huge energy [9]. In addition, most intelligent devices work on
unlicensed spectrum, which is vulnerable to signal collision
due to spectrum congestion [10]. Therefore, how to provide
energy and spectrum resource for a large number of devices
becomes a hot research issue.

Energy and spectrum harvesting (ESH) technologies come
up as an effective solution to the aforementioned problems.
In ESH, energy harvesting mainly refers to radio-frequency
(RF) energy harvesting, because RF energy is more stable and
controllable compared with natural energy [11]. Spectrum
harvesting depends on spectrum sensing in cognitive radio
network which means secondary users (SUs) can use the
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licensed spectrum when a spectrum hole is sensed. By com-
bining the energy harvesting and spectrum sensing, energy is
self-sufficient, and the spectrum utilization is improved. Thus
the problem of energy consumption and spectrum scarcity can
be alleviated. ESH is widely used in sensor networks [12], IoT
networks [13], D2D networks [14],etc.

Recently, the communication network assisted by
unmanned aerial vehicle (UAV) has attracted extensive atten-
tion from academia and industry. In some situations where
the communication links are in poor condition or obstacles
exist between transmitter and receiver, UAV can play a
role of relay to enhance data transmission [15]. In some
areas without ground base stations (BSs), UAV can act
as a mobile BS to communicate with ground nodes [16].
Due to it’s maneuverability and flexibility UAV can avoid
the influence of fading and shadowing to obtain line-of-
sight (LoS) channels and improve the signal to noise ratio
(SNR) [17]. UAV also can overcome the near-far problem
caused by the fixed position of conventional BS. However,
due to the fact that the UAV is battery-powered, we should
attach importance to its energy consumption problem. For
example, regarded as an air BS, the UAV consumes power to
fly, hover and transmit signal. In addition, UAV also works in
unlicensed spectrum and UAV needs to compete with other
devices to obtain frequency band which exacerbates spec-
trum scarcity. Therefore, the trajectory and communication
strategy of UAV should be well designed in order to extend
the lifetime of UAV and better assist the communication
system.

This paper studies the time resource allocation problem in
a UAV-assisted ESH network to alleviate the near-far problem
and achieve maximum throughput. In our system model, SUs
is divided into the nearby SUs and the remote SUs. Compared
with nearby SUs, remote SUs will harvest less energy from
the BS due to the influence of path loss and fading. They
will cost more power to send signals to BS, which is called
the near-far problem. BS transmits energy to all SUs in the
region but only nearby SUs send data back to BS. Remote
SUs can receive additional energy from UAV as a supple-
ment to reduce the influence of near-far problem [16], [18].
Moreover, in order to ensure that each SU has the oppor-
tunity to upload data, here we assume that all SUs use the
idle spectrum in TDMA mode. Due to the different uplink
communication objects and long distance between remote
SUs and the nearby SUs, the idle spectrum can be reused.
Then in order to achieve the best system performance with
limited time duration, the trade off between energy harvesting
time and data transmission time can be allocated reason-
ably [18]-[20]. The maximum throughput problem is formu-
lated to find the optimal time allocation. Here we only study
the scenario of downlink energy harvesting and spectrum
sensing [21], because the BS has larger transmission power,
that is more beneficial for energy harvesting and spectrum
sensing.

The main contributions of this work are summarized as
follows:
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« We consider three cases in the UAV-assisted network
according to the relationship between practical data vol-
ume and theoretical throughput. It avoids that some
SUs obtain too much time resource which causes their
throughput larger than actual data volume. We will part
time resource from these SUs to other SUs in short
supply to balance the time resource.

« We propose an unaligned time allocation scheme (UTAS)
which makes the downlink and uplink time duration of
nearby SUs and remote SUs different. Therefore, two
different kinds of SUs can get more flexible time allo-
cation in the UAV-assisted network according to their
situation. Due to the half-duplex of energy harvesting
devices, we consider schemes (a) and (b) for remote SUs
and put forward scheme selection method in order to
determine the communication mode of remote SUs.

o« We formulate a UAV trajectory design problem after
changing to the broadcast mode and solved it through
a successive convex approximation based iterative algo-
rithm (SCAIA). The optimal trajectory of the UAV-
assisted network not only considers the energy harvested
by all the remote SUs is optimal, but also ensures that the
energy harvested by each remote SU is not insufficient.
By this way, the energy harvested by SUs is relatively
even and each SU has energy to transmit data.

The remaining parts of the paper are organized as fol-
lows. A summary of related works is provided in section
II. Section III introduces the system model and UTAS. The
time resource optimization problem of nearby SUs under
three cases is formulated in Section IV. Section V studies
the time scheme selection and optimization of remote SUs.
UAV trajectory planning in broadcast mode and SCAIA is
also proposed in this section. Section VI presents simulation
results. Finally, Section VII concludes this paper. For the
explanation of the parameters in this paper, please refer to
TABLE 1.

Il. RELATED WORK

ESH has become a research hotspot in recent years as an
effective method to solve energy and spectrum resource short-
age. In [22], N. Jain et al. propose that SU’s transmitter
receives the signal from PU and uses part of the signal power
to harvest energy. In [23], S. Yin et al. divide the timeslot into
energy harvesting phase, spectrum sensing phase and data
transmission phase. The optimal time allocation ratio, sample
number and sensing threshold are solved to get the maxi-
mal throughput. Different time-division methods are adopted
in [24] and each frame is divided into sensing time slot and
data transmission time slot, and SUs harvest energy using
the way of dividing sub-channels at the sensing time slot.
In [12], D. Zhang et al. define that sensor nodes can sup-
plement the energy of sensing and transmitting data through
energy harvesting. And in their later paper [25], they further
define two types of nodes as battery-powered data sensor and
EH-enabled spectrum sensor. The abovementioned papers
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TABLE 1. Parameters summary.

parameter description

T The available time duration

M The number of nearby SUs

N The number of remote SUs

the Energy transmission time of BS

tuelt] Energy transmission time of UAV for remote
SU 4

Fue M tueli

ty;[7] Data transmission time of nearby SU ¢ to BS

tuit) Data transmission time of remote SU 7 to UAV

ty Fly time duration of UAV in uplink or down-
link

Ep, 7] The energy harvested by nearby SU ¢ from BS

Ey.-[7] The energy harvested by remote SU ¢ from BS

Ey[i] The energy harvested by remote SU from
UAV

ep|d] Pyhdy[i] 2

ewli] Pyugdyli] =2

B, Transmitting power of BS

Py, Transmitting power of UAV

h The channel gains between BS and SU 7

g The channel gains between UAV and SU ¢

dp[i] The distance between BS and SU ¢

du 7] The distance between UAV and remote SU ¢

P,i] The transmitting power of nearby SU ¢

P.[i] The transmitting power of remote SU 4

Ry [i] The throughput of nearby SU ¢

R [i] The throughput of remote SU %

K Data volume of each SU

T ux Maximum throughput of nearby SUs

T ez Maximum throughput of remote SUs

tsum Zf\il tue[i] + Z?il tuz[l]

(znli], ynli]) The coordinates of nearby SU ¢

(z[i], y[i]) The coordinates of UAV’s hover point 4

H Flight altitude of UAV

L The maximum distance from original hover
point

put forward different ESH system models. Most of them
consider ESH as two phases which is also adopted in this
paper.

The combination of UAV and spectrum sensing focuses
on optimization and system performance analysis. In [26],
X. Liu et al. use UAV to increase the detection probability
due to better channel condition. UAV plays the role of SU in
the CR network. Optimal sensing radian of the UAV is found
to achieve the maximum throughput. In [27], F. Shen et al.
propose a 3-D CR network by adding UAV to perform spec-
trum sensing. The spatial-temporal false alarm and detection
probabilities of UAV is derived. An efficient energy manage-
ment solution is proposed in [28] to improve the performance
of UAV-Based cognitive radio system. Optimal sensing time
and transmission power are got by particle swarm optimiza-
tion algorithm. In [29], W.Xu et al. apply cognitive radio in
the UAV communication network and propose a new com-
pressive signal processing algorithm to improve the capacity
of a UAV communication network. However, the trajectory
design of UAV is not considered in these paper which is
important to improve UAV’s performance.

The combination of UAV and energy harvesting technol-
ogy focuses on resource allocation and UAV trajectory opti-
mization. [19] studies the throughput maximization of UAV
assisted wireless energy harvesting network. The optimal
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power and time slot allocation of single UAV and multiple
UAVs in linear model and nonlinear model is discussed, and
the UAV trajectory is designed. J. Xu studies the scene of a
single UAV charging multiple ground nodes [16]. The ‘“‘near-
far” problem and a successive hover-and- fly trajectory is
proposed from the optimization results. In [30], L. Xie et al.
study the optimization problem of maximizing the through-
put of nodes on the basis of [16]. They carried out joint
optimization of resource allocation and trajectory design.
In [18], S. Cho et al. use UAV to assist the charging and
data transmission of remote nodes. In order to maximize
the throughput, the time slots of each node are allocated,
and the UAV path planning is carried out. However, these
papers fail to take practical data volume of each node into
consideration and only theoretical throughput maximization
problem is studied. It may waste resources when practical
data volume is small.

At present, the combination of spectrum harvesting, energy
harvesting and UAV technology is at a premature stage.
In [31], UAV is responsible for sensing spectrum, charging
and transmitting information to nodes. The optimal policy
structure of UAV under the maximum throughput is obtained.
In [32], B. Ji et al. use UAV as the relay between the transmit-
ter and the receiver of SU, UAV and SU harvest energy from
PU. However, the time allocation between energy harvesting
and data transmission is not considered here. And also, they
didn’t take into account the UAV’s trajectory planning. Time
allocation is always a classical problem in ESH network. The
difficulty lies in how to design the time allocation scheme.
In [21], the time spent in energy harvesting and data trans-
mission is divided and each point occupies the maximum
available time duration alone. In [33], S. Park follows the
synchronous slotted communication protocol and each slot is
divided into a sensing phase and a transmission phase. Energy
harvesting takes place according to energy arrival rate. On the
other hand, since UAV is also an energy-limited device, it is
necessary to plan its trajectory. The difficulty of trajectory
optimization is that the optimization problem is not convex.
Traditional, it can be solved by mathematical methods such
as successive convex approximation (SCA) [34]. Recently,
machine learning(ML) has been widely used in UAV trajec-
tory optimization [35]. In addition, the above two articles only
consider one SU. We study the UAV assisted ESH network
when multiple SUs is taken into consideration, and the time
allocation scheme and UAV trajectory are optimized.

Ill. SYSTEM MODEL

In this section, we consider an ESH network with a fly-
ing UAV acting as mobile BS to fix the near-far problem.
As shown in Fig. 1, after sensing an idle spectrum, all
M + N SUs in the BS-based energy harvesting zone can
obtain energy from the BS as a supplement. However, only
M remote SUs which suffer from severe path loss can receive
additional energy from UAV. After harvesting enough energy,
these remote SUs transmit data to UAV instead of BS due to
better channel state, and other SUs (nearby SUs) send data to
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<-- SU data transfer
Idle PU
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<« BS energy transfer
A < UAV energy transfer

3¢ UAY

e

FIGURE 1. The system model of UAV-assisted ESH network with nearby
SUs communicating with BS and remote SUs communicating with UAV.

BS at the same time. Even though UAV is an energy-limited
equipment, its energy consumption mainly focuses on flight
and hovering, and the energy consumption in communication
is relatively small [36], [37]. Therefore, taking the UAV as
the energy source will not have a great impact on its working
time.

The UAV follows the successive hover-and-fly trajectory
design proposed in [16], and the hovering points are directly
above each remote SU. By this way, the communication
channel between UAV and the remote SUs can obtain the
least path loss thus achieving the best channel link. UAV takes
off from the first remote SU, and travels through all SUs
in this region. UAV hovers over each point for a period of
time to transfer wireless energy. Afterwards, UAV retraces its
original route and receives data instead when hovering over
each remote SUs. When SU is in the spectrum sensing stage,
UAV can fly back to the BS for data unloading and power
replenishment.

S — T R
«— Downlink phase —><«——  Uplink phase = —>
Nearby p | | |
SUs e 1] B2l | ccc | tIN]
' Scheme (a)
«— Downlink phase —>—— Uplink phase —>
Remote Tt [ [ [ | gty [ 2ty [ -] tu
SUS ue[ ] ue[ ] Lu[ ] m[ ] m[ ]
Scheme (b)
«— Downlink phase —»«——  Uplink phase =~ —>|
Remote
SUs tue[l]| ||| te[M] tm[l]I:l tl2] |:|| tu[M]

FIGURE 2. UTAS of nearby SUs and remote SUs with different uplink and
downlink duration.

A. TIME ALLOCATION

Fig. 2 shows the UTAS of the UAV-assisted ESH network.
When an idle spectrum is sensed, 7T is a constant value over a
given channel [25]. The whole time period T is divided into
two phases named the downlink phase and the uplink phase.
Nearby SUs and remote SUs have different uplink and down-
link time duration due to different communication objects
and they can reuse the idle channel due to distance. In the
downlink phase, BS performs energy signal broadcasting
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within transmitting time #p, to all SUs in the region. Mean-
while, UAV flies to each hover point and conducts energy
transmission only for remote SUs and the energy harvesting
time of each remote SU is t,,.[i], i = 1,2, ..., M).

In the uplink phase, N nearby SUs send data to BS follow-
ing TDMA protocol and the information transmission time
of each SU is #;[i], i = 1,2, ..., N). Remote SUs transfer
uplink data each during #,;[i], (i = 1,2,...,M), and the
corresponding time constraints are

N
D wwilil+tpe < T, (0
i=1

M

Y tuilil + tue + 25 < T, )

i=1

where t,, is Zgl tuelil. tr is the grey part in Figure 2 and it
is the same in both uplink and downlink phase due to UAV
following the same path back and forth. The value of # is
determined by the distance between remote SUs and flight
speed of UAYV, thus it will decrease with the decrease of M.
In the case that the available time T is short, #r decreases
accordingly which means UAV will charge less remote SUs.

B. DOWNLINK ENERGY HARVESTING MODEL
In the downlink phase, BS charges all M + N SUs in the area.
And the energy harvested by each nearby SU i is given as

Epulil = tpePphdp[i1™>, i=1,2,...,N. 3)

As shown in Fig.2, the actual charging time of remote
SUs from BS is min{tpe, tye + tr} due to half-duplex property
of most energy harvesting device [38]. In scheme (a) when
remote SUs is ready to perform data transmission, BS carries
on energy broadcasting but remote SUs can’t harvest this part
of energy. Thus the energy harvested by each remote SU from
the BS in time allocation scheme (a) and (b) separately is

(tue + tr)Pphdp[i172,  tye + 15 < the

Ep li] = o
' thePphdyli] 2, the < tue + 1,

“)
where P, denotes the transmitting power of BS, & is the
channel gains between BS and SU i including transmitting
antenna gain of BS and receiving antenna gain of SUs, dp[i]
is the distance between BS and SU i.

UAV only powers M remote SUs, And the energy har-
vested by each remote SU from the UAV is

Efi] = tylilPugd [i17%, i=1,2,...,M, )

where P, indicates transmitting power of UAV, g is the
channel gains between UAV and SU i including transmitting
antenna gain of UAV and receiving antenna gain of nodes,
d,[i] is the distance between UAV and SU i. Because UAV
hovers directly above each SU, so d,[i] equals to the flight
height of UAV. We assume that the values of P, and P, here
have already multiplied by the energy conversion efficiency
factor. For the convenience of writing, we define Pphdy[i]2
as ep[i] and P, gd,[i]72 as e,[i].
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C. UPLINK DATA TRANSMISSION MODEL

In the uplink phase, SUs use the harvested energy to transfer
wireless information, and the transmitting power of nearby
SUs and remotes SUs are given as

P = Z 0N, ©)
thi[l] .
Pr[i]=%ﬁ”m, i=12...M. @

Thus the throughput of these two kinds of SUs are
expressed as

. . Pyli] )
Rpli] = tpi[d)in(l + —=), i=1,2,....,N, (8)
o
R,[i]:tm-[i]ln(l—i—Pr[zl]), i=1,2,.... M. (9
o

The throughput mentioned above refers to the throughput
of the SU’s transmitter. And the throughput expression in
our system model is not multiplied by bandwidth so it is the
throughput per bandwidth. For the convenience of calcula-
tion, we take its unit as nats.

IV. TIME ALLOCATION OPTIMIZATION OF NEARBY SU
In this section, we obtain the maximum throughout of nearby
SUs by optimizing energy transmission time #, and infor-
mation transmission time #;[i]. Due to different numerical
relationship between the data volume K and throughput of
each SU, optimization problem is divided into three cases.

A. CASE I: WHEN K > TP,

After harvesting enough energy from BS, M — N nearby
SUs perform uplink information transmission. Increasing
charging time f,, will enhance energy level thus obtains
higher transmission power and throughout. However, more
harvesting time means less information transmission time
due to fixed total duration 7. Thus there exists a trade-off
between tp., and #p;[i]. Besides, each transmission time #p;[{]
fori = 1,2,..., N also need reasonable planning, and the
joint optimization problem is expressed as

max ZR [7]

Tbe s tpilil 4
N

s.t. Cl :thi[i] +1pe <T
i=1

C2:R,il<K, i=12,...,N
C3:tpe >0
C4 :1p[i] =0, i=1,2,...,N. (10)

C1, C3 and C4 are time constraints which follow the time
allocation scheme in section II. C2 means that the throughput
of each SU has an upper limit. SUs are randomly distributed
in the environment to collect data and the amount of data
stored is almost the same in each SU, thus we assume each
SU has K nats data to transmit which is also the upper limit of
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throughput. In the time allocation problem without consider-
ing the amount of data storage, the SUs with good channel
conditions can often obtain more resources. Therefore, C2
avoids the waste of time resource caused by this kind of
allocation strategy.

Problem P1 is a convex problem because the Hessian
matrix of each item in the summation is semidefinite cite4.
Thus we can use convex optimization techniques to solve the
problem, and the lagrangian of P1 is

N N
L(the, tyilil, Ay o v, &) = > Ralil + A tilil + tpe — T)

i=1 i=1

N
+ > ulilRuli] — K)

i=1
N
— ity — Y Eliltilil, (1)
i=1

where A, u, v, & are Lagrange multipliers. Bold letters repre-
sent vectors and lagrange dual function is defined as

g, w, v, &) = inf Ltpe, tpili], A, g, v, §). 12)
The largest throughput of all nearby SUs is defined as
1) . Incase I, we have K > T ., which means under

current time optimization scheme, C2 always holds and the
throughput of all points is lower than the data volume, thus
the corresponding Lagrange multipliers 4 = 0. Besides,we
haver #0,v=0,& =0.

Proposition 1: The optimal tp, and tpi[i] of P1 in case I of
nearby SUs are

i, = o (13)
be vazl epli] + xo2’
t: epli
i =2y N (14)

X0

_ Yl

1+x T (I4x)o2

where x is the solution of In(1 4+ x) —
Proof: please refer to Appendix A.
In case I, R,[i] is always less than K actually means C2 can
be ignored, so the optimization result is consistent with pre-
Vious researches which did n’t take data volume into account.
T, . and T} is defined on this basis.

B. CASEIl: WHENK < T2

The minimum throughput of all SUs is defined as 7, .
In case II, we have K < T,.. . which means the throughput
of each SU under the existing optimization scheme can meet
the needs of data capacity, so time resource is surplus and the
actual throughput is fixed(NK) in this situation. Optimization
problem changes from maximum throughput to minimum

time:

P2: min t. + Z tyilil

The.tpilil Py

st.Cl:R,)il>K, i=1,2,...,N
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C2:tpe =0

C3:uylil=0, i=1,2,...,N, (1I5)

C1 ensures that all data transmission is completed, and then
the minimum time resources is optimized. The lagrangian of
P2 is

N N
L(tpe, tpilil A 1, ) = the + Y tyilil = Y ALil(Ruli] — K)
i=1 i=1
N
— ptpe — y_vliltyilil,  (16)

i=1

where A, u, v are Lagrange multipliers and bold letters rep-
resent vectors.

To get the optimal scheme, we need to calculate the solu-
tion when the partial differential of L is equal to zero. And
2N + 1 simultaneous equations are going to be solved which
requires complex calculations and can’t get analytical solu-
tion. To handle this problem, we carry out relaxation on the
constraint. To ensure that all SUs’ throughputs are greater
than K, we only need to make the minimum throughput
greater than K. Setting the serial number of the SU with min-
imum throughput as m (according to the analysis of Case I,
the furthest SU N has the minimum throughput) the new
optimization problem is

P3: min tbe—l—th,[l]

the,thilil
s.t. C1 .Rn[m] >K
C2:tpe =0

C3 il =0, i=1,2,...,N. (17

And the lagrangian turns to

N
= tpe + »_ thilil — M(Ru[m] — K)

i=1

L(ths tbl[l]s )x, Mv V)

N

—ptpe — Y vliltpilil.  (18)

i=1

Proposition 2: The optimal tp, and tpi[m] of P3 in case Il
of nearby SUs are

* xt;;i [m]
= , 19
e ™ eplm] 19
AL p—_— 0)
BT I +x)
where x is the solution of In(1 +x) — = when tp,

1+x +x)(12
is fixed, the information transmission time for other nearby

SUs is the solution of the equation:

the Pphdp[i]72
tyililin(1 + %) —K. Q1)
Proof: please refer to Appeﬁdlx B.
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C. CASE Ill: WHEN T". <K < Tp.,
In case III we have T,f; in < K < T} ., whichmeans some SUs

have obtained surplus time resources while some other SUs
have not allocated enough time, thus time resource needs to
be reallocated. Case 111 is a combination of case I and case II,
by defining N as the number of SUs whose throughput is
greater than K, the optimization problem is

max Z R, (1]

tpe,tpili]
i=N+1
N )
st.CL: Y ylil+tpe <T =Y tyil]
i=N+1 i=1
C2:Rilil<K, i=N+1,...,N
C3:R)lil=K, i=12,....N
C4 :tp >0
C5 :tpli] >0, i=1,2,...,N. (22)

The maximum throughput of N SUs is fixed at NK, thus
we only need to maximize the throughput of the remaining
SUs. CI1 is new time constraints which emphasizes time
resources available to the remaining SUs. C3 refers to that
the time resource allocated to N SUs is exactly enough to
meet K nats data transmission requirements, So as to spare
as many resources as possible to the remaining SUs. C3 only
constrains fp, and tp;[i],i = 1,2, ..., N. The lagrangian of
P4 is

L(tbe,tbi[i] A v, 8, ,0)

Z Rali] + A( Z tpili] -I—tbe—T—l—thl[l

i=N+1 i=N+1

+ Z LR = K) + ) vIil(R,[i] — K)

i=N+1 i=1

N
—&tpe — »_ pliltuilil, (23)
i=1
where A, u, v, &, p are lagrange multipliers and bold letters

represent vectors.
Proposition 3: ty;, is the solution of following equations

gl

tn(1 +x) = lj-x T T +x0? 24
e i @l _ X, (25)
T —tpe — va 1 teilil
toililin(1 + jj[l;’gb =K, i=1,2...N (@6

The optimal information transmission time for i = N +
1,...,N SUs is

1 epli N
=" f 27)
X0
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And the information transmission time for other
SUs@i = 1,2,. N) is the solution of the equation
ililin(1 + W"‘”) =

The proof process is 51m11ar to propositionl and 2 and will
not be repeated afterwards.

V. TIME ALLOCATION OPTIMIZATION OF REMOTE SU
AND UAYV TRAJECTORY DESIGN

In this section, the maximum throughput of remote SUs
is found by optimizing #,.[i{] and #,;[i{]. Due to the
received energy from the BS takes different time dura-
tion, the optimization problem is discussed separately. Each
time allocation scheme also have three cases as shown
in Section IV.

A. OPTIMIZATION OF TIME ALLOCATION SCHEME

(A) AND (B)

In order to further optimize the throughput, we adopt a more
flexible time allocation scheme compared with [18], which
means the uplink and downlink time blocks of nearby SUs
and remote SUs are not strictly aligned. For nearby SUs,
the energy source is unique, and the uplink and downlink
phase arrangements are independent. While for remote SUs,
they not only receive energy from the BS, but also from the
UAV. Therefore, the uplink time duration of nearby nodes 7,
affects the actual throughput model and optimization results
of remote SUs and in case I when K > T, the optimization
problem is

M

P5: max R, [i]
tue[i]»tui[i]g "

M M
st CL:Y tlil + ) telil < T = 21f

i=1 i=1

C2:Rqlil <K, i=12,....M
C3:tylil >0, i=12,....M
C4:1,;[i1>0, i=12,...,M. (28)

Under the situation that #,, + tf < ., remote SUs turn
from energy harvesting mode to data transmission mode after
the UAV completes the energy transmission. However, the BS
still broadcasts energy signal at the same time, thus remote
SUs can’t get all energy from BS. In this instance, expressions
of objective function and constraints do not contain ¢, and
the model becomes independent. The optimization problem
is solved following the same convex optimization method
in section IV and the calculation process is omitted in this
section.

Proposition 4: The optimal t,, and t,i[i] in case I of remote
SUs when ty, + ty < tpe are

o _ i XN = 21007 — i 3L epli]
lye = M ; M ., (29
>im enlil + eli] + 372 x[ilo?
Ep[i] .~I— E,[i] ’ (30)
x[ilo?

tilil =
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where x[i] comes from the equation

M _eddr el 0y
1+x[i] 1+x[i]Do?
(€29
In the process of solving the optimization problem, we find
that optimal throughput is related to the sum of #,,[7]. There-
fore, when ¢, is found, no matter how time is allocated to
each SU, the result is optimal anyway. The results here can
be used as a basis to judge the relationship between #,, + #¢
and fp,.
Proposition 5: The optimal t,, and t,,;[i] in case I of remote

SUs when tpe < tye + ty are

In(1 + x[i]) —

oo T =20 N Byl
eulil +xo2
i = Pl bl 33)
Xo

where x comes from the equation

In(1 + x) — = em], i=1,2,....M. (34)
I1+x (1+x)o?
In case II when K < Tr;m, all MK nats data can be

transferred and the objective function turns from maximizing
throughput to minimizing time resource. The new optimiza-
tion problem is

min Z tueli] + Ztm (]

tuelil, tuili
N+1
s.t. C1:R,/[i] > K,
C3 ttyeli] = 0,
C4 :1,[i] = 0,

i=1,2,....M
i=1,2,....,.M
i=1,2...,M. (35)

When #,. + tr < tpe, Cl is unrelated to BS and the result
doesn’t contain fp,.

Proposition 6: The optimal t,.[i] and t,;[i] in case Il of
remote SUs when t,, + ty < tp, are

] = — (36)
il =
o, = e XS Gl =y Y ol o)
eulil+ ) ,—; eplil
] = x[d)erlil — (o, +tf)€b[l]’ (38)

eyli]

where x[i] is the same x[i] from equation (31). Whether t,.+1¢

is smaller than tp, or not is determined by solution(37).
Proposition 7: The optimal t,.[i] and t,[i] in case Il of

remote SUs when ty, < t,, + ty are

K

il = ——, 39
alll = 39)
o xtyili] — Epr[i]
trelil = . , (40)
ue eu[l]
where x is the same x in (34). .
In case IIl when T, < K < T, ., assuming that M

remote SUs have throughput larger than their amount of date
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K which lead to a waste of time. The new optimization
problem P7 spares time from these M remote SUs to the
remaining M — M SUs.

M
> Rl

P7: max
tue[i]vtui[i]
i=M+1
M M
s.t.Cl: Z tuilil + Z trelil
i=M+1 i=M+1

< T — 20[ - tsum

C2:R[i]<K, i=M+1,....M
C3:t,li] >0, i=M+1,....M
C4:1,[i1>0, i=M+1,....,M, 41)

tsum here refers to Z?i 1 tueli] + Z{Zl t,ili]. Different from
P4 of nearby SUs, only SUs with throughput less than K are
optimized in P7 due to each SU has its own energy harvesting
time #,.[i]. And other M SUs follow the results (38) and (39)
from P6 which aims to spare as much time as possible. Thus
P7 is similar to P4, only the number of SUs and disposable
time is reduced.

Proposition 8: The optimal t,,[i] and t,;[i] for i = M +
L,..., M in case Il of remote SUs when t,. + ty < tp, are

M
2 el
i=M+1
X XUT = 2 — b0t el

= Z?i}l?[+1 epli] + eu[i] + Zf}i}qﬂ [ilo2

(42)
o Eplil+ Eyli]
il = ——————. 43
al'l xlio? o
Proposition 9: The optimal t,.[i] and t,[i] fori = M +
L,..., M in case Il of remote SUs when tpe < t, + t are
M . x(T — 2tf - ts“”')az_Z?iMJrl Ep-[i] 44)
thlil = ,
Z welf] enli] + x02
i=M+1
o lil 4+ % [ile li
tlil = brlil + ue[l]eu[z]. 43)

xo?

B. UAV TRAJECTORY DESIGN

In previous section, we followed the charging method
adopted in [18] and nodes harvest energy from UAV one-
by-one in unicast mode, which is applicable to the scenarios
where the transmission power of UAV is small and the cover-
age region is very limited. But in fact, many papers also study
the model of UAV charge all nodes in broadcast mode [16],
[19], [39]. Here, we aim to maximize the energy harvested by
remote SUs and find the optimal trajectory when the coverage
of UAV is sufficient.

Here, we still use the previously mentioned hover-and- fly
trajectory. We assume that the number of hovering points
remains the same that is equal to the number of remote
SUs M. Furthermore, the distance between hovering points
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and each node cannot be too far, so as to ensure that each
node can be charged by UAV at a relatively short distance.
Supposed that the coordinate of hover point i is (x[{], y[i]),
and the coordinate of remote SUs i is (x,[i], y,[i]). Combined
with the energy harvesting time #,,.[i] in section V, the optimal
trajectory of UAV with the maximum harvested energy can be
obtained as follows:

P8: max E,(x[i], y[i])

x[ilyli]
s.t. C1:(x[i] — x,[iD% + OLi] — yli])? < L,
i=1,2,...M, (46)
in which
M )
. . tuelilPug
EM N = N . . b
(il 1D 1:21 (x[i] = xaljD? + G0 — yaliD? + H?

(47

where H is the flight altitude of UAV. It represents sum energy
harvested form UAV by remote SUs. L is the maximum
distance from original hover point which is also the location
of remote SUs. Cl1 restricts the hover point from being too far
away from the ground SU, so as to avoid the energy harvested
by some SUs being particularly insufficient. In broadcast
mode, if the hover point of UAV is very close to a certain
SU and far away from other SUs, it will cause certain node to
harvest too much energy, but the total energy harvested will
not be optimal. So there is a trade-off between the distance of
each hover point from one certain node and other nodes. The
objective function of P8 is not a concave function, so P§ can
not be solved by convex optimization tools. By using SCA,
the first order Taylor expansion of the objective function can
be obtained to approximate the objective function and the
first-order Taylor expansion at (x[i], y[{]) is

E,(x[il, ylil) = E.(&[il, 3Li])
+ (x[i] — RUDELRI], 31l
+ Oli] = SUDELGRLL SLD.  (48)

Thus the objective function becomes an affine function,
and we can solve it by CVX method. Based on this, SCA-
based iterative algorithm (SCAIA) for trajectory design is
designed in Algorithm 1 to find the optimal hover point.

The optimization result is shown in Figure 3. We can
see that the hover point is closer after optimization. This is
because the UAV wants to be as close to other remote SUs as
possible when charging the closest remote SU.

VI. SIMULATION RESULTS

In this section, we simulate the optimal results of the
nearby SUs and the remote SUs, and analyze the simulation
results compared with the optimization results in the previous
paper [18]. We set up P, = 40W, P, = SW, H = 3m,
tr = 20s, g = h = 30dBm and the simulation area is
assumed to be a rectangle of 100 x 100, in which 10 nearby
SUs and 10 remote SUs are randomly distributed. The nearby
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Algorithm 1 SCAIA for UAV Trajectory Optimization

Initialize (x[i], ¥[i]), the initial value can be set to the
corresponding SU coordinates.
repeat
Use CVX tool of MATLAB to solve P8 after
transformation of objective function and the optimal
coordinate is (x*[i], y*[i]).
Updata (x[i],y[i]) according to the latest (x*[i],y*[])
Update coefficient in E,(x[i], y[i]).
Update #,.[i] according to the optimal solution in
part A under the corresponding case and time
allocation scheme.
until
The algorithm converges and the optimal (x[i], y[i]) is
found with the maximum energy harvested.

—GC~ Original trajectory
16 —A— Optimized trajectory
O  Original hover point
14+ A Optimized hover point |
12 ?\ RS
s
I
<101 /i -
E /i
> 8r / !
/

15 20 25
x (m)

FIGURE 3. UAV trajectory design when energy harvested is maximum.

SUs and remote SUs is divided according to the distance from
BS. In case III of this paper, K is set to make the theoretical
throughput of the first two nearby or remote SUs exceed the
actual data volume.

45

—O— Case | with unaligned time allocation
O - Case | with aligned time alllocation
Case Il
—*— Case lIl with time reallocation
- Case Ill without time reallocation 4

o
o

w
[3)]

w
o

N
[$)]
T

1.8 ey

n
o

o

Throughput of each SUs (nats)
>

o

2 4 6 8 10 12 14 16 18 20
The order number of SUs
FIGURE 4. The throughput of each SU when T = 100s.
The throughput of each SU is shown in Figure 4 (per unit
bandwidth) when T = 100s. We can see that the throughput

decreases with the increase of SU’s distance from BS. This
is not only due to path loss, but also because more resources
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are allocated to the SU close to BS. The throughput increases
after SU 10 which reflects the performance improvement
of remote SU under the assistance of UAV. Different from
nearby SUs, the throughput of each remote SU is relatively
close, that is because they all receive little energy from BS,
and the energy harvested from UAV is very average. In case I,
the data volume in each SU is large enough, so time resources
are allocated to the first node as much as possible to ensure
system performance. Our UTAS is better than the aligned
time allocation scheme. This is because nearby SUs and
remote SUs can separately optimize their energy harvesting
time and data transmission time and their time allocation
results are not limited by each other’s values. In case II,
because the data volume is very small, the nodes can com-
plete all data transmission without consuming 100 seconds.
In case III we can see that by the time reallocation method
which spares the surplus time from the former SUs to the later
SUs, the throughput is improved.

120

—S— Case |l of nearby SUs
—G- Case Il of remote SUs
100 Case Il without considering data volume | -
o 80 = 4
8 o
£ o
= 60l o
b5 o
& o
g —7
£ B
= 40
L 4
20 Y = o
—O0— - O~
b- nd
0 . . . . . .
50 60 70 80 90 100 110 120

Available time duration T(s)
FIGURE 5. Time spent in case Il of nearby SUs and remote SUs.

Figure 5 shows the time spent in case II when 7 ranges
from 50s to 120s under the minimum time duration optimiza-
tion problem. K = 0.4nats in both nearby SUs and remote
SUs. We can see that nearby SU consumes more time than
remote SUs. That is because all nearby SUs share the same
energy harvesting time #;., but remote SUs have their own
charging time. The charging time of nearby SUs is forced to
extend because it is necessary to guarantee the SU with the
worst performance (that is the farthest SU) to transmit K nats
information.

Figure 6 shows the total throughput of the nearby SUs
when T ranges from 50s to 120s. Since the data volume K
is unlimited, case I has the largest total throughput. In the
same way, case II has the lowest K, so the total throughput
is the smallest. However, case II does not use up all the time
resources and causes no resource waste. It can be seen that,
due to the redundant resource reallocation of the first two
SUs, case III in this paper obtains better system performance
than case III in the previous paper. However, due to the fact
that the first two nodes are very close to the BS and the
theoretical throughput is very large, the throughput of case III
still does not exceed case 1.
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FIGURE 6. Total throughput of nearby SUs.
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FIGURE 7. Total throughput of remote SUs.

The total throughput of the remote SUs is shown in
Figure 7. The throughput of remote SUs and the gap between
T, and T, is small, so the four lines in Figure 7 are close
to each other. Because of this, in case III, after reallocation
of redundant time resources, not only the performance is
better than that of the previous paper, but also exceeds the
throughput of case I. It can be seen that the time resource allo-
cation scheme proposed in this paper achieves better system
performance.

VIi. CONCLUSION

In this paper, we study the time allocation and trajectory
design in UAV-assisted ESH network. We consider the prac-
tical data volume as optimizing the throughput of the system,
and divide the optimization problem into three cases to reduce
the waste of time. Moreover, we propose an UTAS, where
the uplink and downlink phases of nearby SUs and remote
SUs are unaligned, to achieve a more flexible time schedule.
In UTAS, we consider schemes (a) and (b) for remote SUs
due to its half-duplex. Finally, we propose a SCAIA to design
the trajectory of UAV with the objective of maximizing the
energy harvested by all remote SUs. The simulation results
show the superiority of our time allocation scheme com-
pared to aligned time allocation and the situation without
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time reallocation. In the future, we will study the spectrum
allocation problem in UAV-assisted ESH network where false
alarm and detection probability is taken into consideration.

APPENDIX A
To obtain the optimal answer, the partial differential of (11)
is calculated as

YA eplil
e (1 4 Loali] +2
¢ =1 mlile2’C
epli]
- Z % — " (49)
Il[ 2
i=1 (1 + thi ?l](ﬁ'z)
. Epnli]
— = (1 + p[iDUn(1 + ——)
d1,il1] o nlilo”
1 Epnli]

)+ A =&l (50)

14 Ewlil glie

1hililo2

In case I, we have A # 0, p = 0, v = 0, & = 0,and by
replacing - ’"‘[’] with x, we get

CYield
I1+x (1+x)0o?
The function on the left of the equal sign is a monotone

function about x, thus we have

_Ewll]l  Epl2]  Eplil
C tilllo?  tpi[2]02 "~ tililo?
N . N .
— Z}\;'zl Ebn[l] _ Zi:l Ebn[lz]. (52)
Yol teililo? (T —tpe)o

Thus we get the optimal answer as (13) and (14).

In(1+4x) — (51)

APPENDIX B
The partial differential of (18) is calculated as

JL eplm]
9t =X 1 & Eoulm] y 2
be ( + tb m]gz)
oL hn[m]
: 1—x(In(1 + —=)
dtpili] tpilmlo?

1 Epp[m]
+ Epnlm]

tpilm)o?

(53)

tpilmlo?” G

By replacing - E”” mz) with x, we get

In(1 4+ x)— % — elml (55)
1+x 1+x

X ep[m]
In(1 - = , 56
n(1 + x) TTx 14x (56)

tpilm]in(1 4+ x) = K. 57

Thus we get the optimal answer as (19) and (20).
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