
energies

Article

Designing Localized MPPT for PV Systems Using
Fuzzy-Weighted Extreme Learning Machine

Yang Du 1 , Ke Yan 2,* , Zixiao Ren 1 and Weidong Xiao 3

1 Department of Electrical and Electronic Engineering, Xi’an Jiaotong-Liverpool University, Suzhou 215123,
China; ydu@ieee.org (Y.D.); zixiao.ren14@student.xjtlu.edu.cn (Z.R.)

2 College of Information Engineering, China Jiliang University, Hangzhou 310018, China
3 School of Electrical and Information Engineering, The University of Sydney, Western Avenue, Sydney,

NSW 2006, Australia; weidong.xiao@sydney.edu.au
* Correspondence: yanke@cjlu.edu.cn; Tel.: +86-136-9222-7215

Received: 12 September 2018; Accepted: 29 September 2018; Published: 1 October 2018
����������
�������

Abstract: A maximum power point tracker (MPPT) should be designed to deal with various weather
conditions, which are different from region to region. Customization is an important step for
achieving the highest solar energy harvest. The latest development of modern machine learning
provides the possibility to classify the weather types automatically and, consequently, assist localized
MPPT design. In this study, a localized MPPT algorithm is developed, which is supported by a
supervised weather-type classification system. Two classical machine learning technologies are
employed and compared, namely, the support vector machine (SVM) and extreme learning machine
(ELM). The simulation results show the outperformance of the proposed method in comparison with
the traditional MPPT design.

Keywords: maximum power point tracker; solar irradiance classification system; extreme learning
machine; support vector machine

1. Introduction

A photovoltaic (PV) system, which generates electric power purely from solar energy is an
important solution towards future-generation smart grid planning, pollution reduction and sustainable
global energy saving [1–3]. However, difficulties arise for such a system while the power output varies
with different circumstantial conditions. A maximum power point tracker (MPPT) is the most realistic
strategy to widely apply PV systems to existing power grid designs. Although there are a number of
MPPT strategies available in the literature, an efficient and effective MPPT algorithm design is still
required to optimize PV system performance [4,5].

It is evident that methods of tracking the maximum power point are highly dependent on local
weather conditions [6]. For example, PV system power generation can instantly drop by 60% due to
local weather changes in windy and humid regions, whereas this situation hardly happens in desert
areas [7–9]. Local weather conditions, such as the sun’s position, wind speed, land shape, cloud density,
and cloud movement, affect the solar irradiance amounts and consequently impact the PV power
output. Therefore, based on investigations of specific solar irradiance variations, for any particular PV
system, the MPPT method has to be customized based on local weather conditions.

One particular way to distinguish different solar irradiance variations and consequently customize
the local MPPT method is to classify local weather conditions according to historical solar irradiance
data and apply the data for MPPT optimization [10,11]. Modern machine learning techniques provided
the possibility to classify the historical data by constructing an automatic classification system and
replacing traditionally tedious manual work. The automatic classification approach has been proved
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to be effective comparing to the manually labeling method in many case studies [12–14]. Thanks to the
fast development of artificial intelligence technology, the performance can be further improved.

In this work, a localized MPPT design method based on an automatic location classification system
built by supervised machine learning techniques is proposed and implemented. Two real-world solar
irradiance datasets were studied and used in simulation results comparisons. Two modern machine
learning techniques were evaluated and compared, including a support vector machine (SVM) and
an extreme learning machine (ELM). The MPPT was custom designed according to the classification
result and confidence levels provided by automatic labeling. Simulation results re-confirm that the
local weather classification improves the power generation of the PV system using the optimized
MPPT. The main contributions of this work include:

1. Fuzzy-weighted classification labeling. The concept of ‘fuzzy weight’ is introduced to improve
the classification accuracy. The fuzzy weights are treated as confidence levels for the internal
classifier to adjust the classification result. The overall classification accuracy reaches over 90%
for both SVM and ELM methods. The high classification accuracy is an important prerequisite
for the MPPT simulation.

2. A novel solar irradiance classification system. Based on the concept of fuzzy weighted classification
labeling, a novel solar irradiance classification system is designed. The supervised classifier (ELM
or SVM) is utilized twice in the pre-processing phase and classification phase. The improved
classification accuracy provides evidence to the step size of customized MPPT design.

3. A customized MPPT design. The classification labels together with confidence levels provide
important evidence for the customized MPPT design. Optimal step sizes are assigned to different
weather types to maximize the power generation of the PV system. Simulation results justified
that the overall power generation were increased by selecting the optimal perturbation size based
on the classification results.

Related Works

The perturbation and observation (P&O) method is a more recently developed MPPT method and
probably the most widely used technique for MPPT in the modern world [15]. There are two types
of P&O method, namely, adaptive step size and fixed step size P&O methods. For the adaptive step
size P&O method, the perturbation step size and generation frequency have to be calculated in real
time to maintain the MPPT. However, stability concerns have been reported, [16]. The fixed step size
P&O methods are more efficient and simple to implement. However, the fixed step size is difficult
to measure and evaluate if the local weather conditions cannot be predicted well. A small step size
drags down the MPP tracking speed; and a large frequency of the perturbation generation results in
steady-state error.

A hybrid MPPT algorithm, which combines the artificial intelligence skill with the P&O method,
has been studied in recent years and has become increasingly popular for different working conditions.
Shankar and Mukherjee [17] combined a genetic algorithm and particle swarm optimization algorithm
to detect MPP for partially shaded PV systems. The step size of P&O method is carefully designed for
partially shaded PV system. Messalti et al. [18] presented two artificial neural network (ANN)-based
P&O methods for MPPT controllers of PV systems. The optimal ANN MPPT controllers were trained
offline according to the historical data. Both adaptive step size and fixed step size P&O methods have
been simulated and tested. Telbany et al. [19] provides a comprehensive review of intelligent methods
in MPPT control design. A large number of hybrid MPPT algorithms are surveyed and compared.
According to their survey work, AI technology has great potential to improve current MPPT working
efficiency and effectiveness.

In this paper, we propose using fixed step size perturbation method for saving system cost.
The fixed step size controller can be realized using analog circuit or very low cost 8-bit integrated
circuit (IC) chips. Tracking accuracy and speed are recognized as two main difficulties for the P&O
method. The system oscillates around the MPP because of the repetitive perturbation. The oscillation
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can be minimized by reducing the perturbation step size. However, a smaller step size slows down
the MPPT. For the location with dramatic irradiance variation, large step size is preferred to track
the maximum power point (MPP) more quickly. The smaller step is more suitable for more steady
irradiance areas. The tradeoff is that the large step size causes unwanted oscillation for the location
with steady irradiance. In common practice, only one step size is used for all products. In this study,
we propose a novel step size optimization method to solve this problem by customized design of the
step size for different locations. The main contribution to the literature is that the classification of the
weather types is proved (by simulations) and can be used to improve the energy yield from fixed step
size MPPT.

2. Materials and Methods

Machine learning classification methods are adopted to automatically classify solar irradiance
data. The solar irradiance data was collected by National Renewable Energy Laboratory (NREL) at
two locations, Humboldt State University (HSU, coastal area) and the University of Nevada, Las Vegas
(UNLV, desert area). We mark the data points that are clearly collected from the coastal area as in class
‘1’ and the data points that are clearly collected from the desert area as ‘−1’. Ambiguous data samples
are marked as ‘0’.

Two modern machine learning methods are tested and compared, which include the support
vector machine (SVM) and extreme learning machine (ELM). Moreover, an extended version of
ELM is introduced to further improve the classification accuracy using the concept of fuzzy weight.
An automatic solar irradiance classification system is proposed utilizing the fuzzy-weighted ELM.

2.1. Support Vector Machine (SVM)

The support vector machine (SVM) is a state-of-art and probably the most commonly applied
machine learning technique for various purposes in the field of energy, including energy in buildings [20],
energy of fuels [21], electricity power consumption [22] and solar energy [23]. For binary classification
problems, a high-dimensional hyper-plane is usually introduced to separate the positive and negative
data. The classification results are competitive with complex artificial neural networks [22].

Standard binary SVM uses a hyper-plane in high dimension to separate the positive and negative
data. Different combinations of the two parameters C and γ result in various hyper-plane shapes to cut the
training dataset, which make the SVM extremely suitable to classify small-size and binary datasets [23].

In the testing phase, the orthogonal distance from the testing sample to the hyper-plane is
measured and output as the classification probability or confidence level of the classification.

2.2. Extreme Learning Machine (ELM)

The extreme learning machine (ELM) is a recently developed machine learning technique, which
has fast learning speed, requires low computational resources, and provides competitive classification
results [24]. ELM was first proposed as a single-layer feed-forward neural network (NN) and later
extended to non-NN forms. Compared to the traditional neural networks, such as the back-propagation
neural network [25], multi-perceptron neural network [26] and support vector machine [27], the ELM
is much faster in terms of training efficiency, and provides higher generalized classification accuracy in
most of the cases.

The traditional ELM algorithm maps the inputs (data samples) and the outputs (labels)
using one single layer of neurons. For a training dataset containing N training samples: x =

[(x1, y1), (x2, y2), . . . , (xN , yN)]
T , the ELM function mapping can be expressed by:

f (x) =
L

∑
i=1

w · hi(ai, bi, x), (1)
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where L is the number of neurons in the single hidden layer; ai, bi are parameters of the ith neuron; w
is the weight vector for hidden neurons, which is fixed during the training phase. For each i ∈ [1, L],
function hi(·) represents a non-linear piecewise continuous function, e.g., a sigmoid function, at neuron
i. The ultimate goal of the training phase is to minimize the overall difference between yj and f (xj), i.e.,
the summation of all the values w·hi(a, b, xj) at different neurons, for j ∈ [1, N]. Instead of updating the
neuron parameters iteratively, as in most back-propagation neural networks, ELM assigns random
values to ai and bi directly, for all i ∈ [1, L]. The weight vector w consequently can be solved in a
linear manner, since both yj and hi(a, b, xj) are known, for all j ∈ [1, N], which results in a much faster
training speed compared to other types of neural networks. In the testing phase, the trained ELM
model assigns a testing label to the testing sample along with a classification probability (weight).

2.3. A Novel Solar Irradiance Classification System Using Fuzzy-Weighted ELM

The traditional ELM can be extended by adding fuzzy weights to each input node [28].
The outputs will be adaptively adjusted according to the newly assigned weights to the inputs.
The fuzzy weights, which lie in between of 0 and 1, stand for how confidently the corresponding input
sample belongs to its labeled class.

A novel supervised solar irradiance classification system (SICS) is proposed and shown in Figure 1.
The training dataset contains irradiance data samples that are confidently labeled as ‘−1’ as in the
desert area and ‘1’ as in the coast area. The testing dataset contains irradiance data samples that are
unsure about locations. A traditional ELM is used in the pre-processing phase; and a fuzzy-weighted
ELM is used in the classification phase. With the proposed automatic solar irradiance classification
system, each testing sample will be automatically assigned an identified label with a learned confidence
level. It is noted that the traditional ELM and fuzzy-weighted ELM can both be replaced by SVM and
weighted SVM if the system is SVM-based [23]. However, based on our simulation results, shown in
Section 4, the ELMs are chosen because of better classification performance. The source code of the
proposed SICS is freely available at the homepage of this project [29].
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The entire SICS consists of two phases, namely, the pre-processing phase and the classification
phase. Each of these two phases contains a training process and a testing process. The goal of
the pre-processing phase is to pre-assign a weight to each training sample indicating roughly the
confidence level of that sample according to the traditional ELM system. Each training data sample
is assigned with a label ‘−1’ or ‘1’ with a weight that is automatically calculated by the traditional
ELM, taking the remaining training samples as the training dataset. In the classification phase, the
weighted ELM (WELM) is employed [28]. The WELM algorithm refines the confidence levels with the
classification probabilities calculated by the WELM. All classification probabilities are normalized to
obtain the final confidence level for each testing sample.

2.4. A Simulation Model for Customized Maximum Power Point Tracker (MPPT) Design

The customized MPPT design is established according to the following steps. First, the solar
irradiance data is divided into training and testing datasets. The training dataset samples include days
that can be easily labeled as ‘1’ and ‘−1’. The testing dataset contains samples which are ambiguous
for manual identification. Second, both training and testing dataset are processed by a pre-training
phase. The WELM models are trained using the training dataset. Third, MATLAB/Simulink is used
to select the optimal step size of the coast, desert and coast-desert types. Fourth, the 0 type days are
double checked to increase the classification accuracy. The days are ranked by associated confidence
level. Three different MPPT step size are applied to run the simulation. A threshold can be obtained to
further separate 1 and −1 from 0 type.

To make our simulation repeatable, we deliberately chosen a simulation example from Simulink
library, titled ‘Average Model of a 100-kW Grid-Connected PV Array’ as the template. Matlab R2018a is
used for this simulation. A detailed description of this file is provided in the Matlab ‘Help’ document.
In this simulation model, a two-stage grid-connected PV inverter is simulated. It includes four parts,
PV array, dc/dc boost converter, dc/ac voltage source converter (VSC) and utility grid (connected via
a transformer). The simulation setup is shown in Figure 2. The MPPT step size can be set up in the box
at the left up corner named ‘MPPT parameters’. The initial duty cycle (D) for the boost converter is 0.5.
The upper limit, lower limit and the incremental size are 0.8, 0.2 and 0.001, respectively. The global
horizontal irradiance (GHI) data has been used as input to the simulation model and it can be set up in
the box at the left bottom corner named ‘Irradiance’. A dataset with 9 hours and 60 second sampling
rate is used, which means that there are 540 data points for one day.
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3. Results and Discussion

3.1. Classification Results

The two models, ELM and SVM, have high accuracy in identifying the weather type. For the ELM
model, the testing data has 365 samples. It includes 178 samples of 1, 134 samples of 0 and 53 samples
of −1. The ELM model’s output results have 20 errors that include 8 samples of 1, 11 samples of 0 and
1 sample of −1. The accuracy rates of 1, 0 and −1 in the ELM model are 95.51%, 91.79% and 98.11%,
respectively. The overall accuracy is 94.52%. After analyzing the misclassified data, all error samples
of 1 and −1 have been wrongly identified as 0. No mistake has been found for misidentification of 1 as
−1 or −1 as 1.

For the SVM model, the testing dataset has 365 samples, including 174 samples of 1, 135 samples
of 0 and 56 samples of −1. The SVM model’s output results have 28 errors that consist of 6 samples
of 1, 21 samples of 0 and 1 sample of −1. The accuracy rates of 1, 0 and −1 for the SVM model are
95.56%, 84.44% and 98.21%. The overall accuracy is 92.33%. After analyzing the misclassified samples,
all the error samples of 1 and −1 have been wrongly identified as 0. No mistake has been found for
misidentification between 1 and −1.

The comparison of the results from the two models in total and specific weather type are shown
in Tables 1 and 2.

Table 1. Detail of testing data.

ELM SVM

Amount of testing data 365 365
Amount of error 20 28
Accuracy 94.52% 92.33%

Table 2. Detail of the testing data with the specific weather type.

Extreme Learning Machine (ELM) Support Vector Machine (SVM)

Type of the weather 1 0 −1 1 0 −1
Amount of testing data 178 134 53 174 135 56
Amount error 8 11 1 6 21 1
Accuracy 95.51% 91.79% 98.11% 95.56% 84.44% 98.21%

To conclude, the ELM model has better performance in identifying 0; and the SVM model has
better performance in identifying 1. The ELM model has better overall accuracy than the SVM model.

There is a significant difference in the daily irradiance waveform between the coast type and
desert type. The coast-desert type means that the fluctuation and smoothness of the solar irradiance
waveform both exist in one day. From Table 2, we can find that there is a relatively large number of
days classified as 0. For different classification, the optimal step size can be different. The optimal step
size of the coast-desert type is between the one for coast type and desert type. The optimal step size is
decided by the degree of fluctuation.

It is a challenge to precisely classify these days into one of these three categories only from the
plotted irradiance waveform. We find the confidence level of the WELM results correspond highly
to the degree of the fluctuation. Higher confidence level associated with higher level of fluctuation.
Figure 3 shows the variation of the GHI with the increments of the confidence levels. The confidence
levels of specific dates are shown in Tables 3 and 4.
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Table 3. Weighted ELM (WELM) confidence level of some specific dates for estimating 1.

Date Confidence Level

07.29 (HSU) 1.26
06.10 (UNLV) 0.91
02.03 (UNLV) 0.59
04.16 (HSU) 0.35

11.09 (UNLV) 0.02

Table 4. WELM confidence level of some specific dates for estimating −1.

Date Confidence Level

05.20 (HSU) 1.03
04.29 (HSU) 0.76

09.18 (UNLV) 0.48
04.10 (UNLV) 0.24
09.06 (UNLV) 0.02

The confidence levels for a whole year have been shown in Figure 4. The confidence level has
been normalized. The black/white colors represent the days with large/small irradiance variation.
The grey color is the days with mixed situation. It can be seen from the map that the days with similar
irradiance situation are clustered together. There is a possibility to further optimize the MPPT for
each cluster.

3.2. MPPT Simulation Results

The optimal step sizes for the three types of irradiance conditions are obtained by using
MATLAB/Simulink to simulate the MPPT performance under different conditions. One day which has
the most representative features for each type of weather has been selected; six different step sizes (0.03,
0.02, 0.015, 0.01, 0.002 and 0.0002) are chosen to evaluate the MPPT performance. After evaluating the
simulation results for all the cases, the optimal step size is selected by comparing the yield energy.
The simulation results are shown in Table 5.

A threshold is determined using the WELM model’s output results to classify the three types. All
−1 type samples’ confidence level are converted to negative numbers. The threshold is set by using the
simulation model to simulate the energy produced by using the three type’s optimal step size (0.002,
0.01 and 0.02). The two boundary points of two types are set as thresholds. Table 6 shows the energy
produced with different step sizes. For days classified as 0 type by the WELM, if its confidence level is
smaller than −0.01 or larger than 0.81, it will be corrected as −1 or 1 respectively.
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Figure 4. Humboldt State University’s (HSU) grey-scale map with three colors for a whole year data.
The horizontal axis indicates the number of months and the vertical axis indicates the number of
days in a month. The grey-scale levels show different confidence levels of the classification results.
The black/white colors represent the days with large/small irradiance variation. The grey color is the
days with mixed situation.

Table 5. Simulation results for optimal MPPT step size sweeping.

Date (place) MPPT
0.03

MPPT
0.02

MPPT
0.015

MPPT
0.01

MPPT
0.002

MPPT
0.0002 Type

01.21 (UNLV) 44.62 45.34 45.28 45.15 38.88 37.21 1
10.04 (UNLV) 87.69 90.00 90.34 90.96 87.59 85.41 0
06.08 (UNLV) 125.21 129.55 130.39 132.11 133.06 130.87 −1

Table 6. The energy produced with different step sizes.

Date 5.2 4.29 4.10 9.6 3.18 11.09 4.16 8.14 3.2 5.6 8.22 7.29

Location HSU HSU UNLV UNLV HSU UNLV HSU HSU UNLV HSU HSU HSU
Confidence level −1.03 −0.76 −0.24 −0.02 −0.01 0.02 0.35 0.81 0.82 0.94 1 1.26
MPPT 0.02 (kWh) 129.6 128.8 117.9 107.2 99.7 65.98 117.1 99.31 97.29 120.1 80.81 115.6
MPPT 0.01 (kWh) 132.1 131.2 119.5 108.8 101.2 67.03 117.9 99.72 73.98 118.9 76.84 110.7

MPPT 0.002 (kWh) 133.1 131.4 119.6 109.3 99.9 65.61 113.5 98.67 69.96 110.5 70.86 100.8
Conclusion −1 −1 −1 −1 0 0 0 0 1 1 1 1

To verify the effectiveness of the selected threshold, the trained WELM model is again tested
using the testing data from HSU and UNLV. The confidence level and threshold are used to classify
the new dataset. As shown in Table 7, the MATALB model is used to verity if the model using optimal
step size can produce maximum energy. All these three days have been classified as 0 by the WELM
model, and are very hard to classify by humans. However, the first and third data confidence levels
fall out the threshold boundary. They should be corrected as −1 and 1 respectively. The simulation
results approved the effectiveness of this method.
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Table 7. Simulation results of new testing data.

Date 9.18 7.31 7.18

Confidence level −0.48 0.62 0.83
MPPT 0.02 (kWh) 103.2 128.6 91.2
MPPT 0.01 (kWh) 104.9 129.8 90.2
MPPT 0.002 (kWh) 105.4 123.4 86.7

Conclusion −1 0 1

4. Conclusions

A customized MPPT design was proposed to determine the optimal step sizes according to three
different weather types. The weather-type labeling was automatically provided by a supervised
learning classification system. Two classical machine learning technologies were employed and
compared, including SVM and ELM. The classification probability from SVM or ELM is deployed as
the confidence level and is designed as a fuzzy-weighted classification system to further improve the
MPPT design. The simulation result shows the proposed hybrid MPPT outperformed the traditional
fixed-step size P&O methods. Because of the localized design method, the proposed method can
achieve high MPPT efficiency by using a low-cost simple micro-controller. This solution will become
more attractive when the MPPT controller is further adopted at a sub-module level, which means
many more MPPT controllers are needed.
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