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Abstract 

The coastal areas of the world are characterized by high population densities, an 

abundance of food, and increased economic activities. These increasing human 

settlements, subsequent increases in agricultural developments and economic activities 

demand an increasing amount quantity of freshwater supplies to different sectors. 

Groundwater in coastal aquifers is one of the most important sources of freshwater 

supplies. Over exploitation of this coastal groundwater resource results in seawater 

intrusion and subsequent deterioration of groundwater quality in coastal aquifers.  In 

addition, climate change induced sea level rise, in combination with the effect of 

excessive groundwater extraction, can accelerate the seawater intrusion. Adequate 

supply of good quality water to different sectors in coastal areas can be ensured by 

adoption of a proper management strategy for groundwater extraction. Optimal use of 

the coastal groundwater resource is one of the best management options, which can be 

achieved by employing a properly developed optimal groundwater extraction strategy. 

Coupled simulation-optimization (S-O) approaches are essential tools to obtain the 

optimal groundwater extraction patterns. This study proposes approaches for developing 

multiple objective management of coastal aquifers with the aid of barrier extraction 

wells as hydraulic control measure of saltwater intrusion in multilayered coastal aquifer 

systems. Therefore, two conflicting objectives of management policy are considered in 

this research, i.e. maximizing total groundwater extraction for advantageous purposes, 

and minimizing the total amount of water abstraction from barrier extraction wells. The 

study also proposes an adaptive management strategy for coastal aquifers by developing 

a three-dimensional (3-D) monitoring network design. The performance of the proposed 

methodologies is evaluated by using both an illustrative multilayered coastal aquifer 

system and a real life coastal aquifer study area.    

Coupled S-O approach is used as the basic tool to develop a saltwater intrusion 

management model to obtain the optimal groundwater extraction rates from a 

combination of feasible solutions on the Pareto optimal front. Simulation of saltwater 

intrusion processes requires solution of density dependent coupled flow and solute 

transport numerical simulation models that are computationally intensive. Therefore, 

computational efficiency in the coupled S-O approach is achieved by using an 

approximate emulator of the accompanying physical processes of coastal aquifers. 

These emulators, often known as surrogate models or meta-models, can replace the 

computationally intensive numerical simulation model in a coupled S-O approach for 

achieving computational efficiency. A number of meta-models have been developed and 

compared in this study for integration with the optimization algorithm in order to 
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develop saltwater intrusion management model. Fuzzy Inference System (FIS), 

Adaptive Neuro Fuzzy Inference System (ANFIS), Multivariate Adaptive Regression 

Spline (MARS), and Gaussian Process Regression (GPR) based meta-models are 

developed in the present study for approximating coastal aquifer responses to 

groundwater extraction. Properly trained and tested meta-models are integrated with a 

Controlled Elitist Multiple Objective Genetic Algorithm (CEMOGA) within a coupled 

S-O approach. In each iteration of the optimization algorithm, the meta-models are used 

to compute the corresponding salinity concentrations for a set of candidate pumping 

patterns generated by the optimization algorithm. Upon convergence, the non-

dominated global optimal solutions are obtained as the Pareto optimal front, which 

represents a trade-off between the two conflicting objectives of the pumping 

management problem. It is observed from the solutions of the meta-model based coupled 

S-O approach that the considered meta-models are capable of producing a Pareto 

optimal set of solutions quite accurately. However, each meta-modelling approach has 

distinct advantages over the others when utilized within the integrated S-O approach. 

Uncertainties in estimating complex flow and solute transport processes in 

coastal aquifers demand incorporation of the uncertainties related to some of the model 

parameters. Multidimensional heterogeneity of aquifer properties such as hydraulic 

conductivity, compressibility, and bulk density are considered as major sources of 

uncertainty in groundwater modelling system. Other sources of uncertainty are 

associated with spatial and temporal variability of hydrologic as well as human 

interventions, e.g. aquifer recharge and transient groundwater extraction patterns. 

Different realizations of these uncertain model parameters are obtained from different 

statistical distributions. FIS based meta-models are advanced to a Genetic Algorithm 

(GA) tuned hybrid FIS model (GA-FIS), to emulate physical processes of coastal 

aquifers and to evaluate responses of the coastal aquifers to groundwater extraction 

under groundwater parameter uncertainty. GA is used to tune the FIS parameters in order 

to obtain the optimal FIS structure. The GA-FIS models thus obtained are linked 

externally to the CEMOGA in order to derive an optimal pumping management strategy 

using the coupled S-O approach. The evaluation results show that the proposed saltwater 

intrusion management model is able to derive reliable optimal groundwater extraction 

strategies to control saltwater intrusion for the illustrative multilayered coastal aquifer 

system. The optimal management strategies obtained as solutions of GA-FIS based 

management models are shown to be reliable and accurate within the specified ranges 

of values for different realizations of uncertain groundwater parameters.  

One of the major concerns of the meta-model based integrated S-O approach is 

the uncertainty associated with the meta-model predictions. These prediction 
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uncertainties, if not addressed properly, may propagate to the optimization procedures, 

and may deteriorate the optimality of the solutions. A standalone meta-model, when 

used within an optimal management model, may result in the optimization routine 

producing actually suboptimal solutions that may undermine the optimality of the 

groundwater extraction strategies. Therefore, this study proposes an ensemble approach 

to address the prediction uncertainties of meta-models. Ensemble is an approach to 

assimilate multiple similar or different algorithms or base learners (emulators). The 

basic idea of ensemble lies in developing a more reliable and robust prediction tool that 

incorporates each individual emulator’s unique characteristic in order to predict future 

scenarios. Each individual member of the ensemble contains different input -output 

mapping functions. Based on their own mapping functions, these individual emulators 

provide varied predictions on the response variable. Therefore, the combined prediction 

of the ensemble is likely to be less biased and more robust, reliable, and accurate than 

that of any of the individual members of the ensemble. Performance of the ensemble 

meta-models is evaluated using an illustrative coastal aquifer study area. The results 

indicate that the meta-model based ensemble modelling approach is able to provide 

reliable solutions for a multilayered coastal aquifer management problem. 

Relative sea level rise, providing an additional saline water head at the seaside, 

has a significant impact on an increase in the salinization process of the coastal aquifers. 

Although excessive groundwater withdrawal is considered as the major cause of 

saltwater intrusion, relative sea level rise, in combination with the effect of excessive 

groundwater pumping, can exacerbate the already vulnerable coastal aquifers. This 

study incorporates the effects of relative sea level rise on the optimized groundwater 

extraction values for the specified management period. Variation of water 

concentrations in the tidal river and seasonal fluctuation of river water stage are also 

incorporated. Three meta-models are developed from the solution results of the 

numerical simulation model that simulates the coupled flow and solute transport 

processes in a coastal aquifer system. The results reveal that the proposed meta-models 

are capable of predicting density dependent coupled flow and solute transport patterns 

quite accurately. Based on the comparison results, the best meta-model is selected as a 

computationally cheap substitute of the simulation model in the coupled S-O based 

saltwater intrusion management model. The performance of the proposed methodology 

is evaluated for an illustrative multilayered coastal aquifer system in which the effect of 

climate change induced sea level rise is incorporated for the specified management 

period. The results show that the proposed saltwater intrusion management model 

provides acceptable, accurate, and reliable solutions while significantly improving 

computational efficiency in the coupled S-O methodology.   
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The success of the developed management strategy largely depends on how 

accurately the prescribed management policy is implemented in real life situations. The 

actual implementation of a prescribed management strategy often differs from the 

prescribed planned strategy due to various uncertainties in predicting the consequences, 

as well as practical constraints, including noncompliance with the prescribed strategy. 

This results in actual consequences of a management strategy differing from the 

intended results. To bring the management consequences closer to the intended results, 

adaptive management strategies can be sequentially modified at different stages of the 

management horizon using feedback measurements from a deigned monitoring network. 

This feedback information can be the actual spatial and temporal concentrations 

resulting from the implementation of actual management strategy. Therefore, field-scale 

compliance of the developed coastal aquifer management strategy is a crucial aspect of 

an optimally designed groundwater extraction policy. A 3-D compliance monitoring 

network design methodology is proposed in this study in order to develop an adaptive 

and sequentially modified management policy, which aims to improve optimal and 

justifiable use of groundwater resources in coastal aquifers. In the first step, an ensemble 

meta-model based multiple objective prescriptive model is developed using a coupled 

S-O approach in order to derive a set of Pareto optimal groundwater extraction 

strategies. Prediction uncertainty of meta-models is addressed by utilizing a weighted 

average ensemble using Set Pair Analysis. In the second step, a monitoring network is 

designed for evaluating the compliance of the implemented strategies with the 

prescribed management goals due to possible uncertainties associated with field-scale 

application of the proposed management policy. Optimal monitoring locations are 

obtained by maximizing Shannon’s entropy between the saltwater concentrations at the 

selected potential locations. Performance of the proposed 3-D sequential compliance 

monitoring network design is assessed for an illustrative multilayered coastal aquifer 

study area. The performance evaluations show that sequential improvements of optimal 

management strategy are possible by utilizing saltwater concentrations measurements 

at the proposed optimal compliance monitoring locations.  

The integrated S-O approach is used to develop a saltwater intrusion 

management model for a real world coastal aquifer system in the Barguna district of 

southern Bangladesh. The aquifer processes are simulated by using a 3-D finite element 

based combined flow and solute transport numerical code. The modelling and 

management of seawater intrusion processes are performed based on very limited 

hydrogeological data. The model is calibrated with respect to hydraulic heads for a 

period of five years from April 2010 to April 2014. The calibrated model is validated 

for the next three-year period from April 2015 to April 2017. The calibrated and partially 
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validated model is then used within the integrated S-O approach to develop optimal 

groundwater abstraction patterns to control saltwater intrusion in the study area. 

Computational efficiency of the management model is achieved by using a MARS based 

meta-model approximately emulating the combined flow and solute transport processes 

of the study area. This limited evaluation demonstrates that a planned transient 

groundwater abstraction strategy, acquired as solution results of a meta-model based 

integrated S-O approach, is a useful management strategy for optimized water 

abstraction and saltwater intrusion control. This study shows the capability of the MARS 

meta-model based integrated S-O approach to solve real-life complex management 

problems in an efficient manner.  
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Chapter 1: Introduction 

This chapter briefly describes saltwater intrusion management issues in coastal aquifers. The first 

part of this chapter outlines approaches to controlling saltwater intrusion through adopting 

optimal groundwater extraction strategies. The second part deals with this study’s research 

objectives, and the third part summarizes the organization of the thesis. 

1.1 Outline 

The coastal areas of the world are characterized by high population densities, with about 50% of 

the world’s population living within 60 km of the shoreline (Oude Essink, 2001b). Coastal areas 

attract human settlement by providing abundant food (fisheries and agriculture) and economic 

activities (trade, harbors, ports and infrastructure). Therefore, a shortage of fresh groundwater 

supply in the domestic, agricultural, and industrial sectors in these areas is inevitable due to the 

pressure of increased human settlements, agricultural developments, and economic activities. 

Seawater intrusion and the subsequent deterioration of groundwater quality in coastal aquifers 

usually results from over extraction of groundwater resources to meet irrigation, domestic and 

industrial needs (Nocchi and Salleolini, 2013). In addition, tidal fluctuations affect the dynamics 

of groundwater flow patterns in coastal aquifers, such as fluctuations in the groundwater table, 

and in groundwater discharge to the sea (Liu et al., 2012). In an unconfined coastal aquifer 

system, tidal oscillations significantly reduce the overall extent of the seawater intrusion due to 

an increase in the total discharge of water towards the sea from the aquifer (Kuan et al., 2012). 

Chen and Hsu (2004) demonstrated that the saltwater intrusion profile varies only in vertical 

direction in an unconfined aquifer due to the influence of tidal fluctuations. Narayan et al. (2007) 

reported that the effect of tidal fluctuations on groundwater levels is limited to the areas close to 

the coast, and therefore, tidal influence on saltwater intrusion can be neglected when compared 

with the effects due to groundwater pumping. In addition, sea level rise can accelerate saltwater 

intrusion processes in aquifer systems, and several centuries would be required to equilibrate this 

sea level rise induced saltwater intrusion, even if the sea level returns to its original position 

(Webb and Howard, 2011). However, the effect of this sea level rise induced increase in hydraulic 

heads of groundwater system is generally confined to within few kilometres of the coastline and 

main rivers (Oude Essink et al., 2010). Although excessive groundwater withdrawal is considered 

as the major cause of saltwater intrusion (Narayan et al., 2007), relative sea level rise in 

combination with the effect of excessive groundwater pumping can exacerbate the already 

vulnerable coastal aquifers (Langevin and Zygnerski, 2013).  

The beneficial use of coastal groundwater resources requires the development and 

implementation of sustainable management strategies. This thesis details methodologies for 
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efficient and computationally feasible regional scale management strategies for the sustainable 

use of coastal aquifers. The methodologies include recommendations for meta-model based 

coupled simulation-optimization approaches to develop a saltwater intrusion management model; 

an ensemble meta-modelling approach in the management model to address the prediction 

uncertainty of meta-models; a coastal aquifer management model under groundwater parameter 

uncertainty; a management model incorporating climate change induced sea level rise; and 

uncertainty based 3-D monitoring network design. The performance of the developed 

methodologies is evaluated by using a multilayered coastal aquifer system. A meta-model based 

coupled simulation-optimization approach is also applied to develop a regional scale saltwater 

intrusion management model for a real life coastal aquifer system.    

Over extraction of groundwater resources is one of the main reasons for salinity intrusion 

in coastal aquifers. Hence, the judicial use of coastal groundwater resources is the best 

management option, which can be achieved by employing properly developed optimal 

groundwater extraction strategies. Sustainable beneficial water extraction from the coastal 

aquifers can be maximized by creating a reverse gradient from the seaside along the coast to 

control saltwater intrusion hydraulically. Therefore, the present study has incorporated the 

possible use of barrier wells along the coastal boundary as one of the options in the management 

strategy. Coupled simulation-optimization (S-O) approaches are essential tools to obtain the 

optimal groundwater extraction rates from a combination of feasible solutions in the Pareto 

optimal front. In a coupled S-O approach, the simulation part is linked to an optimization 

algorithm in order to derive global optimal solutions. The simulation of saltwater intrusion 

processes requires solution of density dependent coupled flow and salt transport numerical 

simulation models that are computationally intensive. Therefore, the linking of these numerical 

simulation models to a linked S-O methodology for the management of coastal aquifers requires 

enormous computational time. For instance, a linked S-O methodology for a small 3-D coastal 

aquifer may require as large as a 30-day computer run time (Dhar and Datta, 2009a). One way of 

achieving computational efficiency in such a linked S-O approach is the use of reasonably 

accurate approximate meta-models, which are very useful tools to approximately simulate the 

coupled flow and salt transport processes in coastal aquifers (Banerjee et al., 2011; Bhattacharjya 

et al., 2007; Kourakos and Mantoglou, 2009; Kourakos and Mantoglou, 2013). These 

approximate meta-models can replace the computationally intensive numerical simulation model 

to achieve computational efficiency in a linked S-O approach. Repeated use of these meta-models 

by the optimization algorithm does not require significant computational time because these 

meta-models are simplified representations of the complex simulation models. 

The Artificial Neural Network (ANN) (Banerjee et al., 2011; Bhattacharjya and Datta, 

2009), Genetic Programming (GP) (Sreekanth and Datta, 2010), Cubic Radial Basis Function 

(RBF) (Christelis and Mantoglou, 2016), and Evolutionary Polynomial Regression (EPR) models 
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(Hussain et al., 2015) are some of the commonly used meta-models in substitution for complex 

numerical simulation models for saltwater intrusion management problems in coastal aquifers. 

In all cases, the objective is to find appropriate meta-models that are rather simple but quite 

reliable and accurate in their prediction capability. Such meta-models can be good choices for a 

linked S-O methodology to solve large-scale coastal aquifer management problems. However, 

the commonly used meta-models in saltwater intrusion management problem have certain 

limitations. The drawbacks of ANN models include a tendency to premature convergence in local 

minima, the “Black-Box” nature of the models, higher computational burden, and susceptibility 

to model overfitting etc. (Holman et al., 2014). In addition, ANN models are not stable when the 

number of training datasets is insufficient (Hsieh and Tang, 1998). GP, an explicit mathematical 

formulation (Shiri and Kişi, 2011), produces simple regression models (Sreekanth and Datta, 

2011a) that can easily be linked within an optimization algorithm to achieve computational 

efficiency in linked S-O methodology. However, GP requires extensive training time in 

evaluating many model structures before the optimal structure can be identified (Sreekanth and 

Datta, 2011a). In addition, GP suffers from being trapped in local minima (Pillay, 2004). RBF is 

quite simple in formulation (Sóbester et al., 2014), and easy to implement in any number of 

dimensions, with reasonable accuracy for certain types of radial functions (Piret, 2007). 

However, the RBF method has stability issues that can be a serious concern. Computational cost 

is another significant drawback of using the RBF meta-model. Polynomial Regression has 

stability problems when the polynomial order is high for polynomial fits. In addition, individual 

observations of the training datasets can have an unexpected influence on remote parts of the 

curve in Polynomial Regression (Green and Silverman, 1993).  

To overcome some of the limitations of these commonly used meta-models, a number of 

meta-models have been proposed in this study for linking with the optimization algorithm to 

develop a saltwater intrusion management model. Fuzzy Inference System (FIS), Adaptive Neuro 

Fuzzy Inference System (ANFIS), Multivariate Adaptive Regression Spline (MARS), and 

Gaussian Process Regression (GPR) based meta-models are developed for approximating coastal 

aquifer responses to extraction of groundwater resources, and linked externally with a Controlled 

Elitist Multiple Objective Genetic Algorithm (CEMOGA) based optimization algorithm to obtain 

optimal groundwater extraction strategies for saltwater intrusion management. Although meta-

models provide considerable computational efficiency in a coupled S-O based saltwater 

management model, further computational efficiencies can be achieved by implementing parallel 

computing facilities. Parallel computation is performed by distributing the objective functions 

and constraints to all physical processors of the PC rather than running them serially with parallel 

gradient estimation. Therefore, the parameters are automatically passed to worker machines 

during the execution of parallel computations. This work aims at using a parallel pool of worker 
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machines by utilizing the physical cores of a standard computer [Intel® Core ™ i7-2600 CPU 

@3.40 GHz, 8GB RAM] by utilizing parallel computing toolbox of MATLAB. 

The use of meta-models in approximating density dependent coupled flow and solute 

transport processes in coastal aquafers imposes a certain degree of uncertainty in predictions. 

This prediction uncertainty can be minimized by using an ensemble of meta-models, which 

protects against single but wrong meta-models (Goel et al., 2007). A methodology based on 

utilizing ensemble meta-models in a simple and weighted averaging approach is employed to 

obtain optimal groundwater extraction strategies for controlling saltwater intrusion in coastal 

aquifers. A new approach is also proposed in this study, of incorporating groundwater parameter 

uncertainties in meta-models by training different meta-models from different realizations of 

uncertain model parameters and combining them in an ensemble framework.  

The reliability and accuracy of the optimal management strategy based on a coupled S-

O approach depends on how accurately the simulation model captures and simulates the physical 

processes. Uncertainties associated with some of the groundwater parameters results in 

inaccurate characterizations of these physical processes in the coastal groundwater system. 

Therefore, a coastal aquifer management model should incorporate the uncertainty associated 

with groundwater parameters. The multidimensional heterogeneity of aquifer properties such as 

hydraulic conductivity, compressibility, and bulk density are considered to be major sources of 

uncertainty in groundwater modelling system (Ababou and Al-Bitar, 2004). Other sources of 

uncertainty are associated with the spatial and temporal variability of hydrologic and human 

interventions, e.g. aquifer recharge and transient groundwater extraction patterns. In developing 

saltwater intrusion management models, the meta-models and ensemble meta-model based 

methodologies are further extended to account for uncertainties related to groundwater 

parameters. 

The success of any coastal aquifer management strategy largely depends on how 

accurately the prescribed management policy is implemented in field situations. Total 

compliance with prescribed strategies is rarely satisfied in the field, which triggers the need for 

developing adaptive management strategies that can be sequentially modified at different stages 

of the management horizon, based on feedback information from the actually implemented 

strategies. This feedback information can be obtained from an optimally designed compliance-

monitoring network. Saltwater intrusion in coastal aquifers is three-dimensional. Therefore, 

multilevel monitoring is required for the efficient management of coastal aquifers (Dhar and 

Datta, 2009b). To address this issue, this study aims to propose a 3-D sequential compliance 

monitoring network design, in order to develop an adaptive management strategy in a 

multilayered coastal aquifer system.  
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1.2 Research objectives  

The research aim of this study is the formulation of sustainable groundwater management 

strategies to control saltwater intrusion in coastal groundwater aquifers. The tools used for 

modelling include a finite element based density dependent coupled flow and solute transport 

simulation model, meta-model based coupled S-O approaches, a nonlinear optimization 

algorithm, and a parallel processing framework to speed up the optimization procedure. Different 

uncertainties associated with physical parameter estimations, anthropogenic activities, and 

uncertainties related to meta-model predictions are addressed in order to develop optimal 

groundwater extraction strategies. The adaptive management of coastal aquifers is also proposed 

by using a 3-D network of compliance monitoring wells. Meta-model based coupled S-O 

approaches have been extended for application to a real-world coastal aquifer system. The 

specific research objectives are to: 

 

1. Develop multiple objective saltwater intrusion management models for multilayered 

coastal aquifer systems by using coupled S-O approach. In order to achieve this 

objective, a number of computationally efficient meta-models are proposed and the 

relative advantages of these meta-models over previously used meta-models in saltwater 

intrusion management problems are illustrated. 

2. Incorporate prediction uncertainty of meta-models and groundwater parameter 

uncertainties in developing the optimal groundwater extraction strategies. This is 

achieved by proposing both simple and weighted average ensembles of meta-models. 

3. Incorporate the influences of sea level rise, seasonal variation of river water level, and 

river water concentration in the saltwater intrusion management model.  

4. Introduce a parallel processing framework to speed up meta-model assisted coupled S-O 

approaches in multiple objective saltwater intrusion management models. 

5. Develop an adaptive saltwater intrusion management model by using uncertainty based 

3-D sequential compliance monitoring network design. 

6. Extend the proposed meta-model based coupled S-O approach for application in a real 

life coastal aquifer system in Bangladesh. 
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1.3 Organization of the thesis  

This thesis consists of eleven chapters, together with this introductory chapter, which presents 

different aspects of saltwater intrusion management problem in coastal aquifers and ways of 

addressing this problem. The overall research aim and explicit research objectives of the thesis 

are also presented in this introductory chapter. 

Chapter 2 details the recent literature on saltwater intrusion problems in coastal aquifers 

and describes the state-of-the-art of various methodologies on the management and monitoring 

of coastal groundwater resources. 

Chapter 3 illustrates a comparative evaluation of barrier extraction and recharge wells as 

hydraulic control measures to control saltwater intrusion in coastal aquifers. 

Chapter 4 presents the development and implementation of artificial intelligence based 

meta-models for approximating coupled flow and solute transport processes in coastal aquifers. 

Chapter 5 presents coastal aquifer management strategies in terms of the optimal use of 

groundwater resources to control saltwater intrusion. Several computationally efficient meta-

models are proposed to replace numerical simulation model in the coupled S-O approach. The 

advantages of these proposed meta-models over the previously used meta-models in saltwater 

intrusion management problems are also presented.  

Chapter 6 deals with coupled S-O approaches to develop an uncertainty based saltwater 

intrusion management model that incorporates uncertainties in groundwater parameters.  

Chapter 7 presents an ensemble of meta-models to address the prediction uncertainty of 

meta-models when linked to the nonlinear optimization algorithm in developing coastal aquifer 

management models. 

Chapter 8 describes the influence of sea level rise on multiple objective management of 

coastal aquifers. 

Chapter 9 deals with developing a 3-D sequential compliance monitoring network 

design. 

Chapter 10 deals with applying the meta-model based coupled S-O approach in a real 

world coastal aquifer system in the Barguna district of the southern Bangladesh. 

Chapter 11 presents a summary of the proposed approaches, conclusions, and direction 

for future research. 
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Chapter 2: Literature review 

Partial contents of this chapter have been published and copyrighted, as outlined below:  

 

Roy, D. K., & Datta, B. (2017d). Saltwater intrusion processes in coastal aquifers – modelling 
and management: a review. Desalination and Water Treatment, 78, 57-89. 
 

2.1 Summary 

This chapter highlights some of the factors influencing saltwater intrusion processes in 

coastal aquifers and discusses methodologies for the development of management strategies 

by utilizing solutions of mathematical models. In recent years, significant advancements have 

been made in the development of mathematical tools for driving optimal management 

strategies aimed at controlling saltwater intrusion in coastal aquifers. This chapter also 

reviews the different modelling techniques utilized, and offers a brief account of the 

management strategies prescribed by several researchers. Two types of modelling 

approaches exist in the literature: descriptive models aiming at simulating the physical 

processes analytically or numerically for evaluating the impact of a chosen management 

strategy, and prescriptive models for choosing optimal aquifer management strategies. 

Prescriptive models are developed through a linked simulation-optimization (S-O) approach, 

in which the simulation model is linked to an optimization algorithm to evolve Pareto optimal 

groundwater extraction strategies. This linking is computationally prohibitive because of the 

multiple calls of the simulation models by the optimization algorithm within the optimization 

framework. Therefore, the recent trend is to develop artificial intelligence based meta-models 

trained by using random inputs and corresponding numerical outputs in order to develop 

coastal aquifer management strategy. Different meta- modelling approaches aimed at 

reducing the computational burden in a linked S-O methodology are also highlighted in this 

chapter. In addition, this chapter provides a brief outline of the development of 

methodologies for optimal monitoring network design and sequential compliance monitoring 

of the real life consequences of implementing prescribed management strategies for coastal 

aquifers. 

2.2 Causes of saltwater intrusion in coastal aquifers  

The previous literature pointed out several causes of saltwater intrusion in coastal aquifers 

and highlighted some of the methodologies useful in the development of management 

strategies. The most common causes are saltwater intrusion due to over extraction for 
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agricultural or other water supply, saltwater intrusion due to tidal effects or inundations 

caused by storm surges, and saltwater intrusion due to climate change induced sea level rise. 

The following sub-sections provide an overview of some of the efforts in modelling the 

saltwater intrusion scenario caused by these drivers in coastal aquifers.  

2.2.1 Saltwater intrusion due to over extraction of groundwater  

Due to their close proximity to saltwater, coastal groundwater supplies are particularly 

vulnerable to chloride contamination. The situation becomes worse when groundwater 

resources in coastal aquifers are overexploited by intensive pumping, leading to the inland 

movement of the freshwater-saltwater interface, resulting in a high salt concentration in the 

aquifer water. Groundwater pumping has enormous influence on the lateral or horizontal as 

well as vertical saltwater intrusion processes in coastal aquifers. Qi and Qiu (2011) 

considered saltwater intrusion as a natural hazard and indicated that irresponsible human 

activity such as overexploitation of groundwater resources in coastal aquifers would 

aggravate the extent of this natural hazard. While many studies pointed out that groundwater 

abstraction is more significant cause of saltwater intrusion than the rising sea levels (Loáiciga 

et al., 2012; Sherif and Singh, 1999; Yechieli et al., 2010), others (Carneiro et al., 2010; 

Sanford and Pope, 2010) argued that groundwater extraction alone might not be the major 

cause of seawater intrusion. 

 Datta et al. (2009) utilized a finite element based flow and salt transport numerical 

simulation model under limited data availability to predict future seawater intrusion scenario 

due to uncontrolled use of groundwater in a real life coastal aquifer system in Andhra 

Pradesh, India. The effectiveness of the pumping strategies was evaluated using a calibrated 

and partially validated model. The modelling results demonstrated that the present rate of 

pumping would have a detrimental effect on the aquifer, and that a carefully planned pumping 

strategy was needed to control the spatial and temporal saltwater intrusion processes. 

Hugman et al. (2015) attempted to evaluate the impact of pumping in coastal aquifers on 

saltwater intrusion utilizing numerical modelling approaches to simulate different past and 

present scenarios of groundwater pumping. Four different groundwater abstraction scenarios, 

including natural state/no abstraction, abstraction for public supply, abstraction for public 

and private supply, and abstraction for private supply, were evaluated. Seawater intrusion as 

a result of overexploitation of groundwater and insufficient recharge was also reported as the 

predominant factor controlling groundwater salinization in the coastal region of the South 

China Sea near the Leizhou Peninsula (Zhang et al., 2015).  

Sherif et al. (2014) evaluated three different pumping scenarios: maintaining the 

current pumping rates, reducing the current pumping rates, and increasing the current 
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pumping rate, to quantify saltwater intrusion and salinity distribution in the coastal aquifer 

of Wadi Ham, United Arab Emirates. Their results indicated that the seawater intrusion 

process is accelerated by any increase in groundwater pumping, and an increase in the 

pumping rate by 50% would cause a significant landward movement of the transition zone. 

On the other hand, reducing the pumping rate by 50% would have a positive result, and would 

result in the mitigation of seawater intrusion and the improvement of groundwater quality 

after 10 years of reduced pumping. Reduced pumping from the wells and placing the wells 

further away from the coast with a better distribution of water withdrawal was proposed by 

Nocchi and Salleolini (2013).   

 Pham and Lee (2015) assessed the impact of sea level rise and groundwater 

extraction on seawater intrusion in the coastal aquifers for a period of 90 years, assuming no 

change of hydraulic parameters and future hydrologic conditions over the study period, and 

ignoring the tidal effect and change of shoreline. They considered three different scenarios 

of sea level rise and groundwater extraction. They concluded that sea level rise due to climate 

change has very little effect on the magnitude of seawater intrusion, and also that 

groundwater extraction is the main cause of seawater intrusion. Varying scenarios of 

groundwater pumping and tidal effects were considered in developing a 3-D density 

dependent numerical model to simulate the seawater intrusion in the coastal aquifer of 

Shenzhen city, China. The model results demonstrated that, while tide induced saltwater 

intrusion is significant near the estuarine Dasha River, groundwater exploitation up to a 

certain limit could also decrease the tendency of seawater intrusion into the aquifer (Lu et 

al., 2013). Intense groundwater pumping for irrigation since 1980 had created a saltwater 

intrusion problem in the central part of the Korba aquifer at the east of the Cap Bon peninsula 

in Tunisia (Kerrou et al., 2010). A 3-D transient density dependent groundwater model for 

the area demonstrated that the aquifer had been overexploited, and if the current rate of 

exploitation continues for the next 50 years, it would take at least 150 years to return to its 

natural condition, if no exploitation was permitted for this period. 

 Unsal et al. (2014) assessed the effects of climate change (sea level rise and 

decreased recharge) and over extraction for a hypothetical circular aquifer system, 

considering both quantity (groundwater reserve) and quality (freshwater-saltwater interface 

movement in the lateral and vertical directions) of groundwater resources for evaluating long-

term sustainability of aquifer systems. A comparison of the effects of groundwater 

abstraction and 21st century sea level rise to seawater intrusion in a coastal area near the city 

of Monterey, California, USA,  also revealed that groundwater abstraction is the main reason 

of seawater intrusion (Loáiciga et al., 2012). 
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2.2.2 Saltwater intrusion due to sea level rise  

According to the present best estimate of the global mean sea level, a rise of 50 cm will be 

observed in the coming century (Oude Essink, 2001a). This will have a serious effect on the 

today’s vulnerable coastal aquifers, with an increase in the salinization process of coastal 

aquifers. The most significant impacts of climate change on the coastal groundwater 

resources are sea level rise, decreased recharge, and more storm surge events. Climate change 

is likely to have an effect on sea level rise, and it is anticipated that a rise of 50 cm by the 

year 2100 will lead to an increased seawater intrusion in the coastal aquifers of many parts 

of the world (Shrivastava, 1998). Climate change induced sea level rise imposes additional 

saline water heads at the seaside, leading to expectation of more seawater intrusion in coastal 

aquifers (Yang et al., 2015). Low-lying sandy coastal aquifers, especially, are more 

susceptible to the effect of sea level rise. It is presumed that an increase in sea-level rise due 

to climate change is also a cause of saltwater intrusion in coastal aquifers, although 

anthropogenic activities such as over extraction, and excess paving in urbanized areas are the 

major causes of saltwater intrusion (Unsal et al., 2014). 

A numerical modelling study in the low-lying Dutch Delta in the Netherlands 

indicated that sea level rise would indeed increase the hydraulic heads in groundwater 

system, and the impact of sea level rise would be confined within 10 km of the coastline and 

main rivers (Oude Essink et al., 2010). On the other hand, Chang et al. (2011) demonstrated 

that sea level rise would have no long-term effect on the steady state movement of the salt 

wedge. In addition, their transient confined flow simulation results revealed that the 

formations affected by saltwater intrusion due to sea level rise have a self-setback 

mechanism, and the intruded salts could be driven back to their original position. In contrast, 

Webb and Howard (2011) showed that sea level rise induced saltwater intrusion is more 

problematic for aquifer systems, and several centuries would be needed to equilibrate after 

the sea level rise has ceased. Sea level rise results in a high ratio of hydraulic conductivity to 

recharge and high effective porosity in the aquifer systems. This high ratio of hydraulic 

conductivity to recharge and high effective porosity are responsible for developing a large 

degree of disequilibrium in the aquifer systems. In contrast, aquifer systems with a low ratio 

of hydraulic conductivity to recharge and low effective porosity required only decades to 

equilibrate after the termination of sea level rise (Colombani et al., 2015). 

In a confined alluvial aquifer with fine-medium sands and with a normal recharge 

rate, for example, the shallow coastal Golden Grove aquifer of Jamaica, the effect of sea level 

rise and storm surge on saltwater intrusion is not significant (Shrivastava, 1998). In contrast, 

Chang et al. (2011) demonstrated that the influence of sea level rise on saltwater intrusion is 

less in unconfined aquifers compared with that in confined aquifers. The presence of highly 
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permeable layers in aquifer systems can control the seawater intrusion processes due to sea 

level rise. For instance, Kim et al. (2013) evaluated homogenous and highly permeable 

aquifer systems, and showed that an aquifer with a highly permeable layer is less sensitive to 

sea level rise compared to a homogenous aquifer. They investigated three scenarios of sea 

level rise (0, 0.5, and 1 m) for both aquifer systems in Jeju Island, Korea. Their results showed 

that a sea level rise of 1 cm contributed to an inland seawater encroachment of 11 m for 

homogenous, and 6-8 m for highly permeable aquifer systems. 

Recent studies on the impact of sea level rise due to climate change mainly focused 

on various hydrogeological settings and sea level rise scenarios. However, land surface 

inundation due to sea level rise has a more extensive impact on saltwater intrusion than the 

effects of pressure changes at the shoreline in unconfined coastal aquifers with realistic 

parameters (Ataie-Ashtiani et al., 2013). In addition, the relative importance of sea level rise, 

groundwater extraction and groundwater recharge largely depends on the specific location 

considered (Green and MacQuarrie, 2014). The effect of sea level rise on saltwater intrusion 

or movement of the freshwater-seawater interface in an inland direction in coastal aquifers 

largely depends on the coastal topography next to the shoreline (Yechieli et al., 2010). In the 

Mediterranean and Dead Sea coastal aquifers, Yechieli et al. (2010) showed that a horizontal 

slope of 2.5‰ would cause 400 m inland shift of the freshwater-saltwater interface with a 

sea level rise of 1 m in around 100 years. They also found that a vertical slope would yield 

no shift within the same period, and reduced recharge or over extraction of groundwater 

would enhance the inland shift of the interface. The following paragraphs will outline some 

of the recent works conducted on saltwater intrusion in the coastal aquifers due to sea level 

rise. 

A study utilizing three different scenarios of future climate change in the Nile Delta 

aquifer in Egypt and the Madras aquifer in India, revealed that a 50 cm rise in water level in 

the Mediterranean Sea and in the Bay of Bengal will cause an additional intrusion of 9.0 km 

in the Nile Delta aquifer, but only 0.4 km in the Madras aquifer (Sherif and Singh, 1999).  

Oude Essink (2001b) employed three sea level rise scenarios: no rise, a rise of 0.5 m per 

century, and a fall of 0.5 m per century, in a Noord-Holland province. Their results showed 

that a relative sea level rise of 0.5 m per century would increase the saltwater intrusion in all 

low-lying areas of the northern part of the Noord-Holland province. In the well fields of the 

coastal aquifer in Broward County, Florida, USA, a sea level rise in excess of 48 cm over the 

next 100 years would result in chloride contamination (Dausman and Langevin, 2005). 

Giambastiani et al. (2007) demonstrated that a sea level rise of 0.475 m per century in an 

unconfined coastal aquifer in Comacchio, Italy, would result in an increase of 40% salt load 

and 800 m inland shifting of the mixing zone between fresh and saline groundwater. 
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 Langevin and Zygnerski (2013) demonstrated that seawater intrusion near the well 

field in a shallow coastal aquifer system in south-eastern Florida, USA was dominated by 

abstraction of water from the well field, and that historical sea level rise could exacerbate the 

extent of saltwater intrusion. They reported a saltwater intrusion of about 1 km for about 25 

cm sea level rise during the simulation period (105 years, from 1900 to 2005). For  a 

sandstone coastal aquifer in the Richibucto region of New Brunswick in Atlantic Canada, 

Green and MacQuarrie (2014) simulated various combinations of different scenarios: two 

groundwater recharge scenarios: 40 and 85 mm/year; and two sea-level rise scenarios of 0.93 

and 1.86 m; pumping: increased by a factor of 2.3 for the period from 2011 to 2100. They 

concluded that sea level rise has the least significant effect on saltwater intrusion in the 

sandstone aquifers in Atlantic Canada. Yang et al. (2015) investigated two scenarios in 

northern Germany: the influences of mean sea level rise of 1 m in the next 100 years, and a 

storm surge event on groundwater quality for a two-dimensional (2-D) cross-sectional coastal 

aquifer near Bremerhaven, considering the aquifer heterogeneity. Their results indicated that 

1 m sea level rise in the next 100 years would move the seawater-freshwater interface 1,250 

m further inland. They also predicted a 2,050 m landward expansion of the salinized area. 

However, they found the salinization effect in the deeper and more highly conductive layers 

of the aquifer. Modelling results of the impact of a storm surge under a dyke failure situation 

demonstrated that the overtopping seawater infiltrated into the aquifer and only the top part 

of the aquitard would be salinized, while the groundwater in the deeper aquifer would remain 

unaffected. 

The saltwater intrusion problem can also be represented as the loss of freshwater 

reserve in coastal aquifers. In a coastal aquifer in Israel, changes in the groundwater head for 

an assumed sea level rise of 0.5 m accounted for about 23% of the freshwater loss in the 

aquifer (Melloul and Collin, 2006). The relationship between sea level rise and the global 

groundwater depletion rate were demonstrated by Wada et al. (2010), who stated that global 

reserve of groundwater is depleted at a rate of 0.8 mm/year (one quarter of sea level rise) 

against a sea level rise of 3.1 mm/year. In contrast, Rozell and Wong (2010) found an increase 

of 1% of freshwater lens volume in a Shelter Island, New York State, USA, even in an 

unfavourable climatic condition of sea level rise (0.61 m) and decreased groundwater 

recharge (2% precipitation decrease). The scenario of the most favourable condition (15% 

precipitation increase and only 0.18 m sea level rise), resulted in only a 3% increase in the 

freshwater lens volume. The aquifer is underlain by a clay layer restricting the maximum 

depth of the aquifer, and this allows for this unexpected groundwater volume increase under 

unfavourable climate change conditions. Land surface inundation due to sea level rise has a 

considerable impact on the fresh groundwater lenses in small oceanic circular islands. 

However, aquifer recharge, the thickness of the aquifer and hydraulic conductivity have more 
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profound influence on the volume of fresh groundwater lenses compared with sea level rises 

(Ketabchi et al., 2014). 

Saltwater intrusion also depends on the nature of the inland boundaries. Saltwater 

intrusion due to sea level rise is more pronounced in aquifers with head controlled inland 

boundaries compared with an aquifer system with flux controlled inland boundaries, because 

head-controlled systems are associated with maximum seawater intrusion due to sea level 

rise (Werner and Simmons, 2009; Werner et al., 2012). In addition, Werner et al. (2012)  

confirmed that in constant discharge confined aquifers, seawater intrusion is not induced by 

sea level rise. Mazi et al. (2013) used a generalized analytical solution in modelling an 

unconfined coastal aquifer to investigate the effects of climate driven scenarios of sea level 

rise on saltwater intrusion. They considered both flux and head control conditions, and 

concluded that the flux control case is far more resilient than the head control case, in terms 

of initial seawater intrusion. They introduced three important thresholds or tipping points: 

spatial, temporal, and managerial tipping points, and found high nonlinearity between the sea 

level rise and seawater intrusion. The aquifer responses to sea level rise would shift abruptly 

from a stable state of mild change responses, to a new stable state of large responses, to even 

small changes that lead rapidly to complete (deep) seawater intrusion if these tipping points 

were passed. Lu et al. (2015) derived analytical solutions to predict the distance of interface 

toe movement in response to 1 m sea level rise in confined and unconfined coastal aquifers, 

respectively, with a general head boundary condition. They also compared the results with 

those obtained from using constant head (upper bound) and constant flux (lower bound) 

inland boundaries with the same initial system condition. Depending on the values of two 

general head boundary parameters (hydraulic conductance and reference head), the predicted 

values of the interface toe movement lies between those using a constant head (upper bound) 

and constant flux (lower bound) inland boundaries. 

 Watson et al. (2010) investigated the transience of saltwater intrusion with regard to 

sea level rise in an idealized unconfined coastal aquifer system subjected to an instantaneous 

sea level rise. A simplified conceptual framework comprising homogeneous aquifer 

conditions and constant aquifer stresses was considered, in order to extend the findings of 

recent studies concerning the saltwater intrusion response to sea level changes. It was 

observed that the simplified steady state sharp interface solution overestimated the 100-year 

landward toe movement for most of the cases studied. In addition, the steady state sharp 

interface estimates of toe shift span 40%-250% of the toe shifts obtained from the 100-year 

dispersive interface simulations. This large range indicates that steady state sharp interface 

estimates are at best only crude initial estimates of 100-year “planning time frame”. 
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2.2.3 Saltwater intrusion due to other reasons  

In addition to the factors discussed in sections 2.2.1 and 2.2.2, there are other factors reported 

to be responsible for the salinization of the aquifer. Aquifer salinization can occur from the 

karst structures developed as a result of bacterial reduction of the dissolved sulphate. A good 

example of this type of aquifer salinization was reported in the Guanahacabibes Peninsula of 

Pinar del Rio Province, western Cuba (Boschetti et al., 2015). The orientation of fractures in 

a krastified coastal aquifer and fluid density were also reported to be the drivers of seawater 

intrusion in a krastified coastal aquifer on the island of Crete (Dokou and Karatzas, 2012). 

The other reported causes of seawater intrusion include extensive agricultural land drainage 

systems in the Pleistocene Crag aquifer in the Thurne catchment in northeast Norfolk, UK 

(Simpson et al., 2010), leakage during drilling works (Zhang et al., 2015), and groundwater 

fluxes due to changes in rainfall patterns (Chang and Clement, 2012). In some aquifers, 

several processes occur simultaneously and some or all of the processes are responsible for 

aquifer salinization. For instance, aquifer salinization in the irrigated coastal shallow aquifers 

of Aousja-Ghar El Melh and Kalâat el Andalous, in north-eastern Tunisia were reported to 

be caused by the combined effect of water-rock interaction, evapotranspiration, irrigation 

return flow, sea aerosol spray, and agricultural fertilizers (Bouzourra et al., 2015). They also 

noted that carbonate and sulphate precipitation occurred because of increasing concentrations 

of solutes in groundwater due to evaporation. 

Vegetation dynamics is also an important parameter to be considered for groundwater 

study, and neglecting to consider the uptake of groundwater by vegetation might result in an 

overestimation of both the amount and quality of available freshwater resources, and might 

lead to an unrealistic and unsustainable groundwater management strategy (Comte et al., 

2014). They simulated the evolution of groundwater salinity in Grande Glorieuse, a low-

lying coral island in the Western Indian Ocean. Their results revealed that the combined 

effect of sea level rise and climate change (rainfall and evapotranspiration) would result in 

an average increase in salinity of 140% (+8 kg/m3), whereas the increase in salinity could 

reach up to 300% (+10 kg/m3) in low-lying area with high vegetation density. 

2.3 Approaches for prediction and management of saltwater intrusion in 
coastal aquifers  

Saltwater intrusion modelling approaches can be classified into two broad categories: sharp 

interface and diffuse interface models. Sharp interface models comprise analytical solutions 

and numerical models, while diffuse interface models are usually based on numerical models. 

Figure 2.1 illustrates the flow chart of the common approaches utilized for prediction and 

management of saltwater intrusion processes in coastal aquifers. In the sharp interface 
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modelling approach, a sharp interface is assumed between the fresh and saline groundwater. 

However, in reality a diffuse interface exists between them. In this diffuse interface, the 

density of water gradually decreases from the seawater side to the freshwater side. 

 
 

Figure 2.1 Modelling approaches used to predict and manage saltwater intrusion 
 

2.3.1 Analytical solutions  

Analytical solutions provide a relatively simple and clear concept of a problem. They are 

often used as benchmarks for numerical solutions. Analytical solutions are a physically based 

approach and computationally less intensive, compared with a non-physically based 

approach (Werner et al., 2012).  

The first analytical solution of saltwater intrusion problem was given by the Ghyben-

Herzberg relationship (Cheng et al., 2000). It is based on the assumption of hydrostatic 

conditions in a homogeneous unconfined coastal aquifer. The modified Ghyben-Herzberg 

relation uses observed piezometric head in the saltwater zone. The Ghyben-Herzberg relation 

can be used primarily to locate the saltwater-freshwater interface. Strack (1976) developed a 

2-D analytical solution to locate the position of the saltwater-freshwater interface in coastal 

aquifers. Strack’s solution assumed a homogeneous and isotropic aquifer with sharp interface 

between freshwater and saltwater. It also assumed pumping wells to be fully penetrating into 

the aquifer and intersecting the lower boundary of the aquifer. This assumption is typically 

wrong in a real situation and, therefore, Beebe et al. (2011) recommended that Strack’s 

solution was not suitable for predicting saltwater intrusion in pumping wells. Bower et al. 
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(1999) developed an analytical model for predicting the extent of saltwater upconing in a 

leaky confined aquifer using a sharp interface assumption. 

Benchmarking the performance of a numerical code against standard analytical 

solutions is necessarily the first step in testing the accuracy of the numerical approximations 

(Simpson and Clement, 2003). Henry and Elder problems, commonly used for the benchmark 

test, are associated with variable density flow in a variably saturated porous medium. 

2.3.2 Numerical modelling  

Several saltwater intrusion models were developed based on sharp interface assumptions. 

Sbai et al. (1998) used a sharp interface assumption to simulate saltwater intrusion under 

steady state and transient conditions using the finite element method. Marin et al. (2001) 

assumed sharp interface to develop a quasi-3-D finite difference model to simulate 

groundwater flow in Karstic aquifer of north-western Yucatan, Mexico. Based on a sharp 

interface assumption, Fleet and Baird (2001) developed a 2-D model to predict saltwater 

intrusion due to over extraction from the coastal aquifer in Tripoli, Libya. 

To reduce the computational burden in saltwater intrusion problems, Llopis‐ Albert 

and Pulido‐ Velazquez (2015) proposed a transient sharp interface model that does not 

require a calibration process and the implementation of a density dependent model. Their 

results revealed that the sharp interface approach provides a good agreement in terms of 

piezometric heads regarding the density dependent transport model. This was confirmed by 

conducting a numerical experiment in a 3-D unconfined synthetic aquifer with spatial and 

temporal distribution of recharge and pumping wells. The overall conclusion was that, when 

applied to transient problems, the sharp interface approach provided a considerably accurate 

result, as well as improving the steady state results. Therefore, they concluded that this 

approach could replace the application of computationally intensive density dependent 

models, reducing the computational cost. 

Freshwater and saltwater mixes because of hydrodynamic dispersion and diffusion, 

and consequently develops a transition zone in coastal aquifers. The thickness of the 

transition zone depends on structure of the aquifer, extraction from the aquifer, variability of 

recharge, tides, and climate change, and could range from a few meters to several kilometres 

in over pumped aquifers (Todd, 1974). For the simulation of the physical processes in coastal 

aquifers, an accurate and realistic modelling approach is the use of density dependent 

miscible flow and transport simulation modelling. For saturated and unsaturated soils, Cheng 

et al. (1998) developed a 2-D density dependent flow and solute transport model. Sakr (1999) 

investigated the limitation of the sharp interface approach by presenting a finite element 

density dependent solute transport model. Advective and dispersive transport of saltwater 
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below a partially penetrating pumping well was presented by means of a numerical model 

(Shalabey et al., 2006). A 3-D variable density flow model considering the development of 

a transition zone was developed and applied to a heterogeneous coastal aquifer to investigate 

the pumped water quality degradation due to pumping rate, the salinity of freshwater inflow 

and the thickness of the aquifer (Doulgeris and Zissis, 2014). The developed model was 

verified against the Henry seawater intrusion problem, the Elder salt convection problem, 

and experimental results of the 3-D salt pool problem. Results demonstrated that the 

concentration of salts in the pumped water increased with the increase in aquifer thickness 

regardless of the aquifer transmissivity. 

Das and Datta (2000) developed a large-scale nonlinear optimization based 

methodology to obtain solution of the discretised density dependent, 3-D transient saltwater 

intrusion process in coastal aquifers. The discretised governing equations were specified as 

binding constraints in the nonlinear optimization model with the objective of satisfying these 

equations. The solution results were validated using benchmark saltwater intrusion problems. 

2.4 Management models in saltwater intrusion problems  

The management models for managing the saltwater intrusion processes in coastal aquifers 

require development of regional scale management strategies. These management models for 

prescribing spatially and temporally varying large-scale management strategies are generally 

based on different optimization algorithms, and often integrate an optimization model with 

simulation models to accurately simulate the flow and transport processes in an aquifer. 

Willis and Finney (1988) were the first to develop a planning model for the control 

of seawater intrusion in regional groundwater systems. Later, Finney et al. (1992) proposed 

another optimization model for the control of saltwater intrusion. The optimization technique 

was further implemented in the development of a coastal aquifer management strategy based 

on optimized pumping (Bhattacharjya and Datta, 2009; Das and Datta, 1999b; Dhar and 

Datta, 2009a; Sreekanth and Datta, 2011b). The accuracy of the management strategy 

depends on the level of approximation and the way in which the strategy is incorporated. To 

develop saltwater intrusion management models, the simulation models are combined with 

the management models, either by using the governing equations as binding constraints in 

the optimization model or by using a response matrix or external simulation model. The 

simulation model component of the management model is generally based on the finite 

difference or finite element approximations of the partial differential equations of 

groundwater flow and solute transport (Das and Datta, 1999b). 

The coupled S-O approach (linking groundwater simulation models with 

optimization techniques in a single framework) is the more efficient approach for 
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determining optimum management strategies of coastal aquifers (Ataie-Ashtiani et al., 2014). 

This coupling of simulation and optimization models can be developed by utilizing an 

embedding technique (binding the discretised governing equations into the constraints of the 

optimization model) (Das and Datta, 1999b), a response matrix (Gorelick, 1983; Yang et al., 

2001), or by employing external linking (Das and Datta, 2001). The commonly used 

techniques to incorporate the simulation model within the management model are the 

embedding technique and the response matrix approach (Gorelick, 1983). 

Das and Datta (1999b) demonstrated the potential feasibility of the embedding 

technique for the development of multiple objective coastal aquifer management models. In 

this procedure, the finite difference form of density dependent coupled flow and transport 

equations are embedded as constraints, and the constraint method is used to obtain the Pareto-

optimal or non-inferior set of solutions for the multiple objective models. Later, Das and 

Datta (2000) proposed a nonlinear optimization method to solve the embedded governing 

equations for the simulation of seawater intrusion in coastal aquifers. They used a gradient 

search process to solve the discretised flow and transport equations simultaneously. They 

compared the results of the proposed methodology from those of the other researchers and 

found substantial agreement of the results with the known solutions. However, the 

embedding technique is computationally inefficient for a large-scale heterogeneous aquifer 

system and has several limitations when used for a saltwater intrusion management model in 

a large-scale aquifer system (Das and Datta, 1999a; Willis and Finney, 1988). Moreover, in 

the embedding approach, a large number of decision variables need to be employed in the 

optimization model (Bhattacharjya and Datta, 2009). On the other hand, the response matrix 

approach, based on the principle of superposition and linearity, is unsatisfactory for nonlinear 

systems (Rosenwald and Green, 1974). The response matrix approach is applicable when the 

system is linear or approximately linear and the boundary conditions are homogeneous. Any 

change in boundary condition, location of the source/sink, and observation wells requires 

several simulations to generate the responses and requires recalculation of the response 

matrix (Das and Datta, 2000). 

However, for highly complex and nonlinear 3-D numerical models, a management 

tool based on external linking of the simulation model with an optimization algorithm is more 

feasible (Ataie-Ashtiani et al., 2014; Bhattacharjya and Datta, 2005). For the saltwater 

intrusion management models, a linked S-O approach was proposed as an alternative to 

embedding technique and response matrix approach (Emch and Yeh, 1998; Gorelick, 1983). 

Several authors incorporated an external linking technique to develop saltwater intrusion 

management models by externally linking coastal aquifer simulation models with an 

optimization model (Bhattacharjya and Datta, 2005; Sreekanth and Datta, 2011b; Sreekanth 

and Datta, 2014b). In a linked S-O technique, the simulation model provides necessary 
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information to the optimization model at every stage of iteration in order to reach an optimal 

solution (Sreekanth and Datta, 2011a). 

 Bhattacharjya and Datta (2005) developed a single-objective management model to 

develop a saltwater intrusion management model. This was operated by externally linking a 

properly trained and tested ANN meta-model as an approximate simulator, with the GA 

based optimization model in a linked S-O framework. The developed methodology was 

evaluated using an illustrative study area, and the evaluation result suggested that GA-ANN 

based linked S-O approach can be applied for the optimal management of coastal aquifers. 

However, the management of groundwater resources in coastal regions usually involves 

several contradictory objectives which affect each other adversely. Some examples of these 

objectives include maximizing pumping from the production wells for the beneficial use 

while maintaining the salinity level in the pumped water within a permissible limit, 

minimizing pumping from the barrier wells, maximizing profit from the pumped water, 

minimizing the cost of pumping, etc. 

Multiple objective optimization of coupled simulation and optimization models can 

address these trade-offs between the contradictory objectives (Ataie-Ashtiani et al., 2014; 

Das and Datta, 1999b; Grundmann et al., 2012; Sreekanth and Datta, 2010). A multiple 

objective optimization technique for a coastal aquifer management problem generates a large 

number of so-called Pareto optimal solutions, posing a significant challenge in interpreting 

and communicating those solutions to decision makers (Subagadis et al., 2014). Therefore, 

post Pareto optimality analysis is necessary to communicate the Pareto optimal solutions 

from the multiple objective decision making problems (Reddy and Nagesh, 2007; Subagadis 

et al., 2014). 

To solve multiple objective saltwater intrusion management problems, Bhattacharjya 

and Datta (2009) utilized an ANN based meta-model externally linked with an optimization 

model. The results obtained from this linked S-O framework were compared with those 

obtained from the embedded technique and the classical nonlinear optimization technique. 

They concluded that the optimization model needs to handle only few variables and explicit 

constraints in a linked S-O technique.  Therefore, this technique performed better than the 

embedding technique. Dhar and Datta (2009a) evaluated the computational efficiency of the 

developed multiple objective management model by using three different modelling 

scenarios: direct linking of the numerical model with the optimization model, ANN based 

meta-model as a replacement of the numerical simulation model, and use of a partially trained 

meta-model. The performance evaluation of the developed methodologies was carried out in 

an illustrative coastal aquifer system, indicating that the developed methodologies were 

applicable for multiple objective management of saltwater intrusion in coastal aquifers. 

Sreekanth and Datta (2011a) evaluated the performance of an ANN and a GP based saltwater 
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intrusion management model by using an illustrative coastal aquifer system to determine the 

optimal groundwater extraction strategies from coastal aquifers. Sreekanth and Datta (2011c) 

proposed another optimal pumping management strategy, developed by externally linking a 

properly trained and tested ANN model with a multiple objective optimization algorithm. 

Recently, Dentoni et al. (2015) developed a saltwater intrusion management model for the 

Gaza strip coastal aquifer in Palestine, using a linked S-O technique. They showed that the 

developed optimal scheme significantly lowered the salt concentration of the extracted water 

(by 23%), while keeping the overall extraction close to the user defined total amount. 

Moreover, they reported an average increase of groundwater heads by 4.5% and a decrease 

in the seawater intrusion affected area by 5% with the optimized solution. 

To develop saltwater intrusion management models, Abd-Elhamid and Javadi (2011) 

proposed a methodology combining abstraction of water from the aquifer and recharge to the 

aquifer using desalinated water. Later, Javadi et al. (2015) modified this methodology by 

using treated wastewater as a source of water for aquifer recharge. Javadi et al. (2015) 

considered different management scenarios to find the best management practices to control 

seawater intrusion in coastal aquifers, with a view to minimizing the cost of management 

process while minimizing the total salinity in the aquifer. A multiple objective optimization 

formulation was utilized to find optimal solutions for each scenario of the saltwater intrusion 

management problem. Results indicated that the proposed methodology maximizes the 

impedance of freshwater-saline water interface and induces the seaward movement of the 

seawater body while providing the least cost and least salt concentration in the aquifer. They 

also claimed that their methodology required a lower volume of water for aquifer recharge 

to control seawater intrusion. They concluded that treated wastewater is the most cost 

effective option of recharging the aquifer and the use of desalinated water should be restricted 

to domestic use only. Different combinations of recharge and abstraction were also 

considered in the development of saltwater management models by Hussain et al. (2015). 

Minimizing the cost of management approaches and the salinity level in the aquifer was 

chosen as the objective function to evaluate the efficiency of each management scenario. 

Among the management alternatives, the application of treated wastewater and/or storm 

water, coupled with continuous abstraction of brackish water and its desalination and use, 

were found to be the most cost effective alternatives to control seawater intrusion. 

A management plan for simultaneous minimization of economic and environmental 

costs was proposed for the island of Santorini, utilizing the formulation of a multi-objective 

optimization framework (Kourakos and Mantoglou, 2011). Subagadis et al. (2014) presented 

an integrated approach to support management decisions of coupled groundwater-

agricultural hydro systems under uncertainty. They also demonstrated the functionality of the 

proposed methodology in finding the appropriate management interventions for the saltwater 
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intruded Al-Batinah coastal agricultural region in Oman. This methodology addressed the 

two contradictory management objectives: sustainable aquifer management and profitable 

agricultural production. Chen et al. (2014) developed a management model for the large-

scale conjunctive use of surface water and groundwater resources. This model aimed to 

maximize the supply for irrigation and for public supplies by imposing constraints on 

groundwater level drawdown for the Chou-Shui alluvial fan system in central Taiwan. They 

showed that if the drawdown is limited to 1 m/year, the deficiency could be increased by an 

average of 25.2 million m3/year for the Chou-Shui alluvial fan. A regional scale model 

utilizing a scenario simulation employing the numerical model OpenGeoSys was developed 

for the southern Al-Batinah region on the northern coast of Oman to assess the development 

of the groundwater levels and salinity intrusion in the past and to project a future scenario 

(Walther et al., 2014). 

2.5 Meta modelling  

Sanford and Pope (2010) described the challenges of utilizing models to forecast seawater 

intrusion, and suggested that accurate simulation of regional scale (many km) saltwater 

intrusion and accurate forecasting, even for a single well, is computationally prohibitive, 

even with a massively powerful computer. For a simulation, sensitivities are approximated 

by calculating the ratios of the resulting marginal (incremental) changes in the output 

variables to the changes in the input variables that caused them (Blanning, 1975). Therefore, 

the simulation part of the S-O framework has a relatively high computational cost. Moreover, 

to get an optimum solution in the irregularly shaped feasible regions of the problems, the 

simulations must be performed many hundreds or thousands of times in a typical 

optimization problem. Runtime of the optimization can be reduced by introducing parallel or 

distributed algorithms on the simulation level such as domain decomposition (Farhat and 

Roux, 1991) or on the optimization level such as parallel direct search (Torczon and Trosset, 

1998). Another way of reducing the computational effort required is to apply approximation 

techniques, in order to reduce the number of simulations (Nakayama et al., 2001). 

Sufficiently accurate and computationally less intensive approximate solution of the flow and 

transport processes in coastal aquifer may also be useful (Bhattacharjya and Datta, 2005). 

To obtain an optimal management strategy, density dependent flow and transport 

simulation models need to be coupled with a suitable optimization algorithm. External 

linking of the simulation model with the optimization based management model is an 

appropriate solution of coupling, which is very complex and difficult. Moreover, this 

technique demands a considerable computational time, due to the large number of iterations 

between the optimization and simulation model required to obtain an optimal management 
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strategy (Sreekanth and Datta, 2011a). This modelling bottleneck can be solved either by 

using parallel algorithms and better computer configurations (Dougherty, 1991), or by using 

an approximate simulator, called a meta-model or surrogate model. 

To achieve computational efficiency, simulation models can be replaced with a 

properly trained and tested surrogate model or meta-model in the S-O framework. The use 

of the meta-modelling approach in optimization processes to reduce the computational time 

was proposed by Blanning (1975). A meta-model can be used as a surrogate to calculate 

fitness values, which are normally based on time consuming simulations. Such a meta-model 

can be effectively integrated into the search process to gradually substitute for the large 

portion of simulation (Behzadian et al., 2009). Hemker et al. (2008) showed that the surrogate 

approaches can locate design points better than other approaches, while significantly 

improving the computational efficiency. However, meta-models should preserve the size and 

scope of the problem domain and should reflect the empirical relationships between decision 

variables and selected model outcomes (Virginia and Leah, 2000). The use of meta-models 

in an S-O framework requires an additional calibration effort, in order for the meta-models 

to represent the system and produce good predictions. Meta-models require relatively small 

execution times to produce model predictions, in spite of the extra computational time 

required for the meta-model calibration (Kourakos and Mantoglou, 2013). 

Meta-models should be trained with the representative input-output patterns from the 

entire decision space (Sreekanth and Datta, 2011a). Dividing the dataset into two mutually 

exclusive subsets (the training set and the validation set), called the holdout method, is 

commonly used during the model validation and selection process. A part of the data is 

usually used to train the meta-model, while the rest of the data is used to validate the meta-

model (Namura et al., 2011). This results in the overfitting of the training data and the under 

fitting of the validation data (Luo and Lu, 2014). The holdout method can be improved by a 

method called cross-validation, in which both the training and validation data are used. 

However, the cross-validation method is rarely used in the field of groundwater optimization 

field for the estimation of the meta-model accuracy (Razavi et al., 2012). A comprehensive 

review of meta-model-based optimization approaches in general can be found in Jin (2005), 

and in Jin and Branke (2005). Polynomial Regression (PR), ANN, kriging, Support Vector 

Machine, and MARS are common methods to build meta-models that can be used to 

substitute the complex numerical models (Luo and Lu, 2014). 

However, there are some disadvantages in utilizing these existing meta-models for 

the prediction of saltwater intrusion in coastal aquifers. The structure of ANN models (e.g. 

number of hidden layers and the number of neurons in the hidden layer) needs to be fixed a 

priori (Sreekanth and Datta, 2011a), which requires a compromise between model 

complexity and accuracy. Other disadvantages of ANN are its “Black-Box” nature, its higher 
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computational burden, and its susceptibility to overfitting (Tu, 1996). On the other hand, GP 

models are based on explicit mathematical formulations (Shiri and Kisi 2011) that are 

intended to develop surrogate models, which are simple regression models (Sreekanth and 

Datta, 2011a). Besides, GP needs to evaluate millions of model structures before finding the 

optimal model structure (Sreekanth and Datta, 2011a),  which requires extensive training 

time. Another limitation of GP is its propensity to converge prematurely to local optima, and 

its consequent inability to find solutions in some instances (Pillay, 2004) . In situations where 

multimodal fitness functions (e.g. containing many peaks or depressions) are used, GP 

systems are guaranteed to converge prematurely (Pillay, 2004).  

2.5.1 Fuzzy Inference System as meta-model  

Fuzzy Inference System (FIS), which is based on fuzzy set theory, has recently received 

considerable attention. FIS is recognized as a successful computing framework due to its 

applicability in a multiplicity of fields (Jang et al., 1997). FIS is capable of capturing 

nonlinear relationships between input and response variables and is an effective tool for 

modelling nonlinear processes (Sugeno and Yasukawa, 1993; Takagi and Sugeno, 1985). 

The most widely used FISs in different applications are Mamdani FIS, Sugeno FIS, and 

Tsukamoto FIS. They differ in the way they use consequent parts of their fuzzy rules, and 

the way in which they accomplish the aggregation and defuzzification steps. The Sugeno 

fuzzy model (Sugeno, 1985), also known as Takagi-Sugeno-Kang model, is especially suited 

for modelling nonlinear systems by interpolating between multiple linear models. Despite 

the potential capability of emulating complex and nonlinear systems, the application of FIS 

to approximate physical processes of coastal aquifer systems is quite limited. The present 

study intends to utilize an FIS model as a computationally efficient substitute for the complex 

numerical simulation model within a linked S-O methodology to develop saltwater intrusion 

management model. 

Recently, a data driven method based on fuzzy logic theory has been used as an 

efficient computational tool in different water management problems (Allen et al., 2007; 

Ayvaz et al., 2007; Kord and Asghari Moghaddam, 2014). In addition, a limited number of 

research works examined the use of fuzzy logic in groundwater management problems 

(Altunkaynak, 2010; Muhammetoglu and Yardimci, 2006). However, thus far fuzzy logic 

has not been used as a meta-model to predict saltwater concentrations at different monitoring 

locations in a coastal aquifer under the influence of transient pumping stresses. In the 

proposed study, an FCM clustering algorithm (Bezdek et al., 1984) is used to develop a 

Sugeno type FIS. The FIS meta-model has the advantage of predicting salinity concentrations 
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at multiple monitoring locations. Therefore, it overcomes the need for multiple meta-models 

for multiple output problems. 

However, one of the major challenges in using a fuzzy logic based prediction 

modelling approach is to manage large dimensional input datasets, in particular to handle a 

large number of spatially and temporally varying groundwater extraction patterns for 

saltwater intrusion management in coastal aquifers. In such situations, reducing the 

dimensionality of the input space by using the Fuzzy C-Mean Clustering (FCM) algorithm 

(Bezdek et al., 1984)  provides a reasonably practical solution. FCM is used to compress the 

entire input space into a number of identical clusters. This clustering technique significantly 

reduces the number of fuzzy IF-THEN rules and the number of modifiable parameters (linear 

and nonlinear) of the generated FIS. The present study utilizes FCM technique to reduce the 

dimensionality of the input space in developing the FIS based meta-model to approximate 

saltwater intrusion processes in coastal aquifers. 

2.5.2 Adaptive Neuro Fuzzy Inference System as meta-model  

The Adaptive Neuro Fuzzy Inference System (ANFIS) proposed by Jang (1993), is a 

multilayer adaptive network based FIS that integrates the benefits of both the neural networks 

and fuzzy logic approaches. It incorporates the basic advantages of ANN, such as massive 

parallelism, robustness, and learning in data rich environments (Sudheer and Mathur, 2010). 

Many studies utilized ANFIS in groundwater modelling applications, for example, in 

predicting groundwater level (Emamgholizadeh et al., 2014), characterizing groundwater 

quality parameters (Khaki et al., 2015), forecasting river flow (He et al., 2014), assessing 

groundwater quality (Khaki et al., 2015), spatial distribution of groundwater quality 

(Khashei-Siuki and Sarbazi, 2015), predicting water quality index (Sahu et al., 2011), 

estimating groundwater level (Sreekanth et al., 2011), predicting daily discharge responses 

of a large karstic aquifer (Kurtulus and Razack, 2010) and predicting electrical conductivity 

of groundwater (Tutmez et al., 2006). However, the ANFIS based meta-models have not 

been utilized to approximate coupled flow and salt transport processes in a multilayered 

coastal aquifer system with transient pumping stress applied to the aquifer.  

2.5.3 Multivariate Adaptive Regression Spline as meta-model  

Multivariate Adaptive Regression Spline (MARS) introduced by Friedman (1991) is a rapid, 

flexible, and accurate artificial intelligence technique for predicting both continuous and 

binary output variables (Salford-Systems, 2016). MARS is a nonparametric modelling 

technique in which no prior assumption is made regarding the functional relationship 

between input and output variables (Friedman, 1991). MARS builds the functional 
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relationship between input and output variables from the regression data using a set of 

coefficients and Basis functions (Friedman, 1991). The number of Basis functions and 

parameters associated with these basis functions are automatically determined by the training 

data. The major benefits of MARS lie in its capability to capture the predictor-response 

relationship of high-dimensional data patterns while producing simple and easy-to-interpret 

surrogate models (Zhang and Goh, 2016). Another advantage of MARS is its ability to build 

models based on the relative importance of predictor variables in determining the response. 

Several previous studies verified the use of a MARS based meta-model in different 

research areas, for example, in runoff prediction for watersheds (Adamowski et al., 2012; 

Sharda et al., 2006; Sharda et al., 2008), in scour depth estimation below free overfall 

spillways (Samadi et al., 2015), in streamflow forecasting (Coulibaly and Baldwin, 2005), in 

rainfall prediction (Beuchat et al., 2011), and in groundwater potential mapping (Zabihi et 

al., 2016) etc. These studies have demonstrated the potential applicability of the MARS 

approach with acceptable prediction accuracy in different problem domains. However, the 

application of the MARS approach in saltwater intrusion management problems has been 

quite limited. 

2.5.4 Gaussian Process Regression as meta-model 

Gaussian Process Regression (GPR) is a stochastic process (Jacobs and Koziel, 2015) that 

performs modelling within a Bayesian framework in which the model variables are assumed 

to follow a Gaussian prior distribution. GPR, as a popular artificial intelligence tool, has been 

successfully applied in many engineering applications (Forrester et al., 2008). GPR models 

are nonlinear approximation models that are able to provide probabilistic information on 

prediction. In other words, they provide confidence in the prediction. According to the GPR 

approach, the way a machine learns is formulated in terms of a Bayesian estimation problem, 

in which the parameters of the machine are assumed as random variables drawn from a 

Gaussian distribution (Bazi et al., 2012). Given a set of training data, GPR provides a flexible 

Bayesian framework for identifying nonlinear relationships between predictors and the 

response variable (Sun et al., 2014). GPR is a nonparametric modelling approach, i.e. no 

assumption is made about the shape of the function to estimate. GPR provides a “principled, 

practical, and probabilistic approach to learning in kernel machines” (Rasmussen and 

Williams, 2005). Recently, Rajabi and Ketabchi (2017) demonstrated the potential 

applicability of GPR based emulators for single objective problem setting in a S-O based 

methodology in a coastal groundwater management problem. The capability of the GPR 

based meta-models needs to be evaluated for a multiple objective saltwater intrusion 

management models. 



Chapter 2: Literature review 

26 
 

 

2.6 Overview of the optimization techniques in saltwater intrusion modelling 

The efficient search for global optimal solutions is the most important part of the S-O process, 

and different optimization processes have been proposed by researchers to achieve this goal 

(Rao, 1996). The commonly used metaheuristic search algorithms are Simulated Annealing 

(SA) (Kirkpatrick et al., 1983), Tabu search (Fred, 1989), and Genetic Algorithms (GA) 

(Goldberg, 1989; Holland, 1992). GA (Goldberg, 1989; Holland, 1992) and SA (Kirkpatrick 

et al., 1983) are the two most commonly used non-gradient based heuristic search techniques 

utilized in the S-O framework. GA (Goldberg, 1989; Holland, 1992), Particle Swarm 

Optimization (Kennedy and Eberhart, 1995), and SA (Kirkpatrick et al., 1983) optimization 

methods are computationally expensive, in spite of the capability of finding global optima 

(Goel and Stander, 2009). To improve the convergence rate of the search process, Ingber 

(1989) proposed an adaptive SA by modifying the existing conventional SA algorithm. 

However, there is no guarantee that a global optimal solution be found using these two search 

techniques, although they can achieve nearly optimal solutions at a reasonable computational 

cost (Reeves, 1993). Heuristic techniques have the ability to locate solutions with greater 

efficiency in combinatorial optimization problems. On the other hand, branch and bound 

techniques are implicit enumeration techniques that have lower efficiency compared with 

heuristic techniques (Wagner, 1995). They have also advantages over the gradient based 

techniques because heuristic techniques can handle the discontinuities and nonlinearities of 

the real world problems (McKinney and Lin, 1994; Ritzel et al., 1994). However, the number 

of times the objective function must be calculated is still very high in heuristic search 

techniques. For example, to complete a single search, GA required 1,250 evaluations of the 

objective function (Wagner, 1995) whereas 2,344 evaluations of the objective functions were 

required by SA algorithm (Marryott et al., 1993). 

Selection of an appropriate optimization algorithm is a crucial first step towards the 

development of a linked S-O methodology for solving coastal aquifer management problems. 

In multiple objective problem setting, GA (Deb et al., 2000) has received more attention, and 

is employed in several recent studies (Bhattacharjya and Datta, 2009; Hussain et al., 2015; 

Sreekanth and Datta, 2010) to solve saltwater intrusion management problems. As an 

improvement on the original Elitist Genetic Algorithm, Deb and Goel (2001) proposed a 

Controlled Elitist Multiple Objective Genetic Algorithm (CEMOGA), which demonstrates 

better convergence for a number of difficult test problems. To ensure convergence to an 

optimal Pareto front, CEMOGA maintains the diversity of population by controlling the elite 

members of the population as the algorithm progresses. The present study proposes the use 
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of the CEMOGA optimization algorithm integrated with a meta-model based simulation 

modelling approach in order to control saltwater intrusion in a multilayered coastal aquifer 

system. 

2.7 Ensemble of meta-models to address prediction uncertainty  

Replacing numerical simulation models by meta-models in a linked S-O framework adds a 

certain amount of uncertainty in the predicted variable (Sreekanth and Datta, 2011b). This 

predictive uncertainty resulting from the residuals affects the optimality and feasibility of the 

Pareto optimal solution of a coupled S-O model. Meta-models are associated with certain 

amount of uncertainty in prediction that results from the residuals. Using an ensemble of 

individual meta-models is one of the most effective ways of reducing the predictive 

uncertainty of the meta-modelling approach, in which outputs obtained from a group of 

separately trained meta-models are integrated to acquire one unified output (Zhou et al., 

2002). An ensemble of meta-models is able to capture the accurate trend of data by 

combining the outputs from a certain number of individual models, thus providing better 

prediction capability than individual models within the ensemble (Goel et al., 2007; 

Jovanović et al., 2015). An ensemble of surrogate models recompenses prediction errors by 

integrating the outputs from all individual models of the ensemble, and is able to achieve 

better prediction than individual models (Jovanović et al., 2015; Sreekanth and Datta, 2011b). 

This approach is also advantageous because an individual meta-model often fails to map the 

true pattern of data from the entire parameter space. Nevertheless, individual meta-models 

within the ensemble should be adequately accurate and sufficiently diverse. Accuracy can be 

achieved by the proper choice of surrogate models and by adjusting the optimal combination 

of model parameters. Diversity in individual models can be maintained through utilization of 

several approaches including optimizing model structures and parameters, varying the 

training algorithm, and the use of different realizations of the training dataset (Sharkey, 1999; 

Zhang and Berardi, 2001). The random sampling without replacement (Hastie et al., 2008) 

technique can be utilized to obtain different realizations of the training dataset in order to 

form each individual ensemble member. 

Various methods have been proposed in the literature to generate ensemble members: 

using different model architectures, adopting different training algorithms, or manipulating 

the training data set (Sharkey, 1999; Shu and Ouarda, 2008). The basic idea behind the 

development of an ensemble of meta-models for future prediction is to use each model’s 

unique feature for capturing different patterns within the data set (Khashei and Bijari, 2011). 

Among other approaches to generate ensemble members, altering the training data using 

resampling techniques often provides better results (Shu and Burn, 2004; Zaier et al., 2010). 
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For combining the outputs of ensemble members, the most commonly used techniques are 

the average and stacked generalization (Shu and Ouarda, 2007; Wolpert, 1992). 

2.8 Numerical modelling under groundwater parameter uncertainty  

The extent of future saltwater intrusion scenarios in coastal aquifers can be obtained by 

simulating physical processes and spatial and temporal groundwater extraction patterns. The 

reliability and accuracy of the optimal management strategy based on a coupled S-O 

approach depends on how accurately the simulation model captures and simulates the 

accompanying physical processes. However, prediction of saltwater intrusion processes in 

coastal aquifers is a challenging task, due to the inherent uncertainties associated with model 

structure and uncertainties related to accompanying model parameters (Sreekanth and Datta, 

2011c; Sreekanth et al., 2012). Another source of uncertainty arises from inappropriate and 

inadequate characterization of the accompanying physical processes in the subsurface 

system. Multidimensional heterogeneity of aquifer properties such as hydraulic conductivity, 

compressibility, and bulk density are considered to be major sources of uncertainty in the 

groundwater modelling system (Ababou and Al-Bitar, 2004). Other sources of uncertainty 

are associated with spatial and temporal variability of hydrologic as well as human 

interventions, e.g. aquifer recharge and transient groundwater extraction patterns. 

Highly nonlinear and dynamic groundwater flow and solute transport processes are 

associated with a certain amount of uncertainty related to groundwater flow parameters. 

Therefore, the developed meta-models should also incorporate this parameter uncertainty to 

a certain extent. This can be done by training a number of meta-models by using different 

realizations of uncertain model parameters and combining them in the framework of 

ensemble meta-modelling approach. 

2.9 Adaptive management of coastal aquifers using sequential compliance 
monitoring network design  

Despite the usefulness of a management strategy in prescribing the optimal pumping 

management plan for a specified time horizon, field level implementation may deviate from 

the optimal pumping prescribed for implementation. This operational uncertainty, along with 

uncertainties arising from changing groundwater parameters, demands the adaptive 

management of saltwater intrusion processes using an optimally designed sequential 

compliance monitoring network, in order to assess the compliance of a proposed 

management strategy after implementation. Identifying a set of optimal monitoring locations 

is an important part of the adaptive saltwater intrusion management strategy. These optimal 
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monitoring wells are placed at locations where there is high uncertainty in terms of deviation 

in salinity concentrations resulting from a set of uncertain inputs to the system. 

The field response to developed optimal management strategies might deviate from 

the prescribed values by linked S-O based groundwater management solutions, due to the 

uncertainties resulting from the poor characterization of the groundwater system and field 

scale implementation deviation. Therefore, for any groundwater management strategy to be 

effective, a properly designed groundwater quality monitoring network is essential, in order 

to evaluate the field level compliance of the prescribed groundwater management strategy. 

Sreekanth and Datta (2014a) proposed an adaptive management approach in which 

sequential revision of optimal management strategies was performed by incorporating field 

level compliance monitoring information from a designed monitoring network. The S-O 

technique, design of optimal monitoring network, and incorporating feedback information to 

the original simulation model are the three major components of their developed 

methodology. Sequential modification of the strategies was found to achieve better 

compliance, while optimally satisfying the salinity requirements. In order to minimize the 

redundancy in monitoring data, monitoring sites were situated at locations where uncertainty 

in the salinity concentration value is highest and the correlation between the concentrations 

of the monitored locations is lowest. Monitoring information from a large number of points 

ensures better characterization of the system, and thereby generates more accurate solutions 

for groundwater management by reducing the uncertainty. However, it is not practical to 

install a large number of monitoring wells due to budgetary constraints. Compliance 

monitoring at the field level is associated with the collection of relevant data that is time 

consuming and costly. Therefore, field scale implementation of the proper monitoring 

strategy is always constrained by the availability of funds (Dhar and Patil, 2011). 

Previous literature on monitoring network design was based on different issues such 

as addressing multiple time steps (Chadalavada and Datta, 2008; Dhar and Datta, 2007; 

Mugunthan and Shoemaker, 2004), minimization of redundancy (Dhar and Datta, 2010; 

Nunes et al., 2004), multi-objective formulations (Kollat and Reed, 2007; Reed and Minsker, 

2004; Sreekanth and Datta, 2014a), uncertainty (Meyer and Brill Jr., 1988), optimal location 

of monitoring wells (Bashi-Azghadi and Kerachian, 2010), vulnerability mapping and geo 

statistics (Baalousha, 2010). Earlier studies on monitoring network design in groundwater 

contamination emphasized minimum well density (Grabow et al., 1993), initial detection of 

contamination (Meyer et al., 1994), and cost-effective groundwater monitoring design (Reed 

et al., 2000). However, in problems related to contamination plume movement, most of the 

optimization techniques for monitoring network design were based on an implicit objective 

of minimizing the monitoring cost (Prakash and Datta, 2014). 
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2.10 Research motivation  

A review of the existing literature on saltwater intrusion management in coastal aquifers 

revealed the possibility of developing computationally efficient coupled S-O based 

methodologies. More accurate emulators of the coupled flow and solute transport processes 

of coastal aquifers can be introduced in the coupled S-O approach for developing multiple 

objective saltwater intrusion management models. It appears from the literature that the 

existing meta-models in saltwater intrusion management model have certain limitations. 

There is scope for improving their prediction capability by proposing more accurate 

alternatives to the existing meta-models.  

Groundwater flow and transport processes in coastal aquifers are associated with 

uncertainties in different model parameters. Previous studies of saltwater intrusion 

management problems considered uncertainties in hydraulic conductivity and aquifer 

recharge. However, other model parameters such as bulk density and compressibility of 

aquifer material are also considered to be sources of uncertainty that need to be addressed in 

saltwater intrusion modelling. Moreover, there is scope for extension of the meta-model 

based couple S-O approach under groundwater parameter uncertainties in which the 

parameter uncertainties are explicitly incorporated in the meta-models. There is also 

possibility of extending the ensemble meta-modelling approach to the uncertainty based 

weighted average ensemble approach.   

Saltwater intrusion in coastal aquifers is 3-D and multilevel monitoring is expected 

for efficient management of coastal aquifers (Dhar and Datta, 2009b). Therefore, monitoring 

network design is a 3-D problem and dimensionality reduction would result in a considerable 

amount of information loss. The management strategy proposed by Dhar and Datta (2009b) 

was not adaptive in nature, i.e. feedback information was not used to modify the optimal 

pumping strategies sequentially for the future time horizons. Later, Sreekanth and Datta 

(2014a) proposed a 2-D compliance monitoring network design with feedback information 

included to manage saltwater intrusion in coastal aquifers. The present study proposes a 3-D 

sequential compliance monitoring network design for the adaptive management of saltwater 

intrusion in coastal aquifers. 

The current research aims to explore these concepts, which have been applied to 

some other domains of water resources problems, but have not yet been tested in the field for 

saltwater intrusion management problems in coastal aquifers. Finally, the meta-model based 

coupled S-O approach needs to be applied in a real life regional scale coastal aquifer system 

for prescribing optimal groundwater extraction patterns in order to control saltwater 

intrusion.  
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The next chapter discusses the plausible benefits of utilizing barrier wells and fresh 

water recharge wells as part of alternative coastal aquifer management strategy for control of 

saltwater intrusion. 
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Chapter 3: Comparative evaluation of barrier extraction and 
freshwater recharge wells to control saltwater intrusion in coastal 
aquifers 

This chapter discusses the utility and benefits of using a set of barrier extraction well along 

the sea face boundary and incorporating fresh water recharge at selected locations in the 

aquifer.  

3.1 Summary 

Pumping induced saltwater intrusion in coastal aquifers is a challenging problem due to the 

increased abstraction of groundwater resources to meet the growing demand for freshwater 

supplies. Sustainable beneficial water abstraction from coastal aquifers can be ensured by 

controlling saltwater intrusion through reversing the hydraulic gradient along the coast by 

using a set of barrier extraction wells. Another plausible way of controlling saltwater 

intrusion is to create a freshwater lens near the shoreline by utilizing a set of freshwater 

recharge wells. In this chapter, the comparative efficiencies of a set of barrier extraction and 

freshwater recharge wells are presented as a measure of salinity control in coastal aquifers. 

The simulation of density reliant coupled flow and solute transport processes was performed 

for an illustrative 3-D multilayered coastal aquifer system. The results obtained demonstrated 

the superiority of barrier extraction wells over recharge wells in a shorter simulation time for 

controlling saltwater intrusion of the illustrative coastal aquifer system. 

3.2 Density dependent coupled flow and solute transport numerical simulation 
model 

A 3-D density reliant coupled transient flow and solute transport model, FEMWATER (Lin 

et al., 1997) was used to simulate the aquifer processes under transient flow and salt transport 

conditions. The 3-D flow and solute transport processes were solved by using the following 

equations (Lin et al., 1997) 

  

 
𝜌

𝜌0
𝐹

𝜕ℎ

𝜕𝑡
= ∇. [𝐾. (∇ℎ +

𝜌

𝜌0
∇𝑧)] +

𝜌

𝜌∗
𝑞 (3.1) 

 

 𝐹 = 𝛼′
𝜃

𝑛
+ 𝛽′𝜃 + 𝑛

𝑑𝑆

𝑑ℎ
 (3.2) 

where, 𝐹 = storage coefficient, ℎ = pressure head, 𝐾 = hydraulic conductivity 

tensor, 𝑧 = potential head, 𝑞 = a source or a sink, 𝜌 = water density at chemical 
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concentration 𝐶,  𝜌0 = referenced water density at zero chemical concentration, 𝜌∗= density 

of injection fluid or that of the withdrawn water, 𝜃 = moisture content, 𝛼′ = modified 

compressibility of water, 𝛽′ = modified compressibility of the medium, 𝑛 = porosity, 𝑆 = 

saturation. 

 

The hydraulic conductivity tensor, 𝐾 is represented by 

 𝐾 =
𝜌𝑔

𝜇
𝑘 =

(𝜌 𝜌0⁄ )

𝜇 𝜇0⁄

𝜌0𝑔

𝜇0
𝑘𝑠𝑘𝑟 =

𝜌 𝜌0⁄

𝜇 𝜇0⁄
𝑘𝑠𝑜𝑘𝑟 (3.3) 

where, 𝜇 = dynamic viscosity of water at chemical concentration 𝐶,  𝜇0 = reference 

dynamic viscosity at zero chemical concentration, 𝑘𝑠 = saturated permeability tensor, 𝑘𝑟 = 

relative permeability or relative hydraulic conductivity, 𝑘𝑠𝑜 = referenced saturated 

conductivity tensor. 

 

Both the dynamic viscosity and density of water vary with the chemical 

concentration. They take the form of the following two equations 

 
𝜌

𝜌0
= 𝑎1 + 𝑎2𝐶 + 𝑎3𝐶

2 + 𝑎4𝐶
3 (3.4) 

 

 
𝜇

𝜇0
= 𝑎5 + 𝑎6𝐶 + 𝑎7𝐶

2 + 𝑎8𝐶
3 (3.5) 

where, 𝑎1, 𝑎2,… ,𝑎8 indicates the coefficients that defines the dependence of density 

and viscosity of water on chemical concentration; and 𝐶 represents the chemical 

concentration. 

 

The Darcy velocity term 𝑉 is given by the following equation 

 𝑉 = −𝐾. (
𝜌0

𝜌
∇ℎ + ∇𝑧) (3.6) 

 

The 3-D solute transport equation is expressed as 

 

𝜃
𝜕𝐶

𝜕𝑡
+ 𝜌𝑏

𝜕𝑆

𝜕𝑡
+ 𝑉. ∇C − ∇. (𝜃𝐷. ∇C) 

 

= −(𝛼′
𝜕ℎ

𝜕𝑡
+ 𝜆) (𝜃𝐶 + 𝜌𝑏𝑆) − (𝜃𝐾𝑤𝐶 + 𝜌𝑏𝐾𝑠𝑆) 

 

+𝑚 −
𝜌∗

𝜌
𝑞𝐶 + (𝐹

𝜕ℎ

𝜕𝑡
+

𝜌0

𝜌
𝑉. ∇ (

𝜌

𝜌0
) −

𝜕𝐶

𝜕𝑡
) 𝐶 

 

(3.7) 

where, 𝜌𝑏 = bulk density of the medium, 𝐶 = material concentration in aqueous 

phase, 𝑆 = material concentration in adsorbed phase, 𝑡 = time, 𝑉 = discharge, ∇ = del operator, 
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𝐷 = Dispersion coefficient tensor, 𝜆 = decay constant, 𝑀 = 𝑞𝐶𝑚 = artificial mass rate, 𝑞 = 

source rate of water, 𝐶𝑚 = material concentration in the source, 𝐾𝑤 = first order 

biodegradation rate constant through dissolved phase, 𝐾𝑠 = first order biodegradation rate 

through adsorbed phase, 𝐾𝑑 = distribution coefficient.  

 

The dispersion coefficient tensor 𝐷 in Equation (3.7) is expressed as 

 𝜃𝐷 = 𝑎𝑇|𝑉|𝛿 + (𝑎𝐿 − 𝑎𝑇)
𝑉𝑉

|𝑉|
+ 𝑎𝑚𝜃𝜏𝛿 (3.8) 

where, |𝑉| = magnitude of 𝑉, 𝛿 = Kronecker delta tensor, 𝑎𝑇 = lateral dispersivity, 𝑎𝐿 

= longitudinal dispersivity, 𝑎𝑚 = molecular diffusion coefficient, and 𝜏 = tortuosity. 

3.3 Application of the methodology in an illustrative coastal aquifer study area 

3.3.1 Description of the study area 

A multilayered unconfined coastal aquifer system similar to one developed in Roy and Datta 

(2017a), as shown in Figure 3.1, was used to evaluate the performance of the utilization of 

barrier extraction and freshwater recharge wells. The areal extent and the total thickness of 

the illustrative study area were 4.35 km2 and 80 m, respectively. The total thickness of the 

aquifer was divided into four distinct layers of materials. Each of the material layers was 20 

m thick, and the aquifer material within each layer was assumed homogeneous. The ratio of 

horizontal hydraulic conductivity values in the X- and Y-direction (𝐾𝑥 𝐾𝑦⁄ ) was taken as 

2.0. The value of vertical hydraulic conductivity in the Z-direction (𝐾𝑧)  was taken as one 

tenth of the values of horizontal hydraulic conductivity in the X-direction. The southern and 

eastern sides of the study area were surrounded by the coastal boundary and a river, 

respectively. An initial head of 0 m was assigned to both ends of the seaside boundary, 

whereas the upstream end of the rived had an initial head of 1 m, which was allowed to vary 

along the stream. The western side of the aquifer was considered as no-flow boundary. The 

coastal boundary was assigned with a constant concentration of 35 kg/m3. The top of the 

aquifer was subjected to a natural recharge of 0.000137 m/d, distributed uniformly over the 

entire top phreatic surface of the aquifer.  
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Figure 3.1 Three dimensional view of the illustrative study area 

Figure 3.1 shows the 3-D view of the study area with finite element meshes and the 

locations of the wells. The study considered 12 production wells (PW1-PW12) to abstract 

water for beneficial purposes, 21 recharge wells (RW1-RW21) and 21 barrier extraction 

wells (BW1-BW21), placed near the coast to create a hydraulic barrier for controlling 

saltwater intrusion. The approximate distance between two adjacent wells was kept to 150 

m, for both recharge and barrier extraction wells, to ensure a complete hydraulic barrier along 

the coast. Well screens were located at the second and third vertical layers of the aquifer. The 

entire study area was discretised into prism-shaped finite elements of 90 m. A finer mesh of 

45 m was used near the wells. The total simulation period of three years (1095 days) was 

divided into 219 uniform time steps of five days each. Salinity concentrations were monitored 

at five monitoring locations (ML) at the end of the simulation period of three years. The 

recharge water for artificial recharge was assumed to have a salinity concentration of 0.1 

kg/m3. Simulation parameters are shown in Table 3.1. 
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Table 3.1 Aquifer parameters 

Parameters Units 
Material layers 

Layer 1 Layer 2 Layer 3 Layer 4 

Hydraulic conductivity 
in x-direction 

m/d 5 10 15 3 

Hydraulic conductivity 
in y-direction 

m/d 2.5 5 7.5 1.5 

Hydraulic conductivity 
in z-direction 

m/d 0.5 1.0 1.5 0.3 

Compressibility md2/kg 1.33 × 10−15 1.33 × 10−17 1.33 × 10−17 1.33 × 10−16 

Bulk density kg/m3 1650 1600 1550 1700 

Porosity - 0.46 0.41 0.43 0.38 

Longitudinal dispersivity m 80 80 80 80 

Lateral dispersivity m 35 35 35 35 

Molecular diffusion 
coefficient 

m2/d 0.69 0.69 0.69 0.69 

Density reference ratio - 7.14 × 10−7 7.14 × 10−7 7.14 × 10−7 7.14 × 10−7 

Recharge m/d 0.000137 - - - 
 *Recharge is distributed uniformly over the first layer of the study area 

3.3.2 Results and Discussion 

A sensitivity analysis was conducted to evaluate the effects of barrier extraction wells, 

artificial recharge via injection wells, and a combination of the both on saltwater intrusion 

processes in coastal aquifers. This sensitivity analysis was performed to identify which 

options had the most influential effect on saltwater intrusion processes. These were 

quantified by observing changes in heads and saltwater concentrations over time at specified 

MLs. 

The development of pressure heads with respect to utilization of production wells 

(PWs), barrier extraction wells (BWs), and freshwater recharge wells (RWs) and some 

possibilities of their combinations is presented in Figure 3.2. It is observed from Figure 3.2 

that the initial pressure head was declined due to water extracted from PWs, which was 

declined further when BWs were combined with PWs. Recharging freshwater through RWs 

combined with water extraction from PWs built up the pressure head again. The pressure 

head decreased again when BWs were added to PWs + RWs. This fluctuation of the pressure 

head confirms the effects of both of these wells, reflecting a balance between water coming 

in and water going out of the system. It is obvious from Figure 3.2 that recharging freshwater 
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through a set of RWs was associated with building up the head, however, the developed head 

might not be sufficient to reduce salinity concentrations at the specified MLs for the specified 

simulation period of three years. 

 
Figure 3.2 Comparison of heads at different monitoring locations PWs = Production 

wells, BWs = Barrier extraction wells, RWs = Freshwater recharge wells 

Salinity concentrations at five MLs at the end of the simulation period for a particular 

pumping pattern are presented in Figure 3.3. It is noted that MLs were placed at different 

locations to ensure the variation of salinity concentrations at these locations. Figure 3.3 

shows that groundwater extraction had effects on increased salinity concentrations in the 

aquifer when compared to initial states of the aquifer before pumping started. An increase in 

salinity concentrations resulting from water extraction from PWs could be reduced by 

allowing water extraction from a set of BWs. In contrast, injecting water through a set of 

RWs did not help reduce salinity concentrations at specified MLs, rather the salinity 

concentrations increased from a combined operation of PW + RW when compared to PW 

pumping alone. A plausible explanation of this may be that during the three years of the 

simulation period an adequate freshwater head did not develop to prevent migration of 

saltwater plume. However, a longer simulation period was not considered for this study 

because the primary objective was to develop a saltwater intrusion management model. A 

longer management period may be practically meaningless due to the changing physical 

processes of the aquifer system. Combined utilization of BWs and RWs is also presented in 

this study for comparison purposes. It is observed from Figure 3.3 that this combined 

implementation partly compensated for the ill effects of using RWs alone. Therefore, BWs 

38

39

40

41

42

43

1 2 3 4 5

Pr
es

su
re

 h
ea

d,
 m

Monitoring locations

Initial PWs only PWs + BWs PWs + RWs PWs + (BWs + RWs)



Chapter 3: Comparative evaluation of barrier extraction 
and freshwater recharge wells  

38 
 

were proved to be more effective saltwater intrusion control measures than RWs and BWs 

+RWs, at least for this example problem. The use of BWs over RWs is also well justified 

when considering the shortage of global freshwater supplies.  

 
Figure 3.3 Comparison of salinity concentrations at different monitoring locations PWs 

= Production wells, BWs = Barrier extraction wells, RWs = Freshwater 
recharge wells 

3.4 Conclusions 

This chapter presented the relative effectiveness of a set of barrier extraction wells, 

freshwater recharge wells, and a combination of these wells in reducing the extent of 

saltwater intrusion processes in coastal aquifers. Results indicated that barrier extraction 

wells were more effective in controlling salinity intrusions in the illustrative coastal aquifer 

system for the specified simulation period of three years. While increase in the pressure head 

was observed in the specified MLs when freshwater was recharged through recharge wells, 

the developed head might not be sufficient to create a freshwater lens to prevent saltwater 

intrusion, especially within this simulation period. The physical processes of a dynamic 

coastal aquifer system might change within a very short period, and as the primary aim of 

simulating the aquifer processes was to develop management policies for optimized pumping 

from the aquifer, a simulation period of three years was considered optimal for illustrative 

purposes. The development of various trained meta-models as approximate simulators of the 

numerical flow and transport simulation model is discussed in the next chapter. 
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Chapter 4: Development of artificial intelligence based meta-
models for saltwater intrusion processes prediction in coastal 
aquifers 

Partial contents of this chapter have been published and copyrighted, as outlined below: 

 

Roy, D. K., & Datta, B. (2017a). Fuzzy c-mean clustering based inference system for 
saltwater intrusion processes prediction in coastal aquifers. Water Resources Management, 
31(1), 355-376.  
 
Roy, D. K., & Datta, B. (2018a). A surrogate based multi-objective management model to 
control saltwater intrusion in multi-layered coastal aquifer systems. Civil Engineering and 
Environmental Systems, 1-26.  

 

This chapter discusses the development of various trained meta-models as approximate 

simulators of the numerical flow and transport simulation model. 

4.1 Summary 

This chapter presents development of meta-models to approximate density reliant coupled 

flow and solute transport processes in multilayered coastal aquifer systems. Meta-models are 

used to represent the nonlinear mapping of the input-output relationships of complex physical 

processes. The reliability of meta-models depends on how accurately they capture the 

complex functional relationships between the inputs and outputs of a physical system. 

Simulation of complicated physical processes of a coastal aquifer to an acceptable degree of 

accuracy using a suitable meta-model can be useful to achieve computational efficiency in 

modelling. Two meta-models: Sugeno type Fuzzy Inference System (FIS) and Multivariate 

Adaptive Regression Spline (MARS), were developed to predict salinity concentrations at 

specified MLs with respect to groundwater extraction. FIS incorporates human reasoning in 

analysing different combinations of antecedent transient pumping values and returns 

concentration values at different MLs. On the other hand, MARS adaptively selects the most 

influential input variables in determining the outputs. In this chapter, these two meta-models 

are proposed in order to address some of the limitations of the existing meta-models for 

saltwater intrusion processes in coastal aquifers.  

An illustrative multilayered coastal aquifer system was used to evaluate the 

performance of the developed meta-models. As introduced in chapter 3, barrier extraction 

wells have some advantages over freshwater recharge wells as salinity control measures in 

coastal aquifers. Barrier wells create a hydraulic barrier along the coast to control saltwater 

intrusion. A 3-D density reliant coupled flow and solute transport numerical simulation 
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model, FEMWATER, was used to simulate the aquifer processes for generating required 

input-output training patterns of the meta-models. Trained and validated meta-models were 

utilized as approximate simulators of the coupled flow and salt transport processes. 

Performance evaluation results indicated that the developed FIS and MARS based meta-

models can be applied to approximate complex physical processes of multilayered coastal 

aquifers and can be suitable for incorporation in a coupled S-O technique in order to develop 

optimum pumping strategy. Both FIS and MARS meta-models have unique advantages. For 

example, FISs are suitable for multiple output problems and MARS models are adaptive in 

nature that have very high computational efficiency. 

4.2 Development of the FIS meta-model 

4.2.1 Generation of input-output training patterns 

The simulation model was used with randomized inputs (transient pumping) to generate sets 

of input-output arrays for training a FIS-based meta-model. The random transient pumping 

set, obtained from a uniform sampling distribution using Latin Hypercube Sampling (LHS) 

(Pebesma and Heuvelink, 1999) was used as input to the simulation model to obtain the 

corresponding salinity concentrations at specified MLs. Inputs to the simulation model and 

outputs from the simulation model in a single run produce one input-output pattern. A number 

of such input-output patterns were generated by multiple runs of the simulation model. 

4.2.2 Developed FIS meta-model 

The proposed FIS meta-model is able to predict salinity concentrations at multiple locations 

for multiple output problems. Although ANN has this capability, the superiority of fuzzy 

logic based approaches such as ANFIS over ANN is well documented in the literature 

(Emamgholizadeh et al., 2014; Gong et al., 2016). However, ANFIS is unable to predict 

multiple outputs, and separate ANFIS structures need to be constructed for multiple output 

problems. To overcome this limitation, a FIS based meta-model was proposed to predict 

multiple outputs in a single global structure. In addition, the capability of a fuzzy logic 

approach in order to incorporate vague, imprecise, and fuzzy data eliminates the need to 

normalize the data before being presented to the FIS. 

FIS meta-model was trained from a dataset with 80 input and 25 output variables. 

The number of input and output variables was very large in order to develop a FIS using 

conventional approaches e.g. grid partitioning approach. Therefore, we adopted the FCM 

clustering algorithm to divide the input space into identical clusters that significantly reduced 

the number of rules in FIS generation. Clustering was performed from a known number of 
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clusters by minimizing the fuzzy overlap between clusters. FCM minimized the following 

objective function during clustering to avoid fuzzy overlap 

 

 𝐽𝑚 = ∑∑𝜇𝑖𝑗
𝑚

𝑁

𝑗=1

𝐷

𝑖=1

‖𝑥𝑖 − 𝑐𝑗‖
2 (4.1) 

where, 𝐷 = number of data points, 𝑁 = number of clusters, 𝑚 = fuzzy partition matrix 

exponent, 𝑥𝑖 = 𝑖𝑡ℎ data points, 𝑐𝑗 = centre of the 𝑗𝑡ℎ cluster, 𝜇𝑖𝑗 = degree of membership of 

𝑥𝑖 in the 𝑗𝑡ℎ cluster. 

 

FIS is very effective tool for modelling nonlinear systems (Sugeno and Yasukawa, 

1993; Takagi and Sugeno, 1985). The FIS structure developed and utilized was a Sugeno 

type FIS with 80 input variables (transient pumping values), and 25 output variables (salinity 

concentration values). In the Sugeno system, each rule linearly depends on the input 

variables. Therefore, the Sugeno method is ideal for acting as an interpolating supervisor of 

multiple linear controllers. This capability makes the developed FIS model ideal for highly 

nonlinear systems that are dynamic in nature (MATLAB, 2017d). To evaluate the utility of 

the FIS to predict salinity concentrations at different MLs, 15 rules representing 15 clusters 

were chosen as sufficient. The number of clusters was selected based on trial and error. The 

optimal number of clusters was chosen based on Root Mean Square Error (RMSE) values 

between the actual and predicted saltwater concentrations in the validation dataset. Number 

of clusters that minimized the RMSE value was used to develop the FIS model. Table 4.1 

summarizes the components of the developed FIS. Figure 4.1 shows the design architecture 

of the developed FIS. In Figure 4.1, the inputs (1-80) were crisp (non-fuzzy) numbers with a 

range between 0 and 1300 m3/day. The second pane is the heart of the FIS, in which crisp 

inputs were fuzzified, number of rules was specified based on the number of clusters, all rules 

were evaluated, and finally the combined rules were defuzzified. The last pane represents the 

corresponding crisp output values (1-25) generated by the FIS. 

In the developed FIS, the inputs to the FIS model were equivalent to 80 (16 wells × 

5 time steps). The FIS model output corresponds to the concentrations at the selected MLs 

for all time steps. Hence, there were 25 (5 monitoring locations × 5 time steps) outputs from 

the FIS. The inputs and outputs to the FIS can be written in the form 

 

 
𝐶𝑜𝑛𝑐𝑒𝑛𝑡𝑟𝑎𝑡𝑖𝑜𝑛 𝑎𝑡 𝑚𝑜𝑛𝑖𝑡𝑜𝑟𝑖𝑛𝑔 𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛𝑠

= 𝑓(𝑊𝑎𝑡𝑒𝑟 𝑒𝑥𝑡𝑟𝑎𝑐𝑡𝑖𝑜𝑛 𝑓𝑟𝑜𝑚 𝑝𝑟𝑜𝑑𝑢𝑐𝑡𝑖𝑜𝑛 𝑎𝑛𝑑 𝑏𝑎𝑟𝑟𝑖𝑒𝑟 𝑒𝑥𝑡𝑟𝑎𝑐𝑡𝑖𝑜𝑛 𝑤𝑒𝑙𝑙𝑠) 
(4.2) 
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Table 4.1 Properties of the developed FIS 

Parameters Specifications  Parameters Specifications 

Name of FIS Sugeno8025  And method ‘prod’ 

Type of FIS ‘Sugeno’  Or Method ‘probor’ 

Inputs/Outputs [80 25]  Implementation Method ‘prod’ 

No. of Input MFs 80  Aggregation Method ‘sum’ 

No. of Output MFs 25  Defuzzification Method ‘wtaver’ 

Number of Clusters 15  Input MF type Gaussian 

Number of rules 15  Output MF type Linear 

Rule Weight 1    

Rule Connection 1    

 

The expression in Equation 4.2 can be mathematically expressed as (after 

Bhattacharjya and Datta (2005)) 

 {𝐶𝑖
𝑗
, 𝑖 = 𝑀1, … ,𝑀5, 𝑗 = 1,… ,5} = 𝑓 {

𝑃𝑖
𝑗
, 𝑖 = 1,… ,11, 𝑗 = 1,… ,5,

𝐵𝑖
𝑗
, 𝑖 = 1,… ,5, 𝑗 = 1,… ,5

} (4.3) 

where, 𝑖 and 𝑗 are the indices for locations and time steps, respectively; 𝐶𝑖
𝑗 represents 

the salinity concentrations at the 𝑖𝑡ℎ monitoring locations at 𝑗𝑡ℎ time steps; 𝑃𝑖
𝑗 is the 

abstraction from the 𝑖𝑡ℎ pumping wells at 𝑗𝑡ℎ time steps; 𝐵𝑖
𝑗 is the abstraction from the 𝑖𝑡ℎ 

barrier extraction wells at 𝑗𝑡ℎ time steps. Equation 4.3 represents the approximate simulation 

model based on the FIS meta-model. 

 
Figure 4.1 Architecture of the developed FIS 



Chapter 4: Artificial intelligence based meta-models  

43 
 

4.2.3 Training procedure 

In order to train the FIS meta-model, sufficient datasets were generated using the numerical 

simulation model for different randomized pumping scenarios to make sure the data 

contained the necessary representative range and features. A total of 1500 input-output 

patterns were generated. The entire dataset was divided randomly into training, validation, 

and prediction sets, using random sampling without replacement (Hastie et al., 2008). 

Seventy percent (70%) of the dataset was used for training, 15% of the dataset was used to 

validate the generated FIS structure, while the rest (15%) was used for evaluating the 

prediction capability of the developed FIS. The validation and prediction datasets were 

sufficiently distinct from the training data set. However, training, validation, and prediction 

input dataset were all within the range of the specified pumping values (0 to 1300 m3/day). 

Clustering termination condition was set by specifying the difference in objective function 

values (Equation 4.1) between two successive iterations to 1×10-5. To improve clustering 

results and to reduce fuzzy overlap during clustering, the fuzzy partition matrix exponent was 

set to 1.1. As per the imposed stopping criterion, termination of the clustering process 

occurred when the difference between the objective function (Equation 4.1) values in two 

successive iterations was smaller than the pre-set minimum value. 

4.2.4 Performance measures 

The performance of the trained FIS meta-model was evaluated using the following indices 

 
Mean Squared Error (MSE) 
 

 𝑀𝑆𝐸 =
1

𝑁
∑(𝐶𝑛

𝑂 − 𝐶𝑛
𝑃)2

𝑁

𝑛=1

 (4.4) 

 
 
Root Mean Squared Error (RMSE) 
 

 𝑅𝑀𝑆𝐸 = √
1

𝑁
∑(𝐶𝑛

𝑂 − 𝐶𝑛
𝑃)2

𝑁

𝑛=1

 (4.5) 

 
 
Mean Absolute Percentage Relative Error (MAPRE) 
 

 𝑀𝐴𝑃𝑅𝐸 =
1

𝑁
∑ |

𝐶𝑛
𝑂 − 𝐶𝑛

𝑃

𝐶𝑛
𝑂 |

𝑁

𝑛=1

× 100 (4.6) 
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Nash–Sutcliffe Efficiency Coefficient (NS) 
 
 

 𝑁𝑆 = 1 −
∑ (𝐶𝑛

𝑂 − 𝐶𝑛
𝑃)2𝑁

𝑛=1

∑ (𝐶𝑛
𝑂 − 𝐶𝑂)2𝑁

𝑛=1

 (4.7) 

 
Correlation Coefficient (R) 
 

 𝑅 =
∑ (𝐶𝑛

𝑂 − 𝐶𝑂) × (𝐶𝑛
𝑃 − 𝐶𝑃)𝑁

𝑛=1

√∑ (𝐶𝑛
𝑂 − 𝐶𝑂)2𝑁

𝑛=1 × √∑ (𝐶𝑛
𝑃 − 𝐶𝑃)2𝑁

𝑛=1

 (4.8) 

 
Threshold Statistics (TS) 
 

 𝑇𝑆 =
𝑁𝑎

𝑁
× 100 (4.9) 

 

where, 𝐶𝑛
𝑂 and 𝐶𝑛

𝑃 are the observed and predicted values of seawater concentrations, 

respectively; 𝐶𝑂 and 𝐶𝑃 are the mean values of the observed and predicted saltwater 

concentrations, respectively, and 𝑁 denotes number of data points; 𝑁𝑎 is the number of data 

points whose absolute percentage RE value is less than a specified threshold value 𝑎%. 

4.2.5 Performance evaluation using an illustrative multilayered coastal aquifer study area 

The developed FIS model’s performance was evaluated using a small illustrative coastal 

aquifer system as shown in Figure 4.2. The study area for illustrative purposes was a 

hypothetical coastal aquifer of 4.35 km2, and was heterogeneous in nature. Aquifer 

heterogeneity was considered by incorporating layered zones of different hydraulic 

conductivities. Four distinct layers of hydraulic conductivities were adopted in the present 

study. Aquifer parameters and the hydraulic conductivity values used for each distinct layer 

are presented in Table 3.1 of chapter 3. For simplicity, stratified (layered) heterogeneity along 

the vertical direction was considered, and material within the same layer was considered 

homogeneous. The aquifer considered had a layered stratification in which heterogeneity in 

hydraulic conductivity was assumed significant only in the vertical direction. 

The aquifer was surrounded by the sea and a river system on the southern and eastern 

sides, respectively. The length of the coastline was 3.2 km, whereas the river had a length of 

2.9 km. The total thickness of the aquifer was 80 m, consisting of four distinct layers of 

materials, each having 20 m thickness. A constant head value of 0 m was assigned at both 

ends of the seaside boundary, while the seaside concentration was kept constant at 35 kg/m3. 

The upstream end of the river had a specified head of 1 m that varied linearly along the stream 

from the specified value at the upstream end to zero at the seaside. The compressibility and 

dynamic viscosity of water were taken as 6.69796 × 10−20 md2/kg and 131.328 kg/md, 
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respectively. The western side and bottom of the model domain were considered as no flow 

boundaries. A groundwater recharge rate of 0.05 m/year was assumed to be distributed 

uniformly over the surface area of the entire study area. Groundwater recharge in the form 

of base flow from the riverbed was assumed to be negligible. The entire model domain was 

discretised into triangular finite elements of 190 m size. Element size near the production and 

barrier wells was set to 95 m. The well screens were located in the second and third layers of 

the aquifer. Groundwater was extracted from 11 potential pumping locations represented by 

PW1 to PW11 in Figure 4.2. To create a hydraulic barrier along the coastline to prevent 

saltwater intrusion, 5 barrier wells, named BW1 to BW5 in Figure 4.2, were also considered. 

When pumping, a drop in the hydraulic head occurred near these barrier wells. To maintain 

equilibrium, water from the aquifer moved towards the sea, leading to a decreased saltwater 

intrusion. The salinity concentrations after each time step were monitored at 5 MLs, 

represented by MP1 to MP5. The pumping locations PW6, PW9, and PW10 were also used 

as MLs. The two other MLs, denoted as MP4 and MP5, were located close to the seaside 

boundary. 

 
Figure 4.2 Illustrative study area (three-dimensional mesh and model boundaries) 

The 3-D transient simulation was initiated from an initially prevailing steady state 

condition of the aquifer. To obtain the initial steady state, a constant pumping of 200 m3/day 

from each of the 11 production wells for a period of 5 years was specified. The barrier well 

pumping was not used for this purpose. After 5 years of pumping, the observed heads at 

different nodes of the model domain became constant. These constant heads and resulting 

concentration values at different nodes of the model domain were set as initial conditions for 

simulating the aquifer processes. Figure 4.3 illustrates the initial concentration values, and 

concentration contours at the end of the simulation period (5th time step). It can be seen from 
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the concentration contours in Figure 4.3 that the saltwater front moves further inland 

compared to the initial condition, due to the pumping stress applied at different time steps. 

However, the movement of the saltwater front was restricted by introducing the barrier well 

pumping near the coastline. Various random combinations of production and barrier well 

pumping values were assigned to the well fields of the aquifer. Therefore, the developed FIS-

based meta-model could be easily utilized for deriving optimal spatial and temporal pumping 

strategies, considering the combined effect of beneficial withdrawal for water supply and 

barrier well pumping. 

 
Figure 4.3 Concentration contours; (a) initial concentration, (b) concentration at the 

end of simulation period (time step 5) 

4.2.6 Performance of the developed FIS meta-model based on statistical indices 

The capability of the developed FIS to predict saltwater concentrations at different MLs of a 

heterogeneous coastal aquifer was evaluated based on its performance with training, 



Chapter 4: Artificial intelligence based meta-models  

47 
 

validation, and prediction datasets. It was observed that the Standard Deviation (SD) and 

Coefficient of Variation (CV) of the observed and predicted concentration values in the 

prediction dataset did not vary substantially. The maximum absolute difference in SD 

between the actual and prediction dataset was 3.804, whereas the maximum absolute 

difference in CV was found to be 0.446 %. The model’s performance with regard to RMSE, 

MAPRE, NS, and R values on training, validation, and prediction patterns is summarized in 

Table 4.2. It is apparent that all the performance measures were similar for training and 

validation datasets. The prediction capability of the developed FIS was good, based on 

MAPRE, NS, and R values. The highest MAPRE value obtained in the prediction set was 

1.65 %, and the lowest obtained value was 0.04 %, while the average value of MAPRE was 

0.76 %. Likewise, the highest, the lowest, and the average value of NS in the prediction 

dataset were 1, 0.95, and 0.98, respectively. Model performance was also satisfactory, based 

on R values. The R values obtained were very close to 1 with a maximum, minimum and 

average value of 99.98, 97.74, and 99.20, respectively. It was found that the statistical 

inference index values did not differ noticeably between the training and validation datasets 

(Table 4.2). The developed FIS provided smaller RMSE and MAPRE values, as well as 

higher R and NS values for both training and validation datasets. The highest difference in 

RMSE between the training and validation datasets was 1.78, and this value was observed at 

monitoring location ML2 for time step 5. The maximum values of the difference in MAPRE, 

NS, and R were 0.26, 0.02, and 0.60 respectively. These differences in maximum values were 

observed at monitoring location ML2 at time step 1. 

In the present study, the original values of the concentration without normalization 

were used for the purpose of training and validating the developed FIS. As normalized data 

were not used, the value of MAPRE provided better evaluation of the model performance. 

MAPRE provides information on the distribution of errors and is a measure for testing 

robustness of the developed model (He et al., 2014). The MAPRE index also provides an 

indication about whether a model tends to overestimate or underestimate (He et al., 2014). 

The value of MAPRE for both training, validation, and prediction datasets for all MLs at 

different time steps were very small (Table 4.2). The analysis based on the MAPRE index 

indicated that the errors were more symmetric around zero. The developed model produced 

relative error values of less than 2% for all estimates. This indicates that the developed FIS 

model seems to perform well from the relative error viewpoint. 
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Table 4.2 Performance of the FIS on training, validation, and prediction set of data 

Time 
steps MPs 

Training Validation Prediction 

RMSE MAPRE  
(%) NS R (%) RMSE MAPRE  

(%) NS R (%) RMSE MAPRE 
(%) NS R (%) 

1 

1 0.03 0.08 0.95 97.70 0.03 0.09 0.95 97.62 0.03 0.08 0.96 97.74 

2 4.17 1.38 0.97 98.24 4.87 1.64 0.95 97.64 5.02 1.65 0.95 98.04 

3 2.68 1.25 0.98 98.90 2.93 1.41 0.98 98.78 2.81 1.30 0.97 98.84 

4 4.00 0.13 1.00 99.89 4.29 0.14 1.00 99.87 4.08 0.14 1.00 99.89 

5 1.11 0.03 1.00 99.98 1.15 0.04 1.00 99.98 1.09 0.04 1.00 99.98 

2 

1 0.08 0.22 0.97 98.50 0.09 0.25 0.96 98.10 0.10 0.26 0.96 98.38 

2 7.48 1.43 0.98 98.75 8.35 1.63 0.97 98.37 8.51 1.62 0.97 98.67 

3 5.26 1.40 0.98 99.18 5.79 1.55 0.98 98.98 5.43 1.38 0.98 99.14 

4 7.58 0.18 1.00 99.86 7.77 0.18 1.00 99.87 7.72 0.18 1.00 99.86 

5 1.79 0.04 1.00 99.98 1.80 0.04 1.00 99.99 1.75 0.05 1.00 99.98 

3 

1 0.19 0.49 0.97 98.58 0.19 0.49 0.97 98.38 0.24 0.55 0.97 98.50 

2 11.79 1.44 0.98 98.87 13.01 1.56 0.97 98.66 12.75 1.56 0.98 98.83 

3 9.13 1.47 0.98 99.15 8.60 1.40 0.98 99.20 9.37 1.49 0.98 99.16 

4 10.59 0.19 1.00 99.86 11.23 0.19 1.00 99.87 10.76 0.19 1.00 99.86 

5 2.43 0.05 1.00 99.98 2.77 0.05 1.00 99.98 3.04 0.05 1.00 99.98 

4 1 0.39 0.84 0.97 98.74 0.42 0.97 0.97 98.48 0.38 0.80 0.98 98.71 
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2 17.11 1.38 0.98 98.90 18.05 1.50 0.97 98.72 18.48 1.53 0.98 98.86 

3 13.44 1.43 0.98 99.17 14.17 1.55 0.98 99.09 14.73 1.51 0.98 99.13 

4 13.13 0.18 1.00 99.87 14.21 0.20 1.00 99.86 13.90 0.20 1.00 99.87 

5 3.35 0.05 1.00 99.98 3.73 0.06 1.00 99.98 3.88 0.06 1.00 99.98 

5 

1 0.72 1.28 0.98 98.75 0.70 1.33 0.97 98.76 0.73 1.27 0.97 98.74 

2 23.08 1.33 0.98 98.92 24.86 1.49 0.97 98.67 23.96 1.37 0.98 98.88 

3 18.34 1.36 0.98 99.18 19.58 1.44 0.98 99.10 20.45 1.51 0.98 99.14 

4 14.87 0.17 1.00 99.89 16.34 0.18 1.00 99.87 15.79 0.19 1.00 99.88 

5 4.06 0.05 1.00 99.98 4.51 0.06 1.00 99.98 4.58 0.06 1.00 99.98 

Avg.  7.07 0.72 0.98 99.23 7.58 0.76 0.98 99.11 7.58 0.76 0.98 99.20 
*RMSE = Root Mean Squared Error, MAPRE = Mean Absolute Percentage Relative Error, R = Coefficient of Correlation 
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Another statistical parameter that evaluates the capability of a hydrological model to 

predict any system behaviour is the NS. A model’s prediction capability is 100% perfect 

when the NS value is equal to 1. The prediction of any model is deemed acceptable when NS 

criterion has a value greater than or equal to 0.8 (Shu and Ouarda, 2008). In the present study, 

the NS values for both training, validation, and prediction datasets were greater than 0.8, 

which indicate that the developed FIS predictions were within the acceptable range. It was 

assumed that the FEMWATER simulation results were as accurate as could be obtained in 

real situations. The predicted concentration values were those obtained from the developed 

FIS meta-model. It was observed that the FIS estimates were very close to the corresponding 

values of actual salinity concentrations at all MLs for all time steps. The R2 values for all the 

estimates were also very close to unity with the lowest value obtained was 0.9473 at 

monitoring location MP2 at time step 1. The value of R2 varied between 0.9473 and 0.9997. 

The model showed good prediction accuracy for all MLs and for all time steps. 
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Figure 4.4 MAPRE values between actual and predicted concentrations in the 
prediction dataset at different time steps for Monitoring Locations 1 – 5; 
(a) time step 1, (b) time step 2, (c) time step 3, (d) time step 4, (e) time step 
5 
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The prediction capability was slightly lower at monitoring location MP2. However, 

the prediction at this location was also very reliable and accurate in terms of obtained R2 

values. The model performance was also acceptable in terms of RMSE values. As normalized 

data were not used in the present study, the values of RMSE looked a bit higher. However, 

considering the higher concentration values at some MLs, the higher values of RMSE is 

justifiable. The highest value of RMSE obtained in the prediction dataset was 23.96 at 

monitoring location MP2 at time step 5 (Table 4.2) whereas the lowest value obtained was 

0.03 at the monitoring location ML1 at time step 1 with an average value of 7.58 (Table 4.2). 

Figure 4.4 shows the MAPRE values at different MLs for various time steps. The 

values of MAPRE were very small for all MLs. From the results of performance evaluation, 

it is logical to reach the conclusion that the developed FIS is able to simulate aquifer 

processes for the demonstrative study area representing a typical heterogeneous coastal 

aquifer system to a reasonable level of precision. 

4.2.7 Generalization capability of the FIS for new datasets 

The generalization capability of the developed FIS meta-model for a new set of data was 

evaluated by presenting a completely new set of data to the FIS model. These results should 

enhance the evaluation of the FIS by incorporating an entirely new set of inputs and outputs. 

This pumping dataset was completely different from that of the training, validation, and 

prediction dataset used earlier. This dataset was generated from a new LHS within the 

pumping range of 0-1300 m3/day. A total number of 15 data points with 80 different pumping 

values representing 80 pumping variables were generated. The corresponding concentrations 

at 5 different MLs at 5 time periods were determined by utilizing the same simulation model 

with same initial and boundary conditions. The pumping values were presented to the FIS 

model to generate the outputs in terms of salinity concentrations at different MLs. Table 4.3 

summarizes the statistical indices of the actual and predicted values of saltwater 

concentrations at different MLs and for various time steps using a completely new data set. 

For all MLs, larger values of R and NS as well as smaller values of RMSE and MAPRE were 

found. The values of R and NS for all the cases were very close to 1. The values of MAPRE 

for all the locations were less than 3%. This indicates the ability of the developed FIS to 

mimic the coupled flow as well as salt transport processes for a hypothetical illustrative 

coastal area with good accuracy. However, this range of possible inputs needs to be 

representative of the possible range of the field values for accurate prediction. 
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Table 4.3 Statistical indices of the observed and predicted concentration values from a 
new dataset 

Time 
steps MPs R RMSE MAPRE (%) NS 

1 

1 0.987 0.014 0.033 0.967 

2 0.972 5.626 2.059 0.878 

3 0.994 2.968 1.401 0.872 

4 1.000 1.957 0.069 0.999 

5 1.000 0.625 0.025 0.999 

2 

1 0.994 0.042 0.119 0.987 

2 0.997 7.114 1.423 0.961 

3 0.990 4.299 1.170 0.961 

4 1.000 3.733 0.089 0.999 

5 1.000 1.283 0.025 0.999 

3 

1 0.998 0.078 0.236 0.985 

2 1.000 11.965 1.340 0.971 

3 0.984 11.475 1.918 0.930 

4 1.000 5.675 0.102 0.999 

5 1.000 3.050 0.066 0.998 

4 

1 0.999 0.117 0.209 0.994 

2 0.996 29.207 2.232 0.906 

3 0.995 17.142 1.664 0.956 

4 1.000 8.456 0.124 0.999 

5 0.999 7.949 0.138 0.996 

5 

1 0.990 0.451 0.650 0.976 

2 0.983 36.030 1.961 0.922 

3 0.997 30.819 2.298 0.960 

4 1.000 16.090 0.200 0.998 

5 0.999 11.053 0.154 0.994 

4.3 Development of MARS meta-model 

MARS, a non-parametric adaptive regression technique, is capable of building flexible 

regression models (Friedman, 1991). It divides the entire solution space into various intervals 

of input variables, and builds regression models by fitting individual Splines or Basis 

functions to each interval (Bera et al., 2006). MARS based meta-models were developed to 
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simulate saltwater intrusion processes in coastal aquifers, and to predict salinity 

concentrations at different MLs. The MARS based meta-models predict salinity 

concentrations through input-output mapping by integrating both a forward and a backward 

stepwise procedure. To avoid the development of unnecessarily complex models, and to 

prevent model overfitting, MARS incorporates a backward stepwise procedure that 

eliminates irrelevant input variables in determining the output variable (Salford-Systems, 

2016). Input-output mapping of the developed MARS model can be expressed as 

 𝐵𝐹𝑖(𝑋) =

𝑚𝑎𝑥(0, 𝑋𝑗−∝)

𝑂𝑅
𝑚𝑎𝑥(0, ∝ −𝑋𝑗)

 (4.10) 

 

 𝑌 = 𝑓(𝑋) = 𝛽 ± 𝛾𝑘 ∗ 𝐵𝐹𝑖(𝑋) (4.11) 

where, 𝑖 and 𝑗 are the indices for Basis functions and input variables (groundwater 

extractions), respectively; 𝐵𝐹𝑖 represents 𝑖𝑡ℎ Basis functions, the value of which is 

determined by taking the maximum value between 0 and the difference in values between 𝑋𝑗 

and ∝; 𝑋𝑗 represents 𝑗𝑡ℎ input variables (groundwater extractions); ∝ is a constant referred 

to as knot; 𝛽 indicates a constant value; 𝛾𝑘 is the corresponding coefficients of 𝐵𝐹𝑖(𝑋); ′ ± ′ 

indicates that the next entity may be added to or subtracted from the previous entity. ′ ± ′ 

depends on the sign of the coefficient of variable. The product of coefficient of variable and 

the 𝑖𝑡ℎ 𝐵𝐹 is subtracted when it has a negative sign, and vice versa; and 𝑌 denotes predicted 

saltwater concentration value at a specified ML. The right hand side of Equation 4.10 is 

called hinge functions. A hinge function is defined by a variable and a knot.  

MARS builds regression based meta-models by adding Basis functions, a 

mechanism that defines variable intervals. MARS constructs relatively flexible models by 

fitting piecewise linear regressions. The nonlinearity of the system to be modelled is 

approximated by using separate regression slopes in distinct intervals of the input variable 

space. The variables to use and the end points of the intervals for each variable are obtained 

through an intensive search technique (Salford-Systems, 2016). 

Individual MARS meta-models were developed for each ML. The maximum number 

of Basis functions was selected based on the number of input variables considered to develop 

the MARS meta-models. These input variables were the transient groundwater extraction 

values from a combination of 11 production and 5 barrier wells for a management period of 

5 years. The study considered 80 (16 wells × 5 years) input groundwater extraction values 

distributed in space and time. Therefore, 200 Basis functions were chosen based on the ‘rule 

of thumb’ (more than two times the number of variables) (Salford-Systems, 2016). As a 

result, 100 forward steps were allowed to build the MARS meta-models in this study. By 
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default, MARS generates one knot for every observed data value. A knot at a value of x = 20 

within a mirrored pair of hinge functions is presented in Figure 4.5. This default value allows 

MARS regression to change slope or direction anywhere and as often as the data dictate. 

MARS meta-models can be made less locally adaptive by increasing the number of data 

points required between knots. However, it is always preferable to use optimum number 

observations between the knots in constructing MARS meta-models. 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.5 A mirrored pair of hinge functions with a knot at x = 20 

The minimum number of observations between knots was selected by conducting 

numerical experiments by changing this parameter to a reasonable number of times. No 

penalty was added to the variables, enabling MARS to give equal priority to all input 

variables in the forward stepping process of model development. However, in the backward 

stepping process, MARS sparingly chose the most relevant input variables required to predict 

the output variables. This backward step kept the developed model as simple as possible, 

with less possibility of model overfitting. A commercial software package, Salford Predictive 

Modeller® (SPM, 2016) was used to build the MARS models. 

4.3.1 Number of input-output training patterns 

The present study considered eighty input pumping variables having a domain size of 0-1300 

m3/day, making the search space an 80-sided hypercube (Sreekanth and Datta, 2010). Thus, 

a meta-model incorporating these variables needs a large number of input-output datasets. 

However, in adaptive meta-models like MARS utilizing adaptive search space methodology 

in which forward and backward steps are used to modify the search space in relation to 

variable importance greatly reduces the number of input-output data pairs. The optimum 
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number of input-output training patterns was selected by observing the significant 

improvements of MARS models’ prediction accuracy. After a certain threshold value, an 

increase in the number of input-output training patterns did not provide any significant 

improvement in prediction capability. This particular threshold value was used as the 

optimum number of training patterns for MARS based meta-models. In the present study, 

1500 sets of input-output patterns were found appropriate for the purpose of training and 

validating the MARS meta-models. These 1500 input-output training patterns were selected 

based on a compromise between accuracy and computational feasibility, as well as 

computational time requirements. After using an initial 1000 patterns, an additional 100 

patterns were added sequentially to the existing patterns, and the MARS models’ prediction 

accuracy was evaluated by observing the training and testing RMSE values. After 1500 

patterns were evaluated, the addition of further patterns did not improve the prediction 

accuracy significantly. Therefore, 1500 patterns were chosen as an appropriate number for 

developing MARS based meta-models.  

4.3.2 Relative importance of input variables 

Figure 4.6 illustrates the relative importance of input variables in predicting the saltwater 

concentrations at ML5 as an example. It is represented as impact factor expressed in a 0-1 

scale. Impact factor refers to the contribution of a variable in developing MARS meta-

models. The variable that has the highest influence on the model development has an impact 

factor of 1 whereas the variable that is not contributing to the model development gets an 

impact factor of 0. Twenty-four, 15, 15, 12, and 7 numbers of variables out of 80 input 

variables were assigned to have 0 impact factor by MARS in obtaining the salinity 

concentrations at monitoring locations ML1, ML2, ML3, ML4, and ML5, respectively. For 

instance, at ML1, 24 input pumping variables were ignored by the MARS meta-model, 

implying that determination of salinity concentrations at ML1 was not influenced by these 

ignored input variables. Likewise, the numbers of input variables ignored by MARS in 

developing the final models at ML2, ML3, ML4, and ML5 are 15, 15, 12, and 7, respectively.  
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Figure 4.6 Impact factors of variables predicting salinity concentrations at ML5 

Pumping at a given location may not substantially affect the salinity concentrations 

at specified MLs. Therefore, these choices of relevant input variables, i.e. the extraction at 

different locations, were actually made by the MARS meta-model. It is difficult to list each 

of these relevant extraction variables for each of the MLs. For example, to predict salt 

concentrations at monitoring location MP5, the relevant extraction values not chosen by the 

MARS meta-model were: water extractions from production well 1 at time step 5 (variable 

X5), from production well 2 at time step 5 (variable X10), from production well 5 at time 

step 5 (variable X25), from production well 8 at time step 5 (variable 40), from barrier well 

1 at time step 4 (variable X59), from barrier well 1 at time step 5 (variable X60), and from 

barrier well 2 at time step 5 (variable X65). 

4.3.3 Minimum observations between knots 

An important parameter in developing MARS based meta-models is the minimum 

observations between the knots. This parameter was set to its default value in the process of 

datasets selection. After the correct proportions of datasets were selected, a further trial was 

conducted to determine the optimum number of observations between the knots (Figure 4.7). 

RMSE criterion between the training and testing datasets was used to determine the minimum 

number of observations between knots. The minimum numbers of observations between 

knots during the MARS meta-model development phase were 4, 15, 2, 1, and 20 at 

monitoring locations ML1, ML2, ML3, ML4, and ML5 respectively. However, this 

sequential approach of selecting the minimum number of observations between knots does 

not guarantee that the optimal value found is ‘optimal’. The MARS meta-models thus 

developed were tested for their performance on a completely new set of validation data. For 

consistency, the 300 validation datasets were kept the same for testing the performance of all 

five MARS meta-models developed at the five MLs. 
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4.3.4 Performance of the MARS based meta-models 

Each developed MARS meta-model was utilized to predict salinity concentrations at 

specified MLs, with respect to transient pumping stress applied to the aquifer. The accuracy 

of the MARS meta-model was evaluated based on its performance with a completely new 

test dataset, which was different from training and testing datasets during the training phase 

of individual model development, and is presented in Table 4.4. It is apparent from Table 4.4 

that model performance was satisfactory based on the selected statistical indices. MARS 

produced smaller values of RMSE and Mean Absolute Percentage Relative Error (MAPRE) 

as well as higher values of R and NS for the new testing datasets. 
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Figure 4.7 Selection of minimum observation between knots during the training phase; 
(a) monitoring location ML1, (b) monitoring location ML2, (c) monitoring 
location ML3, (d) monitoring location ML4, and (e) monitoring location 
ML5 
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RMSE provides a good measure of prediction capability because it incorporates both 

the variance and bias of the prediction error. Therefore, RMSE criterion provides an 

indication of how well the model fits the test data. RMSE values calculated on the training 

and testing data set, as well as on a completely new realization of the test dataset for MARS 

models developed at ML1-ML5, are presented in Table 4.4. It is observed from Table 4.4 

that the training and testing RMSE values did not differ significantly. This indicates that 

MARS model did not overfit during the training phase of model development. The 

performances of MARS models on a new test dataset were also satisfactory, based on RMSE 

criterion. However, the downside of using RMSE is that it gives more weight to the outlying 

observations. Therefore, MAPRE and NS criteria were also used to evaluate prediction 

performance of the developed MARS meta-models. MAPRE provides better evaluation of 

the model performance by providing information on the distribution of errors. The developed 

models had a relatively small MAPRE values (average MAPRE values were less than 5% 

for all estimates) at all MLs. This indicates that MARS is able to perform well from the 

relative error viewpoint. On the other hand, NS criteria also provides the evaluation of 

performance of a model in terms of prediction capability. The prediction capability of any 

model is deemed acceptable when NS values are greater than or equal to 0.8 (Shu and Ouarda, 

2008). MARS meta-models for all MLs provided NS values greater than 0.8, indicating that 

the MARS meta-model’s prediction errors were within acceptable limits. The values of R for 

all estimates were very close to 1, indicating that the model performance was also satisfactory 

on correlation coefficient viewpoint. 

 

Table 4.4 Statistical indices for performance evaluation of MARS meta-model 

MLs 

MAPRE,% NS RMSE, mg/l R 

Train Test 
New 
Test 

Train Test 
New 
Test 

Train Test 
New 
Test 

Train Test 
New 
Test 

ML1 1.26 1.49 1.33 0.97 0.70 0.79 0.75 0.988 0.984 0.985 1.26 1.49 

ML2 0.48 0.51 0.43 0.99 8.69 9.48 8.21 0.998 0.998 0.998 0.48 0.51 

ML3 0.53 0.56 0.54 0.99 7.70 7.78 7.85 0.998 0.998 0.998 0.53 0.56 

ML4 0.08 0.09 0.08 0.99 7.55 8.67 7.39 0.999 0.999 0.999 0.08 0.09 

ML5 0.04 0.04 0.05 0.99 3.41 3.41 3.40 0.999 0.999 0.999 0.04 0.04 
*MAPRE = Mean Absolute Percentage Relative Error, NS = Nash-Sutcliffe Efficiency Coefficient, RMSE = Root Mean 
Squared Error, R = Correlation Coefficient 
 

The values of Threshold Statistics (TS) (Raghavendra and Deka, 2015) were 

calculated to estimate the percentage of data points whose relative error values were less than 

the specified threshold values. Four threshold values were selected to ensure that all relative 
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error values fall within the highest assigned threshold value. Performance of the MARS meta-

models in terms of TS criterion indicates that at ML1, MARS had 51.33% estimates lower 

than 1% relative error. More than 97% estimates were lower than 5% relative error, whereas 

99% estimates were lower than 8% relative error at ML1. All the estimates for other MLs 

follow similar trend and is presented in Table 4.5. 

 

Table 4.5 Threshold statistics based on percentage relative error criterion 

MLs 
Threshold Statistics (for new test data), % 

“<1%” “<2%” “<5%” “<8%” 

ML1 51.33 80.67 97.67 98.67 

ML2 92.00 99.67 100.0 100.0 

ML3 87.67 98.33 100.0 100.0 

ML4 100.0 100.0 100.0 100.0 

ML5 100.0 100.0 100.0 100.0 

 

MARS provided a transparent relationship between the transient groundwater 

extraction values and the resulting saltwater concentration values at specified MLs. 

Prediction of salinity concentrations was straightforward from the regression equations 

developed by MARS meta-models. During the development of this regression equation, 

MARS learned and extracted knowledge from the dataset, and provided an explicit 

relationship between the input and output variables (Yang et al., 2003). In addition, MARS 

parsimoniously selected input variables that were most relevant in obtaining the output 

variables for developing the model. In fact, the number of MARS meta-models depends on 

the number of output variables, permitting this parsimonious selection process (Sreekanth 

and Datta, 2011a). In a physical system, certain sets of stresses influence the inputs more 

than others do. In this study, input stresses were the groundwater extractions, and the outputs 

were the saltwater concentrations. It is obvious that extractions at certain locations might not 

have significant impact on the salt concentrations at certain specified MLs. The inbuilt 

capability of the MARS model was utilized to select these more relevant input variables 

(groundwater extractions) for predicting salt concentrations at different MLs. Therefore, in 

developing model at any particular ML, MARS chose only those input variables that were 

the most influential in determining saltwater concentration at that location. Thus, these most 

relevant groundwater extraction values might vary for different MLs. 
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4.4 Summary and conclusions  

A FCM clustering based FIS and an adaptive MARS based meta-models were developed to 

predict saltwater concentrations at different MLs in response to groundwater abstraction from 

an illustrative multilayered coastal aquifer system. The trained and validated meta-models 

were utilized as approximate simulators (emulators) of the complex density dependent 

coupled flow and salt transport processes in coastal aquifers. The illustrative coastal aquifer 

study area was stratified, and it incorporated vertical heterogeneity in hydraulic conductivity. 

The saltwater intrusion process was induced by the combination of pumping from production 

wells for beneficial use and barrier well pumping. Training and validation datasets, in terms 

of transient groundwater extraction and the resulting salinity concentrations at different MLs, 

were obtained from a finite-element based 3-D combined flow and salt transport numerical 

simulation model. Performance evaluations conducted in this study required randomized 

generation of input stresses and corresponding response patterns for the chosen study area. 

A typical coastal study area was chosen for synthetically generating field data, using random 

inputs in a numerical simulation model. Results obtained from the developed meta-models 

and the numerical model simulated values were judged and evaluated by comparing 

prediction performance. The errors in prediction for the illustrative study area were quite 

small, and therefore it was not felt necessary to compare the evaluation results with those 

obtained utilizing meta-models based on other algorithms, e.g., an ANN and GP. 

The developed FIS is capable of implementing crisp nonlinear mapping specified by 

fuzzy IF-THEN rules that encode expert or common sense knowledge of the problem. A 

Sugeno FIS is accurate, computationally efficient, works well with adaptive techniques, 

suitable for mathematical analysis, and has guaranteed continuity of the output surface. It has 

the ability to represent concentration field at multiple locations with a single training. In that 

sense, it overcomes the need for multiple meta-models for multiple output problems. 

Therefore, this new meta-model is potentially applicable as a new and more efficient meta- 

model for application in coastal aquifers. The time required to train and validate the FIS was 

almost negligible compared to other existing meta-models for salinity predictions. Moreover, 

once trained, the FIS can provide the prediction results very quickly.  

This study also illustrates the use of MARS as a useful soft-computing tool in 

predicting salinity concentrations in a linked S-O methodology for optimal groundwater 

extraction strategies. Separate MARS based meta-models were developed at individual MLs. 

MARS provides simple regression equation by utilizing a set of Basis functions, making it a 

good candidate meta-model in the S-O approach. Moreover, the adaptive nature of the MARS 

algorithm, resulting from its inherent characteristics of selecting the most influential input 

variables, reduces the chanced of model overfitting and increases the robustness of MARS 
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based meta-models. MARS maps the nonlinear relationship between transient groundwater 

extraction values and salinity concentrations at different MLs. From the performance 

evaluation viewpoint, the proposed MARS meta-model can be successfully applied to predict 

salinity concentrations in coastal aquifers. 

However, the practical utility of the developed meta-models lies in their use when 

repeated simulations of the flow and transport processes are necessary. The enormous 

reduction in computational time for predicting the impact of any pumping strategy on the 

resulting salinity scenario makes these meta-models ideal for linkage within an S-O model 

for developing regional scale coastal aquifer management strategies. No doubt further 

evaluations using field data from coastal aquifers are necessary to establish the applicability 

of such meta-models within the linked S-O methodology. The next chapter discusses the 

development and evaluation of two objective saltwater intrusion management models by 

utilizing trained FIS and MARS based meta-models as an approximate of the numerical 

simulation models in the coupled S-O model. 
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Chapter 5: Management of coastal aquifers using the meta-model 
based coupled simulation-optimization approach 

Partial contents of this chapter have been published and copyrighted, as outlined below: 

 
Roy, D. K., & Datta, B. (2018b). Comparative efficiency of different artificial intelligence 
based models for predicting density dependent saltwater intrusion processes in coastal 
aquifers and saltwater intrusion management utilizing the best performing model. 
Desalination and Water Treatment, 105, 160–180. 
  
Roy, D. K., & Datta, B. (2018a). A surrogate based multi-objective management model to 
control saltwater intrusion in multi-layered coastal aquifer systems. Civil Engineering and 
Environmental Systems, 1-26.  

 

This chapter discusses the development and evaluation of two objective saltwater intrusion 

management models by utilizing trained FIS and MARS based meta-models as an 

approximate of the numerical simulation models in the S-O model. 

5.1 Summary 

Simulation of saltwater intrusion processes requires the application of density dependent 

coupled flow and salt transport numerical simulation models that are computationally 

intensive. Therefore, linking these numerical simulation models to a linked S-O methodology 

for management of coastal aquifers results in enormous computational time for solution. For 

instance, linked S-O methodology for a small 3-D coastal aquifer may require as much as a 

30-day computer run time (Dhar and Datta, 2009a). One way of achieving computational 

efficiency in such a linked S-O approach is the use of reasonably accurate approximate meta-

models, which are very useful tools to approximately simulate the coupled flow and salt 

transport processes in coastal aquifers (Banerjee et al., 2011; Bhattacharjya et al., 2007; 

Kourakos and Mantoglou, 2009; Kourakos and Mantoglou, 2013; Sreekanth and Datta, 

2011a). These approximate meta-models can replace the computationally intensive 

numerical simulation models to achieve computational efficiency in a linked S-O approach. 

Repeated use of these meta-models by the optimization algorithm does not pose significant 

computational time because these meta-models are simplified representation of the complex 

simulation models. One of the prime objectives of the current study is to develop 

computationally efficient meta-models to replace complex numerical simulation models 

within a coupled S-O approach in developing saltwater intrusion management models in 

coastal aquifers. This chapter presents the development of multiple objective saltwater 

intrusion management models by utilizing trained FIS and MARS based meta-models as 

approximate simulators of the numerical simulation models. These meta-models were then 



Chapter 5: Meta-model based coastal aquifer management model 

65 
 

externally linked to a Controlled Elitist Multiple Objective Genetic Algorithm (CEMOGA) 

within a computationally feasible coupled S-O approach in order to develop optimal 

groundwater extraction strategies for a coastal aquifer system. 

Two management models prescribing optimal groundwater extraction strategies in 

coastal aquifers were developed by using FIS and MARS based meta-models, respectively.  

CEMOGA (Deb and Goel, 2001) was used to search for optimal groundwater extraction 

strategies, while maintaining the maximum allowable saltwater concentration limits at the 

specified MLs. Two conflicting objectives of groundwater extraction strategy were 

considered in this study. The first objective ensures the maximum withdrawal of groundwater 

for beneficial purposes. The second objective minimizes the water extraction from barrier 

pumping wells in order to control saltwater intrusion by establishing a hydraulic head barrier 

near the coastal boundary. The multiple objective management model provides a trade-off 

between these conflicting objectives in terms of a Pareto optimal front, which consists of 

several non-dominated feasible alternative groundwater extraction strategies that meet the 

pre-specified allowable saltwater concentration limits at specified MLs. Using any one of the 

Pareto optimal solutions, an optimal pumping strategy can be specified for the management 

time frame to control saltwater intrusion within the permissible limits. However, selection of 

a single Pareto optimal solution as the prescribed preferred optimal strategy will require 

further preference ordering of the solutions (Datta and Peralta, 1986). 

Attaining computational feasibility and efficiency is the main advantage of meta-

model based linked S-O models for the regional scale management of coastal aquifers. 

Computational efficiency can be significantly improved by implementing parallel 

computation capabilities in which objective function (s) and all other constraints of the 

optimization problem are evaluated in parallel by distributing them into physical cores of a 

PC. In this study, four physical cores of a standard seven core PC were utilized to evaluate 

the objective functions and constraints of the multiple objective saltwater intrusion 

management problem. Integration of parallel processing capabilities within the optimization 

model was shown to improve both computational efficiency and the feasibility of solving 

such large-scale multiple objective problems. 

The performance of the proposed FIS and MARS meta-model based coupled S-O 

approach was evaluated for illustrative coastal aquifer systems. The performance evaluation 

of the saltwater intrusion management model using FIS based meta-models was executed for 

a coastal aquifer study area proposed in Sreekanth and Datta (2011a). The MARS based 

management model was developed for an illustrative study area described in Subsection 4.2.5 

of chapter 4. The results of the management models indicated that both FIS and MARS based 

meta-models provided acceptable, accurate, and reliable groundwater extraction patterns to 

limit the saltwater concentrations within the pre-specified maximum allowable limits. 
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Therefore, the methodology developed utilizing the FIS and MARS based meta-models is 

potentially applicable for developing optimal groundwater extraction strategies for 

sustainable regional scale management of coastal aquifers. 

5.2 Saltwater intrusion management model 

The proposed saltwater intrusion management model was multi-objective in nature in that 

two conflicting objectives of groundwater extraction strategy were considered. The first 

objective ensured the maximum withdrawal of groundwater for beneficial purposes. The 

second objective minimized the water extraction from barrier pumping wells to control 

saltwater intrusion by establishing a hydraulic head barrier near the coastal boundary. 

5.2.1 Multiple objective optimization formulation 

The mathematical formulation for the proposed saltwater intrusion management 

methodology is expressed by the following equations 

 𝑀𝑎𝑥𝑖𝑚𝑖𝑧𝑒: 𝑓1(𝑄𝑃𝑊) = ∑ ∑ 𝑄𝑃𝑊𝑟
𝑡

𝑇

𝑡=1

𝑅

𝑟=1

 (5.1) 

 

 𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒: 𝑓2(𝑄𝐵𝑊) = ∑ ∑ 𝑄𝐵𝑊𝑘
𝑡

𝑇

𝑡=1

𝐾

𝑘=1

 (5.2) 

Subject to 

 𝐶𝑖 = 𝑓(𝑄𝑃𝑊, 𝑄𝐵𝑊) (5.3) 

 

 𝐶𝑖 ≤ 𝐶𝑚𝑎𝑥 ∀𝑖 (5.4) 

 

 𝑄𝑃𝑊(𝑚𝑖𝑛) ≤ 𝑄𝑃𝑊𝑟
𝑡 ≤ 𝑄𝑃𝑊(𝑚𝑎𝑥) (5.5) 

 

 𝑄𝐵𝑊(𝑚𝑖𝑛) ≤ 𝑄𝐵𝑊𝑘
𝑡 ≤ 𝑄𝐵𝑊(𝑚𝑎𝑥) (5.6) 

where, 𝑄𝑃𝑊𝑟
𝑡  represents water extraction from the 𝑟𝑡ℎ pumping well throughout 𝑡𝑡ℎ 

time phase; 𝑄𝐵𝑊𝑘
𝑡  stands for water extraction from 𝑘𝑡ℎ barrier extraction well throughout 𝑡𝑡ℎ 

time phase; 𝐶𝑖 symbolizes saltwater concentrations at 𝑖𝑡ℎ monitoring locations at the closure 

of the management period. Equation 5.3 indicates salinity concentration is a function of both 

production and barrier extraction wells; Equation 5.4 specifies the maximum allowable salt 

concentration at specified monitoring locations; Equation 5.5 and Equation 5.6 provide the 

lower and upper limits on the water extraction rate from the pumping wells and barrier 
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extraction wells, respectively. Subscripts 𝑃𝑊 and 𝐵𝑊 stand for production bores and barrier 

extraction wells, respectively. 𝑅, 𝐾, and 𝑇 stand for the entire pumping wells, barrier 

extraction wells, and time periods, respectively. The first objective of maximization of 

groundwater extraction from the pumping wells for beneficial use is represented by Equation 

5.1, and the second objective of minimizing the water extraction from barrier pumping wells 

is given by Equation 5.2. 

5.2.2 Optimization algorithm-CEMOGA  

A population based search algorithm, CEMOGA (Deb and Goel, 2001) was utilized for 

optimization. This algorithm demonstrated better convergence for a number of complex 

optimization problems (Deb and Goel, 2001) . The key feature of CEMOGA lies in its ability 

to prefer individuals, who despite having low fitness values, help in increasing the diversity 

of the population. The diversity of the population is preserved by regulating the population’s 

elite members during the progress of the algorithm, making the new population more diverse. 

More specifically, this regulated elitist tactic allows a particular fraction of the population 

(dominated populations) to be part of the current preeminent non-dominated solutions. This 

inclusion of a particular portion of the dominated solutions in the non-dominated solutions 

greatly reduces the effect of elitism. ‘Pareto Fraction’ and ‘Distance Function’ are the two 

parameters that control the extent of elitism. The first parameter restricts the number of 

individuals (elite members) on the Pareto front, whereas the second one is intended to 

preserve the diversity on the Pareto front by giving preference to individuals who are 

reasonably far-off on the front (Deb and Goel, 2001). 

5.2.3 Coupled S-O model 

In the coupled S-O approach, the simulation part was replaced by properly trained and 

validated meta-models. The meta-models were then linked to the CEMOGA to develop 

global Pareto optimal groundwater extraction strategies. The optimization algorithm, 

CEMOGA generates an initial set of groundwater extraction values, and the resulting salinity 

concentrations were evaluated by the meta-models. Constraints in terms of maximum 

permissible salinity concentrations at specified MLs were checked. The process was 

continued until all imposed constraints were satisfied. Schematic representation of the 

saltwater intrusion management model developed in the present study is illustrated in Figure 

5.1. Two coupled S-O based saltwater intrusion management models, viz., FIS-CEMOGA 

and MARS-CEMOGA were developed in this research. 
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5.2.4 Parallel computing 

Parallel computing was performed in the MATLAB (MATLAB, 2017c) environment by 

distributing the objective functions and constraints to all physical processors of the PC rather 

than running them serially with parallel gradient estimation. Therefore, parameters were 

automatically passed to worker machines during the execution of parallel computations. A 

parallel pool of four workers was implemented by utilizing the four physical cores of a 

standard computer [Intel® Core™ i7-2600 CPU @3.40 GHz, 8GB RAM] by utilizing parallel 

computing toolbox of MATLAB. 

 

 
Figure 5.1 Flow diagram of the management model 

5.3 FIS-CEMOGA based saltwater intrusion management model 

The performance of the FIS-CEMOGA based management model was evaluated using a 

small illustrative coastal aquifer system of 2.52 km2 aerial extent, and an aquifer thickness 
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of 60 m (Sreekanth and Datta, 2011a). The aquifer system with finite element meshes, and 

location of different production and barrier pumping wells with MLs is illustrated in 

Figure5.2. The seaside boundary (2.04 km long) was assumed to have a constant head of 0.0 

m and a constant concentration of 35 kg/m3. The other two sides of the model domain (total 

length = 4.85 km) and the bottom of the aquifer were considered as no flow boundaries. The 

average thickness of the aquifer was 60 m, which was vertically discretised into 3 layers of 

20 m each. However, the aquifer properties were the same at all of these 3 layers. The sizes 

of the triangular finite elements were decided based on the mesh dependency test. Element 

sizes smaller than 150 m induced an additional computational burden but did not achieve any 

further improvement in terms of computational efficiency and accuracy. Therefore, the entire 

model domain was divided into triangular finite elements of 150 m size. A finer element size 

of 60 m was used near the production and barrier extraction wells. Abstraction of water was 

carried out from 8 production wells placed inside the model domain for beneficial purposes, 

and 3 barrier extraction wells placed near the coastline to hydraulically control saltwater 

intrusion. 

 
Figure 5.2 Three-dimensional representation of the study area with finite elements and 

location of different production and barrier wells 

Barrier extraction wells were placed near the coastline to create a hydraulic barrier 

along the coastline. When water was pumped out of the barrier extraction wells, a gradient 

was created that was filled in by the adjacent freshwater due to the natural gradation of 

freshwater towards the ocean, thereby preventing saltwater from entering into the aquifer. 

Aquifer recharge of 0.2 m/year was assumed to be uniformly distributed over the entire model 
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domain. Therefore, it was unlikely that the aquifer was filled with saltwater within a 

simulation period more than 3 years. Moreover, the illustrative aquifer including the initial 

and boundary conditions were chosen carefully to avoid trivial scenarios. Aquifer parameters 

used in the simulation is provided in Table 5.1. (Sreekanth and Datta, 2011a). 

 

Table 5.1 Aquifer properties 

Parameters Assigned values Unit 

Hydraulic conductivity in x-direction 25 m/day 

Hydraulic conductivity in y-direction 25 m/day 

Hydraulic conductivity in z-direction 0.25 m/day 

Molecular diffusion coefficient 0.69 m2/day 

Lateral dispersivity 35 m 

Longitudinal dispersivity 80 m 

Density reference ratio 0.025 - 

Soil porosity 0.2 - 

Aquifer recharge 0.2 m/year 

 

Total numbers of pumping wells considered in this study were 11 (8 production wells 

+ 3 barrier extraction wells). The simulation was performed over a period of 3 years. The 

simulation was performed in the transient mode in which total simulation period of 3 years 

was divided into 219 uniform time steps of 5 days each. Trials were conducted using four 

time steps of 1 day, 3 days, 5 days, and 15 days. The simulation time step of 5 days was 

selected by considering a trade-off between the computational time requirement and the 

accuracy of the simulation. The management period of 3 years was divided into 3 uniform 

time steps of one year each. Abstraction of water in this 1-year time step was assumed to be 

constant. Therefore, the study considered 33 pumping variables (11 pumping locations × 3 

time steps) that were fed to the models as inputs. The lower and upper bounds of pumping 

values for these variables were set as 0 and 1300 m3/day, respectively. Salinity concentrations 

were monitored at the end of the simulation period at three potential MLs. 

5.3.1 Management model performance 

Prediction accuracy and feasibility of incorporation of any meta- model within a linked S-O 

methodology determines the robustness of the approach. As mentioned in chapter 4, FCM 

based FIS prediction models are good candidates for replacing and approximating numerical 

simulation models within a linked S-O approach to determine Pareto optimal groundwater 
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extraction policies. The FIS model was externally linked as binding constraint within the 

optimization framework in order to ensure that the assigned maximum allowable salt 

concentration limits for the specified MLs were not exceeded. The optimal parameter values 

for the optimization algorithm were chosen by conducting several trials using different 

combinations of these parameters. Based on these trials, a population size of 2000, crossover 

fraction of 0.9, mutation probability of 0.1, and migration fraction of 0.2 with an interval of 

20 in the forward direction were selected. The function and constraint tolerances were set to 

1×10-5 and 1×10-3, respectively. A Pareto front population fraction of 0.7 was chosen to allow 

1400 (2000 × 0.7) non-dominated feasible optimal solutions in the Pareto front. The 

optimization algorithm needed to evaluate 7,896,000 (3948 generations × 2000 populations) 

groundwater extraction patterns to arrive at an optimal solution. 

 
Figure 5.3 Pareto optimal front of the developed saltwater intrusion management model 

The saltwater intrusion management model in the present study took into 

consideration two conflicting objectives of the groundwater extraction strategy. The 

optimization model considered 33 input variables relating to pumping of water from 11 

locations for 3 time steps, and 3 output variables that correspond to saltwater concentration 

at specified MLs at the completion of the management time horizon of 3 years. The 

optimization model provided an optimal solution in the form of a Pareto optimal front that 

represents the non-dominated trade-off between these two conflicting objectives. The Pareto 

optimal front presented in Figure 5.3 provides several sets of optimal groundwater extraction 
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values obtained while ensuring that the maximum permissible saltwater concentrations at 

specified MLs were not exceeded. It is observed from Figure 5.3 that increasing the rate of 

extraction from production wells requires an additional amount of water to be withdrawn 

from the barrier extraction wells. Water extracted from barrier extraction wells generally 

cannot be used for beneficial purposes due to high salinity contents. Therefore, managers can 

choose the rate of barrier well pumping based on the demand for beneficial water use, while 

keeping the pre-set maximum allowable saltwater concentrations at certain MLs in mind. 

These Pareto optimal solutions show the conflicting nature of the two objectives, a necessary 

condition for a multiple objective optimal management model. 

The validity of the proposed coastal aquifer management model was evaluated by 

observing the actual violation of any one of the constraints within the optimization model. It 

is noted that the saltwater concentrations obtained from the optimization model solution 

(determined by the global FIS model within the optimization framework) were smaller than 

the pre-specified maximum allowable saltwater concentrations at all MLs. This implies that 

all the imposed constraints were satisfied, and no constraint violation occurred during the 

search process. Moreover, obtained saltwater concentrations were very close to the 

prescribed values, which indicate that the optimization model converged to the upper limit 

of the saltwater concentration constraints. Ten solutions were selected randomly from 

different regions of the Pareto front to check the constraint satisfaction and constraint 

violations. This is shown in Table 5.2. 
 
Table 5.2 Constraint satisfaction within the management model in reaching the global 

Pareto optimal solution 

Solution 
Number 

C1 ≤ 500 mg/l C2 ≤ 600 mg/l C3 ≤ 600 mg/l 

FIS  Diff. % 
Diff. FIS  Diff. % 

Diff. FIS Diff. % 
Diff. 

1 499.81 0.19 0.04 587.09 12.91 2.15 599.96 0.04 0.01 

2 499.81 0.19 0.04 587.19 12.81 2.14 599.84 0.16 0.03 

3 499.89 0.11 0.02 585.50 14.50 2.42 599.86 0.14 0.02 

4 499.91 0.09 0.02 585.06 14.94 2.49 599.85 0.15 0.03 

5 499.85 0.15 0.03 587.38 12.62 2.10 599.96 0.04 0.01 

6 499.94 0.06 0.01 587.46 12.54 2.09 599.98 0.02 0.00 

7 499.86 0.14 0.03 586.21 13.79 2.30 599.95 0.05 0.01 

8 499.92 0.08 0.02 587.59 12.41 2.07 599.92 0.08 0.01 

9 499.84 0.16 0.03 587.36 12.64 2.11 599.97 0.03 0.01 

10 499.89 0.11 0.02 586.80 13.20 2.20 599.97 0.03 0.00 
*FIS = FIS output within the optimization model, Diff. = Difference between imposed constraint and the FIS 
output 
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It is observed in Table 5.2 that FIS predicted saltwater concentration values within the 

optimization model were very close to the pre-assigned saltwater concentration limits at 

different MLs. Therefore, the limited performance evaluation of the proposed FIS-CEMOGA 

based saltwater intrusion management methodology demonstrated its potential applicability 

to prescribe accurate Pareto optimal solutions for optimal groundwater extraction from a set 

of beneficial pumping wells and barrier extraction wells in a coastal aquifer. 

5.4 MARS-CEMOGA based saltwater intrusion management model 

The performance of the MARS-CEMOGA based saltwater intrusion management model was 

demonstrated using the multilayered coastal aquifer system presented in Subsection 4.2.5 of 

chapter 4. The coupled S-O based multiple objective optimization formulation was similar 

to the one described in Subsection 5.2.1. However, the proposed management model 

considered 80 decision variables in solving the optimization formulation. These variables 

correspond to water extraction from16 potential pumping locations (eleven production wells 

plus five barrier wells) for five time steps. Variables X1–X5, X6–X10, X11–X15, X16–X20, 

X21–X25, X26–X30, X31–X35, X36–X40, X41–X45, X46–X50, and X51–X55 represent 

water extraction from the production wells PW1–PW11 during the 1st, 2nd, 3rd, 4th, and 5th 

year of management period. Variables X56–X60, X61–X65, X66–X70, X71–X75, and X76–

X80 symbolize extraction from barrier wells BW1–BW5 for the five years of management 

period. The minimum and maximum bounds of these decision variables were set as 0 and 

1300 m3/day, respectively. MLs were located at three different salinity zones of the aquifer: 

ML1 was located at region where salinity concentration was very low, ML2 and ML3 were 

located at moderately saline zones of the aquifer, and ML4 and ML5 were situated slightly 

close to the coastline where the salinity concentrations were relatively high. The MARS 

meta-model had eighty predictors (transient pumping values) corresponding to sixteen 

pumping locations for five time steps. For each ML, a separate MARS meta-model was 

developed, each forecasting salinity concentration for single ML. 

In the management model, the permissible limits of salt concentrations were set with 

a view to permitting the use of extracted water for different purposes. For ML1, the maximum 

permissible salt concentration was set as 40 mg/l. Therefore, the extracted water from 

pumping wells located north to ML1 in the model domain are of very high quality, and could 

be used for a wide range of purposes. The maximum allowable salt concentrations at ML2 

and ML3 were set as 1000 and 800 mg/l, respectively. So, the water extracted from this zone 

of the aquifer could be used for irrigating salt tolerant crops. The highest acceptable limit of 

salt concentrations at ML4 and ML5 were respectively set as 6400 and 5500 mg/l. The water 

extracted from this region could be used for aquaculture. The maximum allowable salt 
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concentration limits set here were intended to demonstrate the performance of the proposed 

MARS based saltwater intrusion management model in an illustrative coastal aquifer system. 

However, in a real world application, the exact demand and type of water use should be taken 

into account to set the maximum allowable saltwater concentration for different regions 

within the study area. 

The multiple objective global optimization toolbox of MATLAB (MATLAB, 

2017b) was used to run the optimization problem. The optimization algorithm used a 

population size of 1600, a crossover fraction of 0.9, and a migration fraction of 0.2. A Pareto 

front population fraction of 0.7 was used. Considering the number of decision variables, a 

large number of population was intentionally chosen in order to allow the genetic algorithm 

to use a more diverse search space. Other parameters of the genetic algorithm were selected 

based on numerical experiments using several combinations of different parameters. The 

value of the function tolerance and constraint tolerance were set as 1×10-5 and 1×10-4, 

respectively. A formal sensitivity analysis using different Genetic Algorithm (GA) 

parameters may provide detailed information of the optimization procedure. However, in this 

limited evaluation, we did not perform such a sensitivity analysis of the GA parameters. 

5.4.1 Management model performance 

Developed MARS based meta-models are computationally efficient meta-models that can be 

implemented in a linked S-O problem setting quite effectively. The MARS-CEMOGA 

saltwater intrusion management model took 22.84 minutes to evaluate 2867201 functions 

(Generation: 1791 × Number of population: 1600) in a parallel computing platform of 

MATLAB environment consisting of 4 workers corresponding to 4 physical cores of a 

standard PC [Intel® Core™ i7-2600 CPU @ 3.40 GHz, 8.00 GB RAM]. To compare 

performance efficiency of the parallel computing platform, the same optimization problem 

was run in serial using the same PC, and with the same random state of the previous run with 

parallel computing platform. The same problem took around 60 minutes when the objective 

functions and constraints were evaluated in series. Ketabchi and Ataie-Ashtiani (2015) also 

reported computational time saving in a management model by utilizing parallel processing 

to run the optimization formulation. However, the result of the present study cannot be 

compared with those obtained by Ketabchi and Ataie-Ashtiani (2015) because they differ in 

study conditions and computer configurations. 

Five MARS meta-models predicting saltwater concentrations at five different MLs 

were linked externally to the optimization algorithm within the linked S-O methodology. 

MARS meta-models were developed based on the most influential input transient 

groundwater extraction values. Therefore, different combinations of relevant input variables 
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were evaluated simultaneously to determine the optimal groundwater extraction values from 

a set of production and barrier extraction wells. These optimal extraction values obtained by 

the linked S-O model ensured that saltwater concentrations at any one of the MLs did not 

exceed the maximum allowable saltwater concentrations. The S-O model provided several 

optimal solutions of optimal groundwater pumping from each of the production and barrier 

extraction wells for the management period of five years. For each alternate optimal solution, 

total extraction from the spatially and temporally distributed production wells versus total 

extraction from the spatially and temporally distributed barrier wells were calculated and 

presented in the form of a Pareto optimal front. The Pareto optimal front obtained by MARS-

CEMOGA methodology for this management model is shown in Figure 5.4. The Pareto front 

contains 1120 solutions, each of which relates to the groundwater extraction from a 

combination of eleven production wells and five barrier extraction wells. Therefore, this 

Pareto front provides several alternate solutions that maximize water extraction from 

production wells and minimize barrier well extraction, while maintaining the salt 

concentrations at specified MLs within the specified acceptable limits. The Pareto optimal 

front illustrates the trade-off between two conflicting objectives, and the front is extensive, 

indicating the trade-offs between the two objectives are well captured. It is observed from 

Figure 5.4 that an approximate water volume of 23,000 m3/day can be extracted from the 

production wells with a very small amount of water (280 m3/day) extracted from the barrier 

wells. However, as the amount of water extracted from production wells needs to be 

increased, an increased amount of barrier well extraction is also required to maintain the 

water quality as specified in terms of salinity. 
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Figure 5.4 Pareto optimal front of the management model 

5.4.2 Verification of the management model 

Salinity concentrations obtained from optimal solutions were very close to the pre-specified 

salinity concentrations, which imply that optimal solutions converged to the upper limit of 

constraints. Optimal solutions obtained as solution of the management model were then 

validated by using the prescribed optimal groundwater extraction values to numerically 

simulate the coupled flow and salt transport processes. For this, 20 solutions were randomly 

selected from different regions of the Pareto front. Groundwater extraction rates of these 

selected solutions were used as inputs to the numerical simulation model. The resulting 

salinity concentrations at different MLs obtained from the simulation model were compared 

with MARS predicted saltwater concentration values.  
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Table 5.3 Percentage relative error between MARS predicted and FEMWATER 
simulated saltwater concentrations using optimal groundwater extraction 
values given by the optimization model 

Solution 
ML1: C1 ≤ 40 
mg/l 

ML2: C2 ≤ 
1000 mg/l 

ML3: C3 ≤ 800 
mg/l 

ML4: C2 ≤ 
6400 mg/l 

ML5: C2 ≤ 
5500 mg/l 

1 2.379 2.973 1.672 0.159 0.065 

2 2.977 2.915 1.274 0.173 0.040 

3 2.517 2.941 1.608 0.160 0.058 

4 2.732 2.947 1.453 0.178 0.044 

5 3.129 2.907 1.166 0.180 0.034 

6 3.121 2.914 1.297 0.176 0.037 

7 2.593 2.954 1.659 0.160 0.061 

8 2.923 2.922 1.282 0.180 0.034 

9 2.844 2.933 1.347 0.173 0.043 

10 2.645 2.954 1.502 0.176 0.047 

11 2.460 2.971 1.669 0.165 0.064 

12 2.628 2.956 1.544 0.171 0.048 

13 2.593 2.954 1.659 0.160 0.061 

14 2.305 3.016 1.878 0.162 0.087 

15 2.868 2.934 1.336 0.176 0.039 

16 2.858 2.939 1.355 0.182 0.036 

17 2.755 2.958 1.401 0.176 0.040 

18 2.949 2.918 1.289 0.176 0.036 

19 3.074 2.903 1.214 0.177 0.031 

20 3.060 2.894 1.225 0.175 0.030 

MAX 3.129 3.016 1.878 0.182 0.087 

MIN 2.305 2.894 1.166 0.159 0.030 

*C1, C2, C3, C4, and C5 are the maximum permissible salt concentrations at monitoring location ML1, ML2, 
ML3, ML4, and ML5 respectively 
 

It was found that saltwater concentrations predicted by MARS meta-models within the 

optimization model were very close to simulation model results at all MLs. The accuracy of 

the developed management model was justified on the basis of percentage relative error 

between the MARS predicted and simulation model results as depicted in Table 5.3. The 

relative error was less than 5% for all the estimates. This error reflects the combined error of 

the S-O process resulting from the error due to training of the meta-model and the error in 

the optimization process itself, with an assumption that the simulation model is as accurate 
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as can be obtained in field conditions. Therefore, the developed saltwater intrusion 

management model is suitable and efficient in obtaining the optimal management strategy 

for combined operation of production and barrier extraction wells from a multilayered coastal 

aquifer system. 

5.5 Conclusions and recommendations 

This chapter presents the development and application of a methodology for multiple 

objective groundwater extraction management of coastal aquifer systems using a linked S-O 

approach. To achieve computational efficiency in the linked S-O framework, the coupled 

density dependent flow and salt transport numerical simulation model was replaced by 

properly trained and tested meta-models. For this purpose, this study illustrates the use of 

FIS and MARS based meta-models as useful soft computing tools in predicting salinity 

concentrations in a linked S-O methodology for optimal groundwater extraction strategy. 

These meta-model based coupled S-O approaches were solved to demonstrate the feasibility 

of incorporating the proposed meta-models to a CEMOGA based optimization algorithm 

within a linked S-O methodology, in order to determine Pareto optimal strategies for 

groundwater abstraction. The performance of the developed saltwater intrusion management 

models was evaluated using illustrative coastal aquifer study areas. Evaluation results 

indicated that extraction of water according to the prescribed management strategy 

successfully limited the salt concentrations at MLs to pre-specified limits. The results 

demonstrated the potential applicability of the FIS and MARS based meta-models as 

computationally efficient substitutes of numerical simulation model within a coupled S-O 

approach for obtaining saltwater intrusion management strategy for coastal aquifer systems. 

The multiple objective management model provides a Pareto optimal front from 

which several alternative non-dominated solutions for extraction strategies can be obtained. 

Using any one of the Pareto optimal solutions, an optimal pumping strategy can be specified 

for the management period, in order to control saltwater intrusion within the permissible 

limits. However, selection of a single Pareto optimal solution as the prescribed preferred 

optimal strategy will require further preference ordering of the solutions (Datta and Peralta 

1986). The optimal solution obtained by utilizing a surrogate model was verified using the 

actual simulation model, in which optimal pumping values derived from an optimal solution 

served as inputs to the simulation model. It is demonstrated for an illustrative coastal aquifer 

study area that extraction of water according to the prescribed management strategy can limit 

the salt concentrations at MLs to pre-specified limits. The results of the present study 

demonstrate the potential applicability of using FIS and MARS based meta-models to replace 

a numerical simulation model in a linked S-O methodology for developing coastal 
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groundwater management strategy. It was also demonstrated that a considerable amount of 

reduction in computation time could be achieved by implementing parallel computing 

platform for the solution of linked S-O methodology. The proposed methodology has the 

potential to improve the computational efficiency of aquifer management models, making it 

feasible to develop long-term sustainable optimal management strategies on a regional scale. 

The present study focuses on an illustrative coastal aquifer system in which aquifer 

material within each layer was assumed to be homogeneous. Future research may be directed 

towards considering aquifer heterogeneity by using random a hydraulic conductivity field. 

In addition, the present study considered a parallel pool of worker machines within the local 

clusters of a PC for executing the FIS-CEMOGA and MARS-CEMOGA optimization 

routines. For more complex optimization settings, a parallel pool consisting of more PCs or 

any other high performance-computing platform can be used. Further evaluation using the 

data from a real world coastal aquifer system with saltwater intrusion problems is required 

to establish the wide applicability of the developed FIS and MARS based saltwater intrusion 

management models. Although the results presented here are limited in scope, these 

evaluation results may provide more generalized guidance for the optimal extraction of 

groundwater resources from coastal aquifers. The next chapter covers the development of 

management strategies incorporating uncertainties in the estimated flow and transport 

parameters. 
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Chapter 6: Coastal aquifer management under groundwater 
parameter uncertainty 

Partial contents of this chapter have been published and copyrighted, as outlined below: 

 
Roy, D. K., & Datta, B. (2017c). Genetic algorithm tuned fuzzy inference system to evolve 
optimal groundwater extraction strategies to control saltwater intrusion in multi-layered 
coastal aquifers under parameter uncertainty. Modeling Earth Systems and Environment, 
3(4), 1707-1725. 
 

This chapter covers the development of management strategies incorporating uncertainties 

in the estimated flow and transport parameters. 

6.1 Summary 

The methodologies developed and applied thus far are based on deterministic values of 

groundwater parameters. However, the stochastic nature of the complex flow and solute 

transport processes in coastal aquifers demands incorporation of stochasticity of groundwater 

parameters in terms of uncertainties related to some of the model parameters. 

Multidimensional heterogeneity of aquifer properties such as hydraulic conductivity, 

compressibility, and bulk density are considered as major sources of uncertainty in a 

groundwater modelling system. Other sources of uncertainty are associated with spatial and 

temporal variability of hydrologic as well as human interventions, e.g. aquifer recharge and 

transient groundwater extraction patterns. This chapter addresses uncertainties arising from 

estimating hydrogeological model parameters (hydraulic conductivity, compressibility, bulk 

density, and aquifer recharge), and in accurately estimating spatial and temporal variation of 

groundwater extraction patterns. In addition, FIS based meta-models are advanced to the 

Genetic Algorithm (GA) tuned hybrid FIS model (GA-FIS) to emulate physical processes of 

coastal aquifers and to evaluate responses of the coastal aquifers to groundwater extraction 

under groundwater parameter uncertainty. GA was used to tune the FIS parameters in order 

to obtain the optimal FIS structure. The GA-FIS models thus obtained were linked externally 

to the Controlled Elitist Multiple Objective Genetic Algorithm (CEMOGA) in order to derive 

optimal pumping management strategies using a coupled S-O approach. The performance of 

the hybrid GA-FIS-CEMOGA based saltwater intrusion management model was compared 

with that of a basic Adaptive Neuro Fuzzy Inference System (ANFIS) based management 

model (ANFIS-CEMOGA). The parameters of the ANFIS model were tuned using a hybrid 

algorithm. To achieve computational efficiency, the proposed optimization routine was run 

on a parallel processing platform. An illustrative multilayered coastal aquifer system was 

used to evaluate the performances of both management models. The illustrative aquifer 
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system considered uncertainties associated with the hydrogeological parameters e.g. 

hydraulic conductivity, compressibility, bulk density, and aquifer recharge. The evaluation 

results show that the proposed saltwater intrusion management models are able to obtain 

reliable optimal groundwater extraction strategies to control saltwater intrusion for the 

illustrative multilayered coastal aquifer system. However, a closer look at the performance 

evaluation results demonstrates the superiority of the GA-FIS-CEMOGA based management 

model over the ANFIS-CEMOGA based saltwater intrusion management model. 

6.2 Development of GA-FIS and ANFIS based meta-models 

ANFIS meta-models were developed from an initial FIS structure whose parameters were 

tuned using a hybrid algorithm. This study developed GA tuned coupled FIS models and 

compared these FIS models with hybrid algorithm tuned ANFIS models.   

6.2.1 ANFIS architecture 

FISs are suitable for nonlinear mapping of predictor-response relationships. A Sugeno type 

FIS, also known as Takagi-Sugeno-Kang FIS, introduced in 1985 (Sugeno, 1985), is ideal 

for this nonlinear mapping. FISs utilize a set of fuzzy IF-THEN rules in establishing this 

predictor-response relationship. For a first order Sugeno type FIS with two inputs (∝ and 𝛽), 

one output (𝛾), and two fuzzy rules, the simplest form of fuzzy IF-THEN rules are expressed 

as: 

 
 𝑅𝑢𝑙𝑒 1: 𝐼𝑓 ∝ 𝑖𝑠 𝑃1 𝑎𝑛𝑑 𝛽 𝑖𝑠 𝑄1 𝑡ℎ𝑒𝑛 𝑓1 = 𝑝1𝛼 + 𝑞1𝛽 + 𝑟1 (6.1) 

 
 𝑅𝑢𝑙𝑒 2: 𝐼𝑓 ∝ 𝑖𝑠 𝑃2 𝑎𝑛𝑑 𝛽 𝑖𝑠 𝑄2 𝑡ℎ𝑒𝑛 𝑓2 = 𝑝2𝛼 + 𝑞2𝛽 + 𝑟2 (6.2) 

 

 

This is illustrated in Figure 6.1. Figure 6.1 shows the equivalent type-3 ANFIS 

architecture originated from type-3 fuzzy reasoning represented in Equations (6.1) and (6.2). 

The resulting ANFIS structure has five layers, namely a fuzzy layer, a product layer, a 

normalized layer, a defuzzification layer, and a total output layer. A detailed description of 

these layers can be found in Jang (1993) and is not repeated in this document. 

An ANFIS allows advantages from both fuzzy logic theory and artificial neural 

networks. The simple structure of a Sugeno type ANFIS has a good learning capability 

compared to other types of ANFIS architectures (Jang et al., 1997). Desired ANFIS structures 

are obtained from an initial FIS structure whose parameters are optimized by using either a 

hybrid algorithm (Jang, 1993) or a population based optimization algorithm, e.g. GA 
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(Goldberg, 1989). In situations where the considered problem has a high dimensional large 

number of input variables, compressing the dataspace by using a suitable clustering algorithm 

may be of great value. Fuzzy C-Mean Clustering (FCM) (Bezdek et al., 1984) is a useful tool 

for compressing the dataset by dividing it into a group of identical clusters. This technique 

greatly reduces the number of modifiable parameters (linear and nonlinear) and fuzzy IF-

THEN rules of a FIS. 

 

 
Figure 6.1 ANFIS architecture based on a two-input first-order Sugeno FIS 

 

6.2.2 Training rule and algorithm for adaptive networks 

The Gradient Descent (GD) and Chain Rule, proposed in early 1970s by Werbos (1974) were 

the basic learning rules of adaptive networks. However, this gradient based method is slow 

in convergence and it has the tendency to become trapped in local minima. Therefore, to 

speed up the learning process and to avoid premature convergence in local optima Jang 

(1993) proposed a hybrid learning rule (Jang, 1991), which integrates the GD approach and 

the Least Squares Estimate (LSE) to identify optimal parameters of adaptive networks. Each 

iteration of this hybrid learning approach is associated with both a forward and a backward 

pass. Suppose that the parameter set 𝑆 can be decomposed into two subsets such that 𝑆 =

 𝑆1 ⊕  𝑆2, where ⊕ indicates the direct summation. Then, for a given constant parameter 

values in 𝑆1, the obtained parameter values in  𝑆2 are guaranteed to be the global optimal 

values in the parameter space of  𝑆2 (Jang, 1993). This hybrid learning algorithm not only 

reduces the gradient method’s search space dimension, but also achieves a substantial amount 

of computational efficiency (Jang, 1993). 

6.2.3 Optimum number of clusters 

Selecting the optimum number of clusters is an important pre-processing step of the FIS 

model development using the FCM algorithm. The optimum right number of clusters is 
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decided based on the type of problem and dimension of the input space. A model with a 

simple architecture is preferable in most cases (Mohammadi et al., 2016). In this research, 

the optimum number of clusters was selected by conducting several trials using different 

number of clusters and observing the resulting Root Mean Squared Error (RMSE) between 

the actual salinity concentration values and predicted responses obtained using selected FIS 

models. The number of clusters that produced a minimum RMSE value as well as least 

variance in RMSE values between learning and testing sets of data were chosen as adequate. 

The lowest variance in RMSE values between training and test datasets was checked in order 

to protect against model overfitting. The optimum number of clusters was selected for both 

the Hybrid Algorithm (HA) trained ANFIS and GA trained GA-FIS models. The trial was 

conducted on salinity concentration values obtained at five MLs. It is noted that model 

architecture with two clusters provided a reasonably accurate prediction model at almost all 

MLs, except at Ml4, in which GA-FIS used three clusters to provide an accurate prediction 

model. The number of input and output Membership Functions (MF) at each ML can be 

expressed as: 

 

 𝑁𝑀𝐹(𝑖𝑛𝑝𝑢𝑡) = 𝑁𝑋 × 𝑁𝑐𝑙𝑢𝑠𝑡𝑒𝑟𝑠 (6.3) 

 
 𝑁𝑀𝐹(𝑜𝑢𝑡𝑝𝑢𝑡) = 𝑁𝑌 × 𝑁𝑐𝑙𝑢𝑠𝑡𝑒𝑟𝑠 (6.4) 

 

where, 𝑁𝑀𝐹(𝑖𝑛𝑝𝑢𝑡) is the number of input Membership Functions, 𝑁𝑀𝐹(𝑜𝑢𝑡𝑝𝑢𝑡) is the 

number of output Membership Functions, 𝑁𝑋 is the number of predictors, 𝑁𝑌 is the number 

of responses, 𝑁𝑐𝑙𝑢𝑠𝑡𝑒𝑟𝑠 is the number of clusters. All GA-FIS and ANFIS models were 

developed using commands and functions of Fuzzy Logic Toolbox of MATLAB (MATLAB, 

2017a). 

6.2.4 Genetic algorithm 

The working principles of GA are based on the theory of natural genetics and natural 

selection. The fundamental ideas of GA differ from classical optimization methods in that 

GAs utilize a coding of variables rather than the variables themselves (Deb, 1999). GAs use 

a probability based search technique to provide a population of solutions instead of a single 

solution. Unlike traditional optimization approaches that are based on fixed transition rules 

to swap between solutions, GA’s search procedure begins with an initial random population. 

Therefore, GA’s search procedure may progress in any direction and is not associated with 

any crucial decision at the beginning of the search process. The working principle of GA is 

summarized as follows: 
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1. Generate an initial random set of solutions. 

2. Evaluate each candidate solution in relation to the underlying problem. 

3. Check a termination criterion. 

4. Stop search process and provide the optimum solution if termination criterion is 

satisfied. 

5. Modify population of solutions using three main operators if termination criterion 

is not satisfied. 

The modified population of solutions is expected to be better than the previous 

population of solutions. After each iteration, the generation counter keeps note of every 

completed generation of the GA search. Figure 6.2 shows a flowchart of the fundamental 

working principle of GA. As shown in the flowchart, the working principle is simple and 

straightforward. However, despite the fact that operations are simple, GAs are nonlinear, 

multifaceted, complex, and stochastic in nature (Deb, 1999).  

 
 

Figure 6.2 Flowchart of the operational principles of GA 

 

Three basic genetic operators, e.g. reproduction, crossover, and mutation operators 

form the major part of the GA search mechanism. The reproduction operator identifies better 

(above-average) solutions in a population, creates multiple copies of these solutions, and 

replaces these multiple copies of solutions by eliminating worse solutions in the population. 

The reproduction operator does not generate any new solutions in the population. It can only 

create more copies of good solutions at the cost of “not-so-good” solutions. Crossover and 
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mutation operators perform the task of creating new solutions. In a typical crossover operator, 

two strings are randomly taken from the mating pool and some parts of the strings are 

swapped between the strings. Crossover operators are principally accountable for the search 

mechanism of GAs. Mutation operators are also responsible for the search aspect sparingly. 

The role of mutation operators in the GA search process is to maintain diversity in the 

population. The mutation operator executes swapping between a 1 and 0 with a small 

mutation probability 𝑃𝑚. The role of these three genetic operators can be summarized as 

follows: (a) the reproduction operator chooses good strings, (b) the crossover operator 

recombines good substrings from two good strings to create a relatively better string, and (c) 

the mutation operator swaps a string locally to form a comparatively better string (Deb, 

1999). If bad strings are generated in any generation, these strings will be eliminated by the 

reproduction operator in subsequent future generations (Deb, 1999). 

6.2.5 Proposed GA-FIS coupled model 

One major drawback of applying fuzzy logic based modelling approaches in a high 

dimensional dataset is the selection of suitable rules to ensure the best performance of the 

model. A first order Sugeno type FIS solves this issue through modifying the rules, and learns 

adaptively to provide optimal sets of parameters for the FIS architecture. Tuning the 

parameters of antecedent and consequent parts of the rule base is usually performed using 

the gradient method. However, this gradient method is generally slow in convergence and is 

likely to become trapped in local minima. To address this issue, Jang (1993) proposed a 

hybrid learning rule which integrates GD and LSE to identify optimal parameters. In this 

hybrid algorithm, the nonlinear premise parameters are estimated by GD through error 

backpropagation, whereas the linear consequent parameters are estimated by recursive LSE. 

To achieve further improvement in the tuning process of FIS models, population based search 

algorithms replace the traditional search techniques. Commonly used optimization 

algorithms to optimize FIS parameters are GA (Ishigami et al., 1995; Zanaganeh et al., 2009), 

Particle Swarm Optimization (PSO) (Oliveira and Schirru, 2009; Rini et al., 2016), and 

Cuckoo search (Araghi et al., 2015). These populations based hybrid FIS learning techniques 

have been applied in different research domains, e.g. in traffic signal control (Araghi et al., 

2015), in sensor monitoring (Oliveira and Schirru, 2009), in determining optimum 

parameters of a protective spur dike (Basser et al., 2015) and in determining spatiotemporal 

groundwater quality parameters (Jalalkamali, 2015). In this study, for the first time, this 

hybrid learning technique executed by using GA is proposed to develop FIS models in 

approximating saltwater intrusion processes in a multilayered coastal aquifer system under 

the influence of spatiotemporal groundwater extraction values. In this work, GA-FIS hybrid 
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models were developed to predict salinity concentrations at specified ML situated in the 

aquifer. The GA-FIS models had 80 inputs and 1 output. 

Spatiotemporal groundwater extraction values from a set of production bores and 

barrier extraction wells were used as the inputs to the GA-FIS models. The outputs were the 

resultant salinity concentrations observed at specified MLs at the end of the simulation period 

of 5 years. Both antecedent and consequent parameters were tuned using GA to obtain the 

optimal FIS model architecture. During the training phase, GA evaluated different 

parameters until it obtained the optimal parameters for the FIS models. The cost function of 

the GA optimization approach was the Mean Squared Error (MSE) values that reflect the 

training error. Therefore, the objective was to minimize the MSE values between the targets 

(actual) and FIS outputs (predicted) on the training dataset. The cost function is represented 

as: 

 𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒, 𝑓𝑀𝑆𝐸 =
∑ (𝐶𝑖,𝑜 − 𝐶𝑖,𝑝)

2𝑛
𝑖=1

𝑛
 (6.5) 

where, 𝑓𝑀𝑆𝐸 is the cost function to be minimized, 𝑖 = 1, 2, … , 𝑛 is the number of 

training data, 𝐶𝑖,𝑜 are the observed salinity concentration values in the training dataset, and 

𝐶𝑖,𝑝 is the predicted salinity concentrations in the training dataset. 

 

Optimal GA parameters were determined by conducting a set of trials using different 

combinations of these parameters. Based on these trials, the optimal combination of GA 

parameter sets were estimated as: population size 200, crossover fraction 0.90, mutation 

fraction 0.85, mutation rate 0.005, and selection pressure 8. These parameter values (GA 

parameters) were obtained through a trial and error procedure, and were regarded as optimum 

values at least for this example problem. 

Once the best GA-FIS model structures with optimized parameters were obtained, 

the developed models were presented with a new set of test data, and testing errors (RMSE 

values) were computed. Five GA-FIS models were developed at five MLs. The performances 

of the proposed GA-FIS hybrid models were compared with those of the basic ANFIS 

models. In ANFIS models, the antecedent parameters were optimized using GD through error 

backpropagation and the consequent parameters were tuned using a recursive LSE approach. 

6.3 Application of the proposed methodology 

An illustrative multilayered coastal aquifer system with a set of uncertain model parameters 

was used to evaluate the performance of the proposed methodology. Hydraulic conductivity, 

compressibility, and bulk density were assumed to be homogeneous but uncertain within 

each vertical layer of materials. Different realizations of these uncertain model parameters 
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were used in each vertical material layer. Different realizations of compressibility and aquifer 

recharge were also used. Aquifer recharge was uniformly spread over the top layer of the 

aquifer. These uncertain model parameters were randomly paired with each other and 

combined with the transient groundwater extraction values obtained from a set of production 

bores and barrier extraction wells. These input values, along with other initial and boundary 

conditions, were used as inputs to the numerical simulation model in order to obtain salinity 

concentrations at specified MLs at the end of the management period. The multilayered 

coastal aquifer system considered was similar to one presented in Subsection 4.2.5 of chapter 

4. 

Different realizations of these uncertain model parameters were obtained from 

different statistical distributions. A representative set of hydraulic conductivity realizations 

were obtained from a lognormal distribution with a specific mean and standard deviation of 

the associated normal distribution (Table 6.1). 
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Table 6.1 Parameter distributions with mean and standard deviation values used in simulation 

Parameters Unit Material 
layer Distribution Mean Standard 

deviation 

Hydraulic conductivity in x-direction m/d 1 lognormal 5.02 0.30 
Hydraulic conductivity in y-direction m/d 1 lognormal 2.52 0.15 
Hydraulic conductivity in z-direction m/d 1 lognormal 0.50 0.03 

Compressibility md2/kg 1 uniform (LHS) 7.37×10-16 3.50×10-16 
Bulk density kg/m3 1 normal (LHS) 1650 5 
Recharge m/d 1 uniform (LHS) 0.00019 3.48×10-5 

Hydraulic conductivity in x-direction m/d 2 lognormal 9.97 0.28 
Hydraulic conductivity in y-direction m/d 2 lognormal 4.98 0.14 
Hydraulic conductivity in z-direction m/d 2 lognormal 1.00 0.03 

Compressibility md2/kg 2 uniform (LHS) 7.35×10-18 3.49×10-18 
Bulk density kg/m3 2 normal (LHS) 1600 5 

Hydraulic conductivity in x-direction m/d 3 lognormal 14.95 0.29 
Hydraulic conductivity in y-direction m/d 3 lognormal 7.47 0.15 
Hydraulic conductivity in z-direction m/d 3 lognormal 1.49 0.03 

Compressibility md2/kg 3 uniform (LHS) 7.35×10-18 3.49×10-18 
Bulk density kg/m3 3 normal (LHS) 1550 5 

Hydraulic conductivity in x-direction m/d 4 lognormal 3.05 0.30 
Hydraulic conductivity in y-direction m/d 4 lognormal 1.53 0.15 
Hydraulic conductivity in z-direction m/d 4 lognormal 0.31 0.03 

Compressibility md2/kg 4 uniform (LHS) 7.35×10-17 3.49×10-17 
Bulk density kg/m3 4 normal (LHS) 1700 5 

*Recharge is distributed uniformly over the first layer of the study area 
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Lognormal distribution is a probability distribution in which the uncertain model 

parameter hydraulic conductivity is divided into 𝑁 equally probable intervals from which a 

single value is chosen randomly. Aquifer recharge and compressibility realizations were 

generated from LHS uniform distributions for specific lower and upper bounds within the 

parameter space. Realizations of bulk density were obtained from LHS technique from a 𝑝-

dimensional multivariate normal distribution with specific mean and covariance. The values 

of hydraulic conductivity, recharge, compressibility, and bulk density were then shuffled 

randomly and combined to obtain multivariate random realizations of uncertain model 

parameters. One hundred realizations of each parameter were generated for each material 

layer. A total number of 3000 uniformly distributed groundwater extraction values were 

generated from the variable space, with a range of 0-1300 m3/day. For each randomized 

uncertain model parameter set, 30 sets of transient pumping values at the well locations were 

assigned. The 3000 randomized combined realizations of uncertain model parameters and 

transient groundwater extraction values obtained were then used along with other initial and 

boundary conditions as inputs to the simulation model in order to obtain the corresponding 

salinity concentrations at specified MLs. 

6.3.1 Performances of the GA‑ FIS and ANFIS models 

Performances of the GA-FIS models to approximate density dependent coupled flow and salt 

transport processes were evaluated based on a set of different statistical indices. Each 

developed GA-FIS model was utilized to predict salinity concentrations at a specified ML. 

Performances of GA-FIS models were compared with those of basic ANFIS models. Results 

are summarized in Table 6.2, Table 6.3, Table 6.4, Table 6.5, Figure 6.3, and Figure 6.4. 

 

Table 6.2 Performance of the proposed GA-FIS and ANFIS models on training and 
testing phase 

MLs 

Training and Test RMSE, mg/l 

ANFIS GA-FIS 

Train RMSE Test RMSE Difference Train RMSE Test RMSE Difference 

ML1 0.81 1.12 0.30 0.93 1.06 0.13 

ML2 48.55 64.47 15.92 53.28 56.59 3.31 

ML3 63.10 85.39 22.28 70.09 76.42 6.33 

ML4 221.40 300.66 79.26 245.09 269.39 24.30 

ML5 187.86 245.02 57.16 207.03 223.70 16.67 

Table 6.2 presents the training and testing RMSE values as well as the differences 

between these two RMSE values at all MLs. In all cases, ANFIS models produced smaller 
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training errors than GA-FIS models. However, ANFIS models produced higher testing errors 

than GA-FIS at all MLs. As such, the difference in errors between training and testing 

datasets was smaller in GA-FIS than in ANFIS models. Therefore, GA-FIS models seem to 

be more robust and are likely to provide smaller errors when presented with a completely 

new set of unseen data. 

 

Table 6.3 Performance of the proposed ANFIS models on test dataset 

MLs 

RMSE, mg/l MAPRE, % IOA (6.6) R 

ANFIS GA-FIS ANFIS 
GA-
FIS 

ANFIS GA-FIS ANFIS 
GA-
FIS 

ML1 1.12 1.06 2.69 2.58 0.92 0.92 0.85 0.87 

ML2 64.47 56.59 6.19 5.51 0.89 0.91 0.80 0.84 

ML3 85.39 76.42 7.03 6.40 0.91 0.93 0.84 0.87 

ML4 300.66 269.39 4.96 4.50 0.79 0.82 0.65 0.71 

ML5 245.02 223.70 3.66 3.38 0.81 0.84 0.67 0.73 
*MAPRE = Mean Absolute Percentage Relative Error, IOA = Index of Agreement 

 

Performances of both GA-FIS and ANFIS models based on RMSE, MAPRE, IOA 

and R criteria are presented in Table 6.3. It is observed form Table 6.3 that both models 

produced relatively lower values of RMSE and MAPRE, and higher values of IOA and R. 

Although both GA-FIS and ANFIS models were sufficiently accurate in predicting the 

responses, GA-FIS exhibited relatively better performance than ANFIS models at all MLs. 

Therefore, it is concluded that the GA-FIS models’ prediction accuracy in terms of capturing 

the trends of responses at different regions is quite satisfactory based on RMSE criteria. 

However, the drawback of RMSE criterion is that it provides more weights to the outlying 

observations. Therefore, MAPRE criteria were used to provide comparatively better 

information on the distribution of errors. MAPRE criteria also demonstrated the better 

performance of GA-FIS compared to ANFIS models. Developed models were also evaluated 

from the correlation coefficient viewpoint. All GA-FIS models produced higher values of R 

compared to their ANFIS counterparts. 

However, R values at MLs 4 and 5 were comparatively lower (close to 70%). 

Therefore, IOA (Willmott, 1984) was proposed to ascertain the proposed model’s prediction 

capability as well as to overcome the insensitivity of R to differences in the actual and 

predicted means and variances (Legates and McCabe, 1999). Both models produced 

reasonable and acceptable values of IOA at all MLs. Performances of GA-FIS models were 

also better based on the IOA criterion. IOA criterion is calculated as 

 



Chapter 6: Management model under groundwater 
parameter uncertainty 

91 
 

 𝑑 = 1 −
∑ (𝐶𝑖,𝑜 − 𝐶𝑖,𝑝)

2𝑛
𝑖=1

∑ (|𝐶𝑖,𝑝 − 𝐶𝑜̅| + |𝐶𝑖,𝑜 − 𝐶𝑜̅|)
2𝑛

𝑖=1

 (6.6) 

where, 𝐶𝑖,𝑜 = observed salinity concentration values, 𝐶𝑖,𝑝 = predicted salinity 

concentration values, and 𝐶𝑜̅ = mean values of the observed salinity concentrations. 

 

Figure 6.3 illustrates actual versus predicted salinity concentrations at ML1 as an 

example. For brevity of presentation, only the first 30 samples out of a total number of 600 

test datasets are presented in Figure 6.3. For this performance evaluation purpose, the actual 

concentrations were those synthetically obtained as solution of the numerical simulation 

model in response to water abstraction from the aquifer. The predicted concentrations denote 

the concentrations predicted by the meta-models. It is observed from Figure 6.3 that both 

GA-FIS and ANFIS models predictions were very similar to those of the actual salinity 

concentrations. Both models were able to capture the trends of data quite accurately. 

However, GA-FIS models provided relatively better predictions than ANFIS models. 

 

 

Figure 6.3 Actual and predicted salinity concentrations at ML1 

 

Figure 6.4 illustrates boxplots of absolute errors between the actual and predicted 

salinity concentration values obtained by GA-FIS and ANFIS models at different MLs. In 

Figure 6.4, the red and blue horizontal lines indicate medians of the absolute errors produced 

by ANFIS and GA-FIS models, respectively. The mean of absolute errors by both models is 

represented by small black circles. Figure 6.4 also demonstrates the superiority of GA-FIS 

models over ANFIS models at all MLs based on absolute error viewpoint. 

Performances of the proposed models were also evaluated based on the TS criterion, 

which provides distribution of errors. TS criterion is an indication of the percentage of sample 

indices whose Relative Error (RE) values are smaller than the pre-defined threshold values. 
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Four threshold values (<5%, <10%, <15%, and <20%) were used in the present study so that 

RE values obtained fell within the selected threshold values. It is apparent from Table 6.4 

that GA-FIS models outperformed ANFIS models in terms of TS criterion. 

 

Table 6.4 Threshold statistics between the actual and predicted saltwater concentration 
values on the test dataset 

MLs 

Threshold statistics, % 

<5% <10% <15% <20% 

ANFIS GA-FIS ANFIS GA-FIS ANFIS GA-FIS ANFIS GA-FIS 

ML1 89.50 91.00 98.50 99.17 100.0 100.0 100.0 100.0 

ML2 46.83 46.67 81.33 87.33 95.83 99.17 99.33 100.0 

ML3 39.50 42.83 73.50 79.00 92.17 97.17 98.83 99.83 

ML4 54.33 57.00 92.00 96.50 99.17 99.67 99.83 100.0 

ML5 71.83 76.50 98.00 99.67 100.0 100.0 100.0 100.0 

 

Another important variable that should be considered while evaluating the 

performance of any prediction model is the computational time required to train the model. 

Table 6.5 presents training time requirement in the development of both GA-FIS and ANFIS 

models. It is noted that the difference in training time requirement between different MLs by 

both GA-FIS and ANFIS models was not very substantial. However, at all MLs, GA-FIS 

required more time to train. This is because GA performs a thorough search in order to 

provide an optimal set of parameter values. However, once trained, these models are able to 

provide prediction results very quickly (fraction of a minute). Therefore, it is concluded that 

GA-FIS provides relatively better approximations of the coupled flow and salt transport 

processes than ANFIS models, at least based on the limited evaluations presented here. 

 

Table 6.5 Training time requirement (min) 

Models ML1 ML2 ML3 ML4 ML5 

ANFIS 2.77 2.74 2.70 2.76 2.72 

GA-FIS 12.20 11.28 10.76 11.60 16.98 
           *MLs = Monitoring Locations 

6.3.2 Performance of the management model 

Saltwater intrusion management models were developed by integrating GA-FIS and ANFIS 

models separately with a population based multiple objective optimization algorithm, 
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CEMOGA. The proposed management models provide an optimal solution of groundwater 

abstraction in the form of Pareto optimal fronts that show the trade-offs between the two 

conflicting objectives of groundwater abstraction. The optimization routine was run on a 

parallel computing platform by distributing the objective functions and the constraints among 

four physical cores of a PC. The performance of the GA-FIS-CEMOGA based management 

model was compared with that of the ANFIS-CEMOGA based management model. The GA-

FIS-CEMOGA model evaluates 1,804,600 functions (1289 generations × 1400 populations) 

to decide on the global optimal solution. 
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Figure 6.4 Box plots of absolute errors between actual and predicted saltwater 

concentration values at (a) ML1, (b) ML2, (c) ML3, (d) ML4, and (e) ML5 

On the other hand, ANFIS-CEMOGA model performed 2,018,800 (1442 

generations × 1400 populations) function evaluations before reaching the global Pareto 

optimal solution. CEMOGA parameters were selected by conducting a set of numerical 

experiments using a variation of several combinations of different parameters. Based on these 

numerical trials, the CEMOGA used a population size of 1400, crossover rate of 0.95, and 
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Pareto front population fraction of 0.7. The function and constraint tolerances were set as 

1×10-5 and 1×10-3, respectively. The optimal groundwater extraction strategy, in the form of 

a Pareto optimal front, is presented in Figure 6.5. The Pareto front provides 980 non-

dominated solutions, from which the managers can choose the right combination of 

production and barrier well pumping. These solutions are based on limiting the salinity 

concentrations at specified MLs to the pre-defined maximum allowable limits. 

 
Figure 6.5 Pareto optimal front of the developed management model 

The total amount of water abstraction from both the production bores and barrier 

extraction wells are presented in Table 6.6. Ten solutions were selected randomly from 

different regions of the Pareto optimal front. It is observed from Table 6.6 that ANFIS models 

seem to be more efficient in terms of total amount of beneficial production well pumping 

with respect to barrier extraction well pumping. However, in order to reach a conclusion, 

verification of the performance of both of these models is required. This verification was 

conducted by running the numerical simulation model using these pumping values, and by 

checking the constraint violations as well as the errors in prediction. 
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Table 6.6 Optimal solutions obtained using GA-FIS and ANFIS models 

Solutions 
Total pumping × 103 m3/day (GA-FIS) Total pumping × 103 m3/day (ANFIS) 

Production well Barrier well Production well Barrier well 

1 35.43 13.86 34.88 4.37 

2 35.44 14.05 33.63 3.18 

3 35.45 14.19 34.02 3.51 

4 35.37 13.39 33.97 3.45 

5 33.59 6.50 34.04 3.53 

6 35.34 13.10 35.02 4.52 

7 35.43 13.83 33.67 3.21 

8 34.27 8.45 31.82 1.74 

9 32.95 5.16 34.00 3.48 

10 35.44 13.96 34.33 3.78 

 

6.3.3 Verification of the management model 

The performance of the developed saltwater intrusion management models was verified by 

comparing the solution results obtained from the optimization routine with those obtained 

from the numerical simulation model. To do this, ten solutions of optimal groundwater 

extraction values (which were same as the solutions used in Table 6.6) were randomly 

selected from different regions of the Pareto optimal front. These solutions were used as 

inputs to the simulation model, developed by using the average values of uncertain model 

parameters in order to obtain the corresponding saltwater concentration values at each ML.  
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Table 6.7 Percentage absolute relative error between optimal solutions and simulated 
salinity concentrations 

Solutions 
PARE, % (GA-FIS)  PARE, % (ANFIS) 

ML1 ML2 ML3 ML4 ML5  ML1 ML2 ML3 ML4 ML5 

1 0.04 2.16 4.01 0.11 0.49  0.90 0.65 12.36 2.35 6.39 

2 0.05 2.13 3.97 0.07 0.46  0.28 0.73 10.04 2.11 5.16 

3 0.06 2.09 3.96 0.03 0.45  0.36 0.10 11.00 2.27 5.61 

4 0.01 2.24 4.08 0.20 0.54  0.32 0.31 10.51 2.19 5.42 

5 0.60 2.25 3.56 0.87 0.84  0.29 0.28 11.04 2.27 5.55 

6 0.01 2.31 4.15 0.28 0.59  0.91 0.72 12.43 2.54 6.45 

7 0.04 2.17 4.02 0.12 0.50  0.25 0.51 10.52 2.11 5.30 

8 0.35 2.44 3.85 0.75 0.85  0.77 1.56 7.84 2.50 3.54 

9 0.80 2.12 3.20 1.02 0.87  0.27 0.18 11.13 2.17 5.62 

10 0.04 2.14 3.99 0.09 0.48  0.46 0.04 11.42 2.32 5.73 
*PARE = Percentage Absolute Relative Error 

 

Table 6.7 represents the Percentage Absolute Relative Errors (PARE) between the 

management models’ predicted saltwater concentration values and simulation models’ 

output. It is observed from Table 6.7 that PARE values were less than 5% for all estimates 

for the GA-FIS based management model. On the other hand, the ANFIS based management 

model produced relatively higher values of PARE, especially at MLs 3 and 5. It is noted that 

the ANFIS based management model produced lower PARE values at ML2 compared to the 

GA-FIS based management model. Therefore, this example problem demonstrates the 

superiority of the GA-FIS based saltwater intrusion management model, based on the PARE 

viewpoint.  
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Table 6.8 Absolute values of constraint violations at selected monitoring locations 

Solution 

ML1  

(< 30 mg/l) 

ML2  

(< 700 mg/l) 

ML3  

(< 700 mg/l) 

ML4  

(< 4500 mg/l) 

ML5  

(< 5000 mg/l) 

GA-
FIS 

ANFIS 
GA-
FIS 

ANFIS 
GA-
FIS 

ANFIS 
GA-
FIS 

ANFIS 
GA-
FIS 

ANFIS 

1 0.90 0.77 0.00 0.87 0.67 0.51 0.76 0.22 0.01 14.52 

2 0.89 0.79 0.27 0.20 0.15 0.04 1.50 6.35 0.21 5.80 

3 0.87 0.79 0.47 1.64 0.00 0.74 1.22 3.07 0.51 12.65 

4 0.97 0.85 0.06 0.60 0.81 0.24 5.68 1.78 0.95 8.59 

5 1.73 0.82 0.03 0.48 1.65 1.39 0.25 3.27 0.60 7.07 

6 1.02 0.81 0.48 0.45 0.15 0.17 12.17 3.58 1.25 12.91 

7 0.91 0.78 0.04 1.61 0.48 3.29 3.82 4.60 0.11 10.91 

8 1.60 0.88 0.07 0.58 0.88 12.91 6.62 0.50 2.74 5.28 

9 1.82 0.84 1.74 0.58 2.01 0.92 2.37 2.64 0.35 11.49 

10 0.90 0.83 0.05 0.03 0.22 0.43 1.91 1.56 0.27 5.33 

 

Performances of the management models were also verified by comparing the 

violation of the constraints at each ML. This is presented in Table 6.8. Constraint violations 

by the ANFIS models were higher for most of the estimates. At ML5, ANFIS models 

provided a considerable amount of constraint violations. 

Based on the above discussions, it can be concluded that the proposed saltwater 

intrusion management models can be applied to obtain optimal groundwater abstraction 

values in a multilayered coastal aquifer system under parameter uncertainty. However, GA-

FIS based meta-models are more efficient in developing the saltwater intrusion management 

model, at least for this illustrative example problem. 

6.4 Summary and conclusions 

This chapter presents the use of a coupled GA-FIS-CEMOGA based management model to 

predict saltwater intrusion processes and to develop a regional scale optimal management 

strategy in a multilayered coastal aquifer system under hydrogeological parameter 

uncertainty. The performance of the GA-FIS-CEMOGA model was compared with the 

performance of an ANFIS-CEMOGA based management model. In the first step, the GA-

FIS and ANFIS based models were developed to approximate density dependent coupled 

flow and salt transport processes. GA was used to tune the antecedent and consequent 

parameters for obtaining the best FIS model structures. The parameters of ANFIS based 
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models were tuned using the hybrid algorithm. Both models were trained using datasets 

consisting of predictor-response arrays of groundwater withdrawal and resultant saltwater 

concentrations, obtained as solutions of a density dependent 3-D coupled flow and salt 

transport numerical simulation model. In the second step, two management models were 

developed by external linking of these meta-models to the optimization algorithm, 

CEMOGA. It was demonstrated that both GA-FIS and ANFIS models captured the nonlinear 

relationship between the spatiotemporal groundwater extraction values and the resulting 

salinity concentrations quite accurately. Comparison results indicated that the GA-FIS 

models provided better prediction capabilities compared to the ANFIS models. This study 

applied GA for extracting fuzzy IF-THEN rules in the FCM method in order to develop the 

hybrid GA-FIS model. 

The management model performance evaluation result also indicated the superiority 

of the GA-FIS-CEMOGA based model. It is noted that comparison of Pareto fronts of both 

the GA-FIS-CEMOGA and the ANFIS-CEMOGA based management models appear to 

indicate that the ANFIS-CEMOGA model allows increased amount of beneficial pumping 

associated with the same amount of barrier well extraction. However, this apparently 

permissible increased amount of pumping corresponding to a specific amount of barrier well 

extraction appears to be the consequence of relatively inaccurate prediction of salinity by the 

ANFIS-CEMOGA, and not due to better optimal solutions. Based on the PARE criterion, it 

can be concluded that GA-FIS-CEMOGA based management model provided more accurate 

estimates of the optimal groundwater extraction strategies and therefore provided more 

accurate representation of the optimal permissible pumping. This is a very important 

consideration in all real life applications. 

The proposed GA-FIS models did not include parameter uncertainty directly. 

However, these models indirectly incorporated uncertainty because they were developed 

from the solution results of a numerical model that addressed parameter uncertainty. The 

present study considered a geologically multilayered coastal aquifer system in which four 

vertical material layers varied in randomized realizations of uncertain model parameters. 

However, the aquifer materials within each layer are considered homogeneous but uncertain. 

Future research might profitably be directed towards studying the applicability of the GA-

FIS based approximation of the complex saltwater intrusion process for developing optimal 

management strategies in heterogeneous coastal aquifer systems. The next chapter presents 

the ensemble meta-modelling approach for addressing the prediction uncertainties of meta-

models. 
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Chapter 7: Management of coastal aquifers using ensemble-
modelling approach to address prediction uncertainty of meta-
models 

Partial contents of this chapter have been published and copyrighted, as outlined below: 

 
Roy, D. K., & Datta, B. (2017b). Multivariate adaptive regression spline ensembles for 
management of multilayered coastal aquifers. Journal of Hydrologic Engineering, ASCE 
22(9), 04017031.  
 

This chapter covers management of coastal aquifers using ensemble meta-modelling 

approach to address prediction uncertainty of meta-models. 

7.1 Summary 

The approaches developed and presented in the previous chapter focused on developing 

saltwater intrusion management model by using artificial intelligence based meta-models 

linked to an optimization algorithm. These computationally efficient replacements for the 

numerical simulation model add a certain amount of uncertainty to the predicted variable. 

This predictive uncertainty results from the residuals and affects the optimality and feasibility 

of the Pareto optimal solution of a coupled S-O model. One way to minimize this prediction 

uncertainty is to use an ensemble of several models in which the outputs from a group of 

separately trained models are combined to make one integrated prediction. Ensemble of 

meta-models recompenses prediction errors by integrating the outputs from all individual 

models of the ensemble, and is able to achieve better prediction than individual models. This 

approach is also advantageous because an individual meta-model often fails to map the true 

pattern of data from the entire parameter space. However, individual models of an ensemble 

should have sufficient accuracy in terms of future prediction capability and adequate 

diversity in terms of representing different regions of the input space. Accuracy can be 

achieved by the proper choice of meta-models, and by adjusting the optimal combination of 

model parameters. Diversity of the individual models can be achieved by several approaches, 

such as optimizing the model parameters and structures, varying the training algorithm, and 

using different realizations of the training dataset. In this study, individual ensemble 

members were built by using different realizations of the training dataset obtained by random 

sampling without replacement approach.  

This chapter presents an ensemble of MARS (En-MARS) based meta-models within 

a coupled S-O methodology to develop multiple objective optimal groundwater extraction 

strategies in a multilayered coastal aquifer system. A 3-D density dependent coupled flow 



Chapter 7: Management of coastal aquifers 
using ensemble-modelling approach  

101 
 

and salt transport numerical simulation code FEMWATER was used to generate the training 

patterns of groundwater extraction strategies and the resulting saltwater concentrations. The 

prediction capability of En-MARS was compared with that of the best MARS model in the 

ensemble. Following the development of the En-MARS meta-models, they were linked to an 

optimization algorithm within a regional scale saltwater intrusion management model which 

was employed to address two conflicting objectives of groundwater extraction. The optimal 

solutions obtained from the En-MARS models were verified by running the numerical 

simulation model. The results indicated that MARS based ensemble modelling approach is 

able to provide reliable solutions for a multilayered coastal aquifer management problem. 

The adaptive nature of MARS models, the use of ensembles, and the utilization of parallel 

processing resulted in a computationally efficient, accurate and reliable methodology for 

coastal aquifer management that also incorporates uncertainties in modelling. 

7.2 Methodology 

The proposed saltwater intrusion management model integrates two main components: 

ensemble based meta-models to simulate the physical processes of a multilayered coastal 

aquifer system and an optimization model to obtain optimal groundwater extraction strategies 

constrained by pre-specified saltwater concentration limits. The MARS based meta-models 

were trained from the input-output datasets generated by a 3-D density dependent coupled 

flow and salt transport numerical simulation model FEMWATER (Lin et al., 1997). Different 

realizations of the input-output datasets obtained using a random sampling without 

replacement approach (Hastie et al., 2008) forming the entire datasets were used to train 

different MARS meta-models that formed the ensemble. The En-MARS models were then 

linked externally to the CEMOGA for deriving optimal groundwater extraction strategies.  

7.2.1 Ensemble meta-models 

Various methods have been proposed in the literature to generate ensemble members, for 

instance, by using different model architectures, by adopting different training algorithms, or 

by manipulating the training data set (Sharkey, 1999; Shu and Ouarda, 2008). The basic idea 

behind the development of an ensemble of meta-models for future prediction is to use each 

model’s unique feature for capturing different patterns within the data set (Khashei and 

Bijari, 2011). Among other approaches to generate ensemble members, altering the training 

data using resampling techniques often provides better results (Shu and Burn, 2004; Zaier et 

al., 2010). The present study adopts different realizations of training data sets to build 

individual MARS meta-models. Figure 7.1 provides the flow diagram of the ensemble 

generation process using MARS meta-models. 



Chapter 7: Management of coastal aquifers 
using ensemble-modelling approach  

102 
 

 

 
Figure 7.1 Flow diagram of the ensemble based meta-model 

Several previous studies have used different numbers of individual meta-models to 

build ensembles. For instance, a good generalization capability was achieved by using 10-20 

individual models in the ensemble (Shu and Burn, 2004; Zaier et al., 2010). However, 

Sreekanth and Datta (2011b) used 30 individual models to form an ensemble of GP models 

by sequentially adding models to the ensemble and checking the resulting root mean square 

error. Khalil et al. (2015) evaluated 2-20 ANN models to predict groundwater levels under 

conditions of mine-tailings. In the present study, sufficient numbers of ensemble members 

for each ML were selected initially. Then individual models were added sequentially to the 

ensemble, and the optimum ensemble size was selected by observing the resulting RMSE of 

the ensemble. 

To combine outputs from the individual members of the ensemble, the most 

commonly used techniques are the average and stacked generalization (Shu and Ouarda, 

2007; Wolpert, 1992). In this study, a simple averaging technique was used to combine the 

output from the ensemble members of individual MARS meta-models. To obtain the average 

of the MARS ensemble output, the output of the individual models was added, and the result 

was divided by the number (𝑛) of MARS models. Uniform weighting was applied to calculate 

the output from the En-MARS models, which is calculated using the following equation: 

 𝑂𝑢𝑡𝐸𝑛𝑀𝐴𝑅𝑆 = ∑
𝑂𝑢𝑡𝑀𝐴𝑅𝑆𝑖

𝑛

𝑛

𝑖=1

 (7.1) 

where, 𝑂𝑢𝑡𝐸𝑛𝑀𝐴𝑅𝑆 is the combined output from the ensemble of MARS meta-

models and  𝑂𝑢𝑡𝑀𝐴𝑅𝑆𝑖 is the output from the 𝑖𝑡ℎ MARS meta-models. 
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7.2.2 Random sampling without replacement 

Different realizations of the actual input-output data sets were generated using the random 

sampling without replacement technique (Hastie et al., 2008). Each realization of these data 

sets was then used to train individual MARS meta-models to be used later for building En-

MARS models. Because the training data sets were sufficiently different from each other, the 

resulting trained MARS meta-models were distinctly different from each other. As the final 

values of model parameters are dependent on the training data set, their values have the 

potential to differ slightly among MARS meta-models trained on different training data sets. 

An input-output pattern 𝑇 of size 𝑁 was obtained from LHS and the numerical 

simulation model. For generating different realizations of these data sets, 𝑁 was split up into 

training (80%) and testing (20%) data sets. Random sampling without replacement 𝑅 was 

then obtained from 𝐾 permutations of 𝑁 where 𝐾 is the desired number of samples. Thus, 

each random sample had different input-output patterns with differential weighting. 

Therefore, each model was sufficiently distinct with respect to its prediction capability 

because these models represented different regions of the decision space (all possible 

combinations of data shuffling) (Sreekanth and Datta, 2011b). 

7.2.3 Coupled simulation-optimization using En-MARS 

The present study adopts an externally linked S-O methodology to obtain optimal 

groundwater extraction strategies for multilayered coastal aquifer system. En-MARS meta-

models were used to simulate the aquifer processes, in order to obtain saltwater 

concentrations at specified MLs. Each ensemble member was separately linked to the 

optimization algorithm. This procedure provides optimal values of groundwater extraction 

strategies based on the pre-specified constraints on maximum allowable salt concentrations 

at different MLs. The proposed methodology used a multiple objective problem setting in 

which the optimal groundwater extraction values were presented in a Pareto optimal front 

that demonstrated the trade-offs between the conflicting objectives. A schematic 

representation of the ensemble-based proposed coastal aquifer management model is 

illustrated in Figure 7.2. 

7.3 Results and discussion 

An illustrative multilayered coastal aquifer system of 4:35 km2 areal extent, introduced in 

Subsection 4.2.5 in chapter 4, was used to evaluate the performance of the proposed En-

MARS based saltwater-intrusion management model. The solution results of the En-MARS 
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based saltwater intrusion management model using linked S-O technique are presented in the 

following subsections. 

 
 

Figure 7.2 Flow chart of the ensemble based linked simulation-optimization 
methodology 

7.3.1 Performance evaluation of the proposed En-MARS models 

To reduce prediction uncertainty in modelling, an ensemble of MARS based meta-models 

was developed and evaluated in the present study. The En-MARS model was constructed by 

combining multiple individual MARS meta-models to learn the same data set, with each 

being presented with different realizations generated using random sampling without 

replacement from the entire data set. To maintain the same standard, each individual meta-

model within En-MARS was developed using similar model parameters at all MLs. 

However, each individual model was trained and validated by using different sets of training 

and testing patterns for a particular monitoring location. Fifty replicates of training and 

testing data sets were used to train individual MARS meta-models in the ensemble for each 

ML. Test data sets were used to check for model overfitting during the learning process of 

all models. Once the learning was accomplished, each individual MARS meta-model was 

used to predict salinity concentrations on a new test sample. To maintain consistency, the 

same test dataset was used for prediction purposes of all meta-models in the ensemble at each 

individual ML. Because the final values of model parameters are dependent on the training 

data set, their values may differ slightly between MARS meta-models trained using different 

training data sets. 
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The RMSE criteria were used to evaluate the performance of the En-MARS models. 

RMSE values were computed over a new test dataset, which was sufficiently different from 

the test data sets used to test for model overfitting of the individual MARS meta-models. 

Individual MARS meta-models produced different RMSE values against this new test dataset 

because these models were trained from different realizations of the data set. Therefore, these 

models had different predictive capabilities, based on the training data set used for training. 

Combining them in an ensemble reduced the uncertainty associated with meta-model 

predictions. Presenting a different realization of test data set to the trained meta-models 

during ensemble formation was intentionally done, with a view to checking whether the 

ensemble still performed consistently with the new test dataset. Individual MARS meta-

models were added sequentially to the ensemble, and the resulting RMSE was evaluated. The 

RMSEs of En-MARS models predicting saltwater concentrations at monitoring locations 

ML1-ML5 are plotted against the number of MARS models within the ensemble, as shown 

in Figure 7.3, Figure 7.4, Figure 7.5, Figure 7.6, and in Figure 7.7. In contrast to Sreekanth 

and Datta (2011b), adding an individual MARS meta-model to the ensemble started from the 

second model, and continued up to model 50. The addition of models into the ensemble was 

limited to 50 because the lowest RMSE value was attained within 50 individual MARS 

models in most cases. Because training data sets were chosen randomly without replacement 

from the total data set, these MARS models have different prediction capabilities. Therefore, 

it is impossible to know in advance which model will perform better with the new test data 

realization. Adding a worse model to the existing ensemble may increase the ensemble’s 

RMSE. Based on the RMSE values, the number of MARS meta-models in the ensemble was 

chosen as 32, 23, 26, 50, and 8, respectively, for monitoring locations ML1, ML2, ML3, 

ML4, and ML5. 

 
Figure 7.3 Root-mean square errors for sequential addition of models in the ensemble 

at ML1 
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Figure 7.4 Root-mean square errors for sequential addition of models in the ensemble 

at ML2 

 
Figure 7.5 Root-mean square errors for sequential addition of models in the ensemble 

at ML3 

 
Figure 7.6 Root-mean square errors for sequential addition of models in the ensemble 

at ML4 
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Figure 7.7 Root-mean square errors for sequential addition of models in the ensemble 

at ML5 

The performance of the developed En-MARS models to approximate coupled flow 

and salt transport processes in a multilayered coastal aquifer system was evaluated and 

compared with those results obtained from the best performing models in the ensemble. The 

best performing model within the ensemble was also selected, based on the RMSE criteria 

on the test dataset. En-MARS models were used to predict salinity concentrations at specified 

MLs with respect to transient pumping stress applied to the aquifer. The accuracy of the 

models was evaluated based on their performance with a new realization of the test data set, 

the results of which are presented in Table 7.1. It is apparent from Table 7.1 that all the 

statistical performance indices were similar for both best individual MARS models and En-

MARS models. Both models produced smaller values of RMSE and MAPRE as well as 

higher values of R and NS. 

 

Table 7.1 Performance evaluation results of MARS and En-MARS on testing data set 

Statistical Indices Models ML1 ML2 ML3 ML4 ML5 

MAPRE, % 

 

MARS 1.16 0.45 0.53 0.08 0.04 

En-MARS 1.12 0.45 0.52 0.08 0.04 

RMSE, mg/l 

 

MARS 0.62 8.57 7.33 7.58 3.49 

En-MARS 0.63 8.56 7.30 7.04 3.42 

R 

 

MARS 0.99 0.99 0.99 0.99 0.99 

En-MARS 0.99 0.99 0.99 0.99 0.99 

NS MARS 0.98 0.99 0.99 0.99 0.99 

En-MARS 0.98 0.99 0.99 0.99 0.99 
Note: MARS = Multivariate Adaptive Regression spline; En-MARS = Multivariate Adaptive Regression Spline Ensemble; 
MLs = Monitoring Locations; MAPRE = Mean Absolute Percentage Relative Error; RMSE = Root Mean Squared Error; R = 
Correlation Coefficient; NS = Nash-Sutcliffe Efficiency Coefficient 
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The MAPRE measure provides information on the distribution of errors, offers an 

indication as to whether a model tends to underestimate or overestimate, and is a measure for 

testing the robustness of the developed model (He et al., 2014). The developed models had 

relatively small MAPRE values (less than 1% for monitoring locations ML2-ML5 and close 

to 1% for monitoring location ML1). This indicates that both models are able to perform well 

from the relative error viewpoint. En-MARS provided slightly lower MAPRE values for all 

MLs. This is because En-MARS models were trained from a wide range of datasets arising 

from different realizations of the training datasets from the entire decision space. Therefore, 

these models are able to capture the trend of the data even from an entirely new realization 

of the test dataset. Khalil et al. (2015) also demonstrated the consistency and reliability of 

ensemble models constructed using different realizations of the training datasets in 

groundwater level predictions.  

The prediction capability of any hydrological model can also be evaluated using the 

NS criterion. Models can be regarded as acceptable and reliable when they provide a NS 

value greater than or equal to 0.8 (Shu and Ouarda, 2008). Both best individual MARS and 

En-MARS models produced NS values very close to 1 for all MLs, which indicates an 

acceptable and reliable prediction capability of the developed models. The values of R for all 

MLs were very close to 1, which indicated that the model performance was also satisfactory 

from a correlation coefficient viewpoint. R values obviously exhibit a strong positive 

correlation between actual and predicted saltwater concentration values. 

 

 
Figure 7.8 Actual and predicted saltwater concentration values using the best MARS 

and En-MARS models at ML1 

Figure 7.8 presents a comparison of the actual and predicted saltwater concentration 

values by the best MARS and En-MARS models on the testing dataset at ML1 as an example. 
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Out of 300 test datasets, 21 datasets, taken from the middle of the 300 data points, are 

presented in Figure 7.8. The actual concentration values represent the FEMWATER 

simulated concentration values, which were assumed to be as accurate as can be obtained in 

real situations. The predicted concentration values are those obtained from the best individual 

MARS and the En-MARS models. As graphically illustrated in Figure 7.8, both models’ 

estimates were very close to the corresponding values of actual salinity concentrations. 

Although both models’ predictions were very accurate for all MLs, En-MARS provides even 

better estimates for some data points. For instance, test data points 141 and 148 of ML1 

clearly indicate the superiority of the En-MARS model over the best model used in the 

ensemble. This was also true for most data points at all MLs. This is attributed to the superior 

learning capabilities of the En-MARS models from a wide variety of realizations of the actual 

datasets, obtained using random sampling without replacement technique. 

 

Table 7.2 Threshold statistics between actual and predicted saltwater concentration 
values 

Models RE threshold ML1 ML2 ML3 ML4 ML5 

MARS 

 

<1% 54.33 90.00 86.67 100.00 100.00 

<2% 83.67 98.67 98.00 – – 

<5% 99.00 99.00 100.00 – – 

<8% 100.00 100.00 – – – 

En-MARS <1% 57.00 91.67 87.33 100.00 100.00 

<2% 86.00 99.33 98.00 – – 

<5% 99.00 99.67 100.00 – – 

<8% 100.00 100.00 – – – 
Note: RE = Relative Error; MARS = Multivariate Adaptive Regression Spline; En-MARS = Multivariate Adaptive Regression 
Spline Ensemble; MLs = Monitoring Locations 
 

Table 7.2 presents TS value differences between the actual and predicted saltwater 

concentrations. TS values were used to estimate the percentage of data points whose MAPRE 

values were less than the specified threshold values (Raghavendra and Deka, 2015). Four 

threshold values (1, 2, 5, and 8%) were selected in the present study. These results indicate 

that the performance of the En-MARS models was slightly better than the individual best 

MARS models. 

7.3.2 Comparison of the performance of En-MARS with existing models 

The comparison results with ANN models is not presented because the superiority of GP 

over ANN for predicting saltwater intrusion processes is well established (Sreekanth and 
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Datta, 2010; Sreekanth and Datta, 2011a). Therefore, the following paragraphs present a 

relative comparison of the proposed MARS based meta-model with GP, RBF, EPR, and FIS 

based meta-models. The study area, as well as the initial and boundary conditions, were 

different for each of the cases. Therefore, a direct comparison of the En-MARS testing result 

was not possible. Hence, the comparison was limited to the prediction capability of the 

models based on some error criteria. Sreekanth and Datta (2011b) used a simple single 

layered homogeneous coastal aquifer system with 33 input pumping variables in the 

development of the saltwater intrusion management model. However, the present study using 

En-MARS meta-model is implemented for a much more complex hydrogeological system 

with a larger number of layers which have different hydrogeological properties. In addition, 

the number of input variables was much larger in this study, e.g., the pumping variables 

totalled to 80 in space and time. Despite having a more complex study area with larger 

number of input variables, the proposed MARS based meta-model had relatively lower 

RMSE values compared to the GP models developed for a less complex study area having 

fewer input variables by Sreekanth and Datta (2011b). 

RMSE values obtained for the best individual MARS meta-models were 0.62, 8.56, 

7.33, 7.58, and 3.49 mg/l for monitoring locations ML1, ML2, ML3, ML4, and ML5, 

respectively. En-MARS produced RMSE values of 0.63, 8.56, 7.30, 7.04, and 3.42 mg/l for 

monitoring locations ML1, ML2, ML3, ML4, and ML5, respectively. These RMSE values 

were very close to the RMSE values obtained from the best individual MARS model in the 

ensemble. In contrast, the GP models developed by Sreekanth and Datta (2011b) produced 

RMSE values in the range of 9-27, 8-22, and 9-40 mg/l for monitoring locations C1, C2, and 

C3, respectively, obtained from Figures 4-6 in Sreekanth and Datta (2011b). Sreekanth and 

Datta (2011b) used an ensemble of 30 GP models at monitoring location C1 to produce a 

RMSE value of approximately 17 mg/l, which was almost double the RMSE value obtained 

from the best individual GP model in the ensemble. Therefore, it can be concluded that En-

MARS performed better in the present study than the GP based ensemble meta-models 

presented by Sreekanth and Datta (2011b). 

 Christelis and Mantoglou (2016) presented a reduction in computational time of 96% 

for the variable density based optimization for a single objective management problem using 

a RBF based meta-model. In the present study, computational time savings with and without 

parallel processing facilities were computed. A computational time saving of 57.2% was 

achieved by using parallel processing facilities. However, the results obtained in the present 

study cannot be compared directly with those given by Christelis and Mantoglou (2016), 

because Christelis and Mantoglou (2016) presented a single objective optimization problem, 

which did not use ensemble and parallel processing facilities. 
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The values of Coefficient of Determination (R2) obtained by MARS and En-MARS 

meta-models were better than the R2 values obtained by EPR meta-model presented by 

Hussain et al. (2015) . Hussain et al. (2015) reported R2 values of 95.5, 95.6, and 96.5% in 

testing datasets for the selected terms (to reduce complexity) T10, T50, and T90, 

respectively. MARS produced R2 values of 98.2, 99.7, 99.7, 99.9, and 99.9% for monitoring 

locations ML1, ML2, ML3, ML4, and ML5, respectively. This indicates a relatively better 

fit of the MARS models than the EPR models. The En-MARS models also produced similar 

values of R2 (98.16, 99.71, 99.73, 99.95, and 99.97% for monitoring locations ML1, ML2, 

ML3, ML4, and ML5, respectively). 

FIS, as proposed by Roy and Datta (2017a) and presented in chapter 4, has the ability 

to predict saltwater concentrations at multiple locations in a single formulation for multiple 

output problems. The results obtained by the FIS at the end of the fifth time step are 

comparable to those obtained using MARS and En-MARS models in the present study. Only 

the RMSE values in the prediction set were used for comparison purposes. Roy and Datta 

(2017a) obtained RMSE values of 0.73, 23.96, 20.45, 15.79, and 4.58 mg/l for monitoring 

locations ML1, ML2, ML3, ML4, and ML5, respectively. Both MARS and En-MARS based 

meta-models performed better than the FIS based meta-model in terms of RMSE values on 

the test data set (Table 7.1). 

7.3.3 Performance of En-MARS based management model 

Each of the members (MARS meta-models) of the ensemble for all MLs was separately 

linked to the optimization algorithm (CEMOGA). Therefore, a total number of 139 

constraints corresponding to five ensembles with 32, 23, 26, 50, and 8 MARS meta-models, 

respectively, for each ensemble were considered in this study. Other constraints of the 

management model included maximum permissible saltwater concentrations at the specified 

MLs. The optimum values of different parameters used in the optimization formulation were 

selected by running the optimization problem with several combinations of the different 

parameters. Population size is a crucial parameter that specifies the number of individuals in 

each generation. A large population size allows the genetic algorithm to search the solution 

space more thoroughly, thereby increasing the chances of obtaining a global solution. A 

smaller population narrows down the search space and affects the spread of solutions in the 

Pareto optimal front. This study used a population size of 1,600, considering both the 

diversity of the population and the computational requirements based on different trials in 

combination with other parameters. 

The optimization algorithm used 2,494 generations to reach the global optimal 

solution. Hence, a total number of 1,600 × 2,494 = 3,990,401 evaluations of the aquifer 
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response to specific groundwater extraction patterns were executed by the optimization 

algorithm. The algorithm used a tournament selection with a tournament size of two. The 

crossover and mutation fractions used were 0.9 and 0.1, respectively. The migration 

parameter used a forward direction with a fraction and interval of 0.2 and 20, respectively. A 

Pareto front population fraction of 0.7 was used. Therefore, the Pareto front contained 

1,600×0.7 = 1,120 non-dominated optimal solutions. Function and constraint tolerance were 

set as 1×10−5 and 1×10−3, respectively. 

The optimization routine for this multiple objective saltwater intrusion management 

problem was carried out using the parallel computing platform in MATLAB. The parallel 

computation was performed by distributing the tasks among four workers (four physical 

cores) of the local cluster, using a seven-core PC [Intel Core i7-4790 CPU @ 3.60 GHz with 

8 gigabytes (GB) RAM, Santa Clara, California]. The time required to obtain the optimal 

solution for the proposed management problem with and without parallel processing was 

computed for comparison purposes, using the same initial states of the optimization 

algorithm. Compared to 1.09875 hours of computational time with parallel processing, 

optimization without parallel processing took approximately 2.5674 hours. This indicates a 

considerable amount of computational time was saved by using the parallel processing 

capability. 

The management problem developed and solved in this study considered 80 input 

variables, corresponding to water extraction from 16 locations for five time steps. It had five 

output variables that relate to saltwater concentrations at five MLs at the end of the 

management period of 5 years. The Pareto optimal front illustrating the trade-off between the 

two conflicting objectives is shown in Figure 7.9. The Pareto front illustrated in Figure 7.9 

provides several alternate solutions that maximize water extraction from production wells 

and minimize barrier well extraction, while maintaining the salt concentrations within the 

indicated acceptable limits at specified monitoring locations. 

 
Figure 7.9 Pareto Optimal front of the ensemble based management model 
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It is observed from Figure 7.9 that a certain amount of water can be extracted from 

production wells without any barrier well pumping. However, as the amount of water 

extracted from production wells needs to be increased, an increased amount of barrier well 

extraction will also be required to maintain the water quality. However, the proposed 

management model did not look into the various disposal alternatives for water pumped from 

the barrier wells. 

For simulation of the study area and to generate the required input-output patterns for 

training the MARS and En-MARS meta-models, pumping values for both production and 

barrier extraction wells were obtained from LHS within the practical range of 0-1,300 

m3/day. The same upper and lower limits of the decision pumping variables for both 

production and barrier wells were also specified in the management model. In the 

management model, the second objective was to minimize the rate of extraction from the 

barrier extraction wells so that the pre specified maximum allowable salt concentrations at 

all MLs were maintained. The Pareto optimal front shown in Figure 7.9 provides the 

optimized values of pumping from barrier extraction wells. 

7.4 Conclusions 

A linked S-O methodology using an ensemble meta-modelling approach was developed for 

a multiple objective groundwater extraction strategy in a multilayered coastal aquifer system. 

In this approach, ensembles of MARS meta-models were linked externally to a CEMOGA 

based optimization algorithm to derive the optimal groundwater extraction strategy. To 

achieve computational efficiency in the S-O methodology, the optimization routine was run 

on a parallel computing platform. The optimum number of MARS models in the ensemble 

was chosen based on the RMSE criteria. The ensemble that produced the minimum RMSE 

was chosen for the prediction of saltwater concentrations at specified MLs. The ensemble 

meta-modelling approach accounted for the predictive uncertainty of the meta-modelling 

approach. The MARS based ensemble meta-modelling technique using a parallel processing 

platform has the advantages of (1) addressing the predictive uncertainty of meta-modelling, 

and (2) achieving computational efficiency in searching for optimal solutions: 3,990,401 

function evaluations in the optimization routine took only 76 minutes. 

To ensure sufficient variability in the training dataset as well as to obtain diversified 

MARS meta-models for ensemble formation, different realizations of the training dataset 

were obtained from the entire dataset. The performance of En-MARS meta-models were 

compared with those of the best model in the ensemble. The ensemble MARS meta-models 

provided similar results when compared to the best individual model in the ensemble. The 

disadvantage of single meta-modelling approach is that it is not always possible to find the 
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best model a priori. The other disadvantage is that the best model may not provide a similarly 

successful result for another set of test data. In addition, a single meta-model does not 

consider predictive uncertainty. However, as the En-MARS learned from a diverse data 

range, it is expected to be more consistent for a newer test data set, thereby reducing 

predictive uncertainty. In addition, even with a larger number of input variables (groundwater 

extraction) and more complex hydrogeological configuration, En-MARS resulted in smaller 

prediction errors in terms of RMSE values when compared to existing meta-models. Another 

reason for adopting En-MARS is to develop new meta-models for more complex study areas. 

Therefore, the adaptive nature of MARS models, as well as use of ensembles and parallel 

processing, resulted in a computationally efficient, accurate, and reliable methodology for 

coastal aquifer management, which also incorporated uncertainties in modelling. 

Generally, it takes many years to reach a steady state in terms of the flow field. Only 

then, may a steady state concentration field be attained. Any long-term spatial and temporal 

management strategy ultimately reaches a steady state if the extraction and the rates do not 

change substantially from year to year, although these can change seasonally. However, the 

performance evaluation reported here is for transient pumping values varying in space and 

time. In order to make the problem more unconstrained for evaluation purpose, the extraction 

rate is not limited to the steady state. Therefore, the specified management strategy obtained 

as a solution was not tested for achieving an ultimate steady state. 

The present study considered a multilayered coastal aquifer system having four 

layers of materials, and the materials within each layer were considered homogeneous. Future 

research can be directed towards using heterogeneous coastal aquifer system using random 

fields of different aquifer parameters. In addition, seasonal effects and tidal fluctuations in 

the adjoining river within the management model can be incorporated in future research. In 

addition, the proposed management model did not look into the various disposal alternatives 

for water pumped from the barrier wells. Related economic and environmental considerations 

can be included in a more detailed management model. The proposed methodology 

potentially facilitates the computationally feasible and efficient determination of regional 

scale management strategies for coastal aquifers. One important practical aspect of 

developing a regional scale coastal aquifer management model is the plausible impact of 

climate change on the sustainable coastal aquifer management strategy. Therefore, the issue 

of sea level rise on the development of sustainable future management strategy is discussed 

in the next chapter.
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Chapter 8: Influence of sea level rise on the management of coastal 
aquifers 

Partial contents of this chapter have been published and copyrighted, as outlined below: 

 
Roy, D. K., & Datta, B. (2018c). Influence of sea level rise on multi-objective management 
of saltwater intrusion in coastal aquifers. Journal of Hydrologic Engineering, ASCE, 23(8), 
04018035. 
 
   
This chapter covers the influence of climate change induced sea level rise on the development 

of sustainable future management strategy. 

8.1 Summary 

Relative sea level rise, providing an additional saline water head at the seaside, has a 

significant impact on an increase in the salinization process of the coastal aquifers around the 

globe. Sea level rise can accelerate saltwater intrusion processes in aquifer systems, and 

several centuries would be required to equilibrate this sea level rise induced saltwater 

intrusion, even if the sea level has fallen back to its original position. Although excessive 

groundwater withdrawal is considered to be the major cause of saltwater intrusion, relative 

sea level rise in combination with the effect of excessive groundwater pumping can 

exacerbate the already vulnerable coastal aquifers. Numerous studies have demonstrated the 

effect of relative sea level rise on the salinization process of the aquifer. However, the effect 

of relative sea level rise has not been incorporated in a saltwater intrusion management model 

for a multilayered coastal aquifer system under the influence of transient pumping stresses 

applied to the aquifer. This study intends to incorporate the effects of relative sea level on 

the optimized groundwater extraction values for a management period of 5 years. Variation 

of water concentrations of the tidal river and seasonal fluctuation of river water head were 

also incorporated in the model. 

This chapter demonstrates the influence of climate change induced sea level rise on 

multiple objective saltwater intrusion management strategies in coastal aquifers. Three meta-

models were developed from the solution results of a numerical code FEMWATER that 

simulates the coupled flow and salt transport processes in a coastal aquifer system. Results 

revealed that the proposed meta-models are capable of predicting density dependent coupled 

flow and salt transport patterns quite accurately. Based on the comparison results, the best 

meta-model was selected as a computationally cheap substitute for the simulation model in 

the coupled S-O based saltwater intrusion management model. To achieve computational 

efficiency, the optimization routine of the proposed management model was performed on a 
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parallel computing platform. The performance of the proposed methodology was evaluated 

for an illustrative multilayered coastal aquifer system in which the effect of climate change 

induced sea level rise was incorporated for the specified management period. Results showed 

that the proposed saltwater intrusion management model provides acceptable, accurate, and 

reliable solutions while significantly improving computational efficiency in a coupled S-O 

methodology.   

8.2 Methodology 

The proposed methodology includes selection of meta-models which are able to emulate 

physical processes of a coastal aquifer system under the influence of climate change induced 

sea level rise. Upon selection of the best performing meta-model, a saltwater intrusion 

management model was developed, using the best meta-model as a replacement for the 

simulation model in the coupled S-O approach. The meta-models were trained and validated 

from the input-output patterns generated by using a 3-D density reliant numerical simulation 

model FEMWATER. 

8.2.1 Meta-models 

Three different artificial intelligence based meta-models were evaluated and compared in 

order to identify an accurate, reliable, and computationally efficient substitute of the density 

reliant coupled flow and salt transport processes of a multilayered coastal aquifer system. 

The basic principles of the MARS and ANFIS based meta-models are presented in chapter 4 

(Subsection 4.3) and chapter 6 (Subsection 6.2.1), respectively. Brief descriptions of the 

Gaussian Process Regression (GPR) are presented in this subsection. 

GPR (Rasmussen and Williams, 2005) is a flexible, nonparametric, probability based 

approach in which the output variable, 𝑌  is a function of input variables, 𝑋(𝑘) such that 𝑌 =

𝑓(𝑋(𝑘)) + 𝜀, where 𝜀 is a Gaussian noise with variance 𝜎𝑛
2  (Bishop, 2006). The GPR 

approach of meta-modelling is based on the Gaussian process theory developed by 

Rasmussen and Williams (2005). Rasmussen and Williams (2005) defined Gaussian process 

(GP) as “A Gaussian process is a collection of random variables, any finite number of which 

has a joint Gaussian distribution”. The definition inevitably suggests a prerequisite of 

‘consistency’, also known as marginalization property. This marginalization property implies 

that if the GP e.g. specifies (𝑦1, 𝑦2)~𝑁(𝜇, Σ), then it must also specify 𝑦1~𝑁(𝜇1, Σ11), where 

the relevant sub-matrix of Σ is Σ11. 

A Gaussian process is entirely indicated by its mean and covariance functions. The 

mean function provides a description of the expected value of the function at any particular 

point within the input space, and is given by 
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 𝑀𝑒𝑎𝑛 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛:  𝑚(𝑥𝑖) = 𝐸[𝑓(𝑥𝑖)] (8.1) 

On the other hand, the covariance function, considered as the most influential and 

important element of a GPR model, defines proximity (nearness) or resemblance (similarity) 

between the predictor values 𝑥𝑖 and response (target) value 𝑦𝑖 (Rasmussen and Williams, 

2005). Covariance between the two latent variables 𝑓(𝑥𝑖) and 𝑓(𝑥𝑗) is specified by the 

covariance function, i.e. how response at one point 𝑥𝑖 is affected by responses at other 

points 𝑥𝑗, 𝑖 ≠ 𝑗, 𝑖 = 1,2,… , 𝑛 is also determined by the covariance function. The covariance 

function is expressed as 

 
𝐶𝑜𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛:  𝑘(𝑥𝑖, 𝑥𝑗)

= 𝐸 [(𝑓(𝑥𝑖) − 𝑚(𝑥𝑖)) × (𝑓(𝑥𝑗) − 𝑚(𝑥𝑗))] 
(8.2) 

Finally, the Gaussian process can be written as 

 𝑓(𝑥)~𝑔𝑝 (𝑚(𝑥𝑖), 𝑘(𝑥𝑖, 𝑥𝑗)) (8.3) 

 

The parameters associated with mean and covariance functions, commonly known 

as free parameters or hyperparameters, define the properties of predictive probability 

distribution. The values of the hyperparameters are obtained through maximizing log-

likelihood function of the training data (Rasmussen and Williams, 2005), and is given by 

 log 𝑝(𝑌|𝑋) = −
1

2
𝑌𝑇(𝐾 + 𝜎𝑛

2𝐼)−1𝑌 −
1

2
log(|𝐾 + 𝜎𝑛

2𝐼|) −
𝑛

2
log(2𝜋) (8.4) 

where, n is the number of training samples. 

8.2.2 Selection of optimum meta-model structures 

8.2.2.1 Optimum number of clusters for ANFIS 

Selecting optimum number of clusters using the FCM algorithm for the initial FIS structure, 

based on which the final ANFIS architecture is developed, provides an important pre-

processing step. This procedure of deciding the right number of clusters is usually associated 

with the nature of problem, and types and size of input variables. In most cases, a model with 

simple architecture in terms of input variables is desirable (Mohammadi et al., 2016). 

However, the present study conducts a set of trials to select the right number of clusters for 

ANFIS models at individual MLs by observing RMSEs between the actual and predicted 

responses obtained using selected ANFISs. The selection process is illustrated in Figure 8.1. 

The optimum number of clusters was one that produced minimum RMSE values between the 

training and test datasets. The lowest variance in RMSE value between training and test 

datasets was also checked to protect against model overfitting. Figure 8.1 shows that for all 

MLs, two clusters produce a relatively simple model structure with reasonable accuracy. 
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Therefore, the number of input and output Membership Functions (MF) used in the present 

study for each individual ML were 160 (80 input variables × 2 clusters) and 2 (one output 

variable × 2 clusters), respectively. A Sugeno type ANFIS considers Gaussian type input 

MF, whereas the output MF considered was linear. All ANFIS models were developed using 

commands and functions of MATLAB and Fuzzy Logic Toolbox of MATLAB (MATLAB, 

2017a). 

 
Figure 8.1 Number of clusters vs. RMSE between the actual and predicted saltwater 

concentration values of training and test datasets predicted by ANFIS at: (a) 
ML1, (b) ML2, (c) ML3, (d) ML4, and (e) ML5 

8.2.2.2 Optimum combination of Basis and kernel functions for GPR 

Optimum model structure for GPR based meta-models can be obtained by selecting the right 

combination of Basis and covariance (kernel) functions. The selection of Basis and kernel 

functions to obtain optimal GPR meta-model structure was conducted through a set of trials 
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by using several combinations of three Basis (constant, linear and quadratic) and six kernel 

functions (Squared Exponential, Matern 3/2, and Matern 5/2, ARD Squared Exponential, 

ARD Matern 3/2, and ARD Matern 5/2). RMSE values on training and test datasets with 

respect to the selection of Basis and kernel functions for ML1 are presented in Figure 8.2. A 

model producing smaller values of RMSE as well as the smallest difference in RMSEs 

between the training and test dataset was considered for further analysis. Based on RMSE 

values depicted in Figure 8.2, a combination of the quadratic Basis function and the ARD 

Squared Exponential kernel function was selected for the development of the GPR model at 

ML1. Similar results were obtained for other MLs, and the same combination of Basis and 

kernel functions were used. The hyperparameters were obtained through maximizing the log-

likelihood function of the training dataset. An exact Gaussian process regression was chosen, 

i.e. an ‘exact’ method was used to estimate the parameters of the developed GPR models. 

The initial value for the noise standard deviation of the GPR models was calculated by 𝜎 =

𝑠𝑡𝑑(𝑌) 𝑠𝑞𝑟𝑡(2)⁄ . The lower bound of this noise standard deviation was calculated 

as 𝐿𝑜𝑤𝑒𝑟 𝑏𝑜𝑢𝑛𝑑 = 1𝑒 − 2 ∗ 𝑠𝑡𝑑(𝑌), where 𝑌 represents the response variables (saltwater 

concentrations at specified MLs). 

8.2.2.3 Minimum observation between knots for selecting MARS models 

A minimum number of observations between knots was selected by varying this parameter 

ranging from 0-20 and observing the difference in RMSE values between the training and 

test datasets. The minimum number of observations between knots was chosen to develop 

MARS models, for which the difference in RMSE value was minimal. Based on these trial 

observations, as is seen in Figure 8.3, the minimum numbers of observations between the 

knots were chosen as 3, 11, 1, 12, and 4 respectively for monitoring locations ML1, ML2, 

ML3, ML4, and ML5. 

For all considered meta-models, the training dataset consisted of 80% of the total 

input-output patterns generated by utilizing the numerical simulation model, FEMWATER. 

The remaining 20% of the generated patterns were used for validation of the meta-models. 

Once the training and validation steps were completed, the meta-models thus developed were 

presented with a very different realization of test dataset in order to check the prediction 

capability. This new realization of the test dataset was presented to all developed meta-

models to maintain consistency and a fair comparison. Recently, researchers have focused 

on reducing the required number of training patterns to adaptively train the meta-model using 

a relatively small number of training patterns (Christelis and Mantoglou, 2016; Kourakos and 

Mantoglou, 2009; Papadopoulou et al., 2010; Sreekanth and Datta, 2010; Sreekanth and 

Datta, 2014a). Adaptive training of meta-models is able to significantly reduce the number 

of training patterns to develop a reasonably accurate approximate simulator of the density 



Chapter 8: Influence of sea level rise 
on management of coastal aquifers 

120 
 

dependent coupled flow and salt transport processes (Christelis and Mantoglou, 2016; 

Sreekanth and Datta, 2010).  

 
Figure 8.2 Selection of Basis and covariance function for obtaining optimum GPR 

structure at ML1: (a) constant Basis function, (b) linear Basis function, (c) 
quadratic Basis function 

For adaptive training of the Modular Neural Network (MNN) and GP based meta-

models, Sreekanth and Datta (2010) utilized an expanding set method in which more and 

more training patterns generated by the optimization strategy were added to the initial 

training pattern, based on the direction of search. Initially trained meta-models with a limited 

training pattern were used in conjunction with an optimization algorithm to find the near 

optimal solution. Once the near optimal solutions were obtained, a greater number of samples 

was generated in this near optimal space, and the meta-models were retrained for accurate 

predictions in the near optimal space. Christelis and Mantoglou (2016) developed an online 
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training scheme for the RBF based meta-model that was embedded within an optimization 

algorithm. Their approach also encompassed using the current best solutions found by the 

RBF model during the optimization operations to add infill points to the initial sampling plan. 

This infill strategy favoured a fast improvement of the RBF model at the region of the current 

optimum (local exploitation). However, this approach neglects the global improvement of 

the meta-model, and may fail to identify the region of the global optimum (Forrester et al., 

2008). 

 
Figure 8.3 Selection of optimum MARS model structure by varying minimum 

observation between knots and observing the resulting RMSE values 
between the training and test datasets: (a) ML1, (b) ML2, (c) ML3, (d) ML4, 
and (e) ML5 

 Christelis and Mantoglou (2016) used a numerical model to generate input-output 

patterns for initial training of the RBF based meta-model. The trained RBF model was then 

used within the optimization algorithm to run the optimization algorithm until it found a local 

optimal solution. Subsequently, the numerical model was used to evaluate the current best 
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solution, and then added the new input-output data to the initial training pattern and retrained 

the RBF models. The process continued until it exceeded the pre-specified computational 

budget. While trying to achieve the computational efficiency associated with generating 

required input-output patterns for meta-model training, this approach ignores the accuracy 

and uncertainty of the meta-model predictions. In this approach, new meta-models are based 

on the local optimal solutions of the optimization process, and are only able to predict within 

limited regions of the total decision space of the input variables. Moreover, this approach 

requires repeatedly going back to the simulation model to evaluate the current best solutions. 

Therefore, the present study selects the optimal meta-model structures by conducting 

numerical experiments which vary different parameters and training over the entire feasible 

decision space. However, both approaches do have different advantages. 

8.3 Application of the proposed methodology for an illustrative study area 

An illustrative study area was used to evaluate performance of the proposed saltwater 

intrusion management model. The study area is similar to one presented in chapter 4 

(Subsection 4.2.5) except that present study considers an average sea level rise of 3.6 

mm/year, seasonal variation of river water stage, and varying saltwater concentration of river 

water near the sea. However, the present study did not consider the variation of head due to 

tidal fluctuations because several previous studies demonstrated that the effects of tidal 

fluctuation on salinization of coastal aquifers were negligible (Chen and Hsu, 2004; Heiss 

and Michael, 2014; Kuan et al., 2012; Narayan et al., 2007).  

 

Table 8.1 River water concentration 

Distance from the sea side boundary, m Concentration, mg/l 

0 - 193.77 12000 

193.77 - 387.54 5000 

387.54 - 581.31 1000 

968.85 - 1356.39 100 

1356.39 - 1743.93 0 

1743.93 - 2906.55 0 

 

The initial head of the seaside boundary was assumed as 0 m and allowed to increase 

incrementally for the management period of 5 years, during which the seaside head reached 

to 0.01667 m. Two stress periods, each having a duration of 6 months, were considered. Time 

varying specified heads were assigned to both ends of the seaside boundary. The upstream 
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end of the river was also assigned with a time varying specified head, taking into 

consideration a variation of head during the wet and dry seasons (1 m and 0.85 m 

respectively). These time varying specified heads varied linearly along the stream until they 

reached the assigned specified heads at the seaside boundary. The seaside boundary had a 

constant concentration of 35000 mg/l whereas the river boundary had varying concentrations. 

In the first 194 m length of the river from the sea, the river water concentration was assigned 

as 12000 mg/l, and assumed to be gradually decreasing until it reached 0 mg/l at the upstream 

end of the river. The assigned river water concentrations are given in Table 8.1. 

A three-dimensional view of the aquifer system of the study area is shown in Figure 

8.4. 

 

 

Figure 8.4 Three-dimensional view of the model domain 

The study area had an aerial extent of 4.35 km2 with a well spread pumping well 

field, having a well density of 3.68 wells/km2 (16 wells/4.35 km2). The unconfined aquifer 

had a total thickness of 80 m divided into four distinct layers of aquifer materials (materials 

within each layer was assumed homogeneous). An anisotropy ratio (𝐾𝑥 𝐾𝑦⁄ ) = 2.0 was used, 

where 𝐾𝑥 represents the horizontal hydraulic conductivity in the 𝑋-direction. 𝐾𝑦 is the 

horizontal hydraulic conductivity in the 𝑌-direction. 𝐾𝑧 is the vertical hydraulic conductivity 

in the 𝑍-direction. The value of 𝐾𝑧 was taken as one tenth of the hydraulic conductivity values 

in the 𝑋-direction. Hydraulic conductivity values along with other aquifer parameters are 

same as presented in Table 3.1 (chapter 3). 

The illustrative multilayered coastal aquifer study area considered 11 potential 

production wells that allowed water extraction for beneficial purposes (denoted by PW1-
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PW11 in Figure 8.4). The study also considered 5 barrier extraction wells to create a 

hydraulic barrier near the sea side boundary for controlling saltwater intrusion (denoted by 

BW1-BW5 in Figure 8.4). Water was extracted from the 2nd and 3rd layer of the aquifer. 

Aquifer processes were simulated for a period of 5 years, divided into 5 uniform time steps 

of 1 year each, during which the rate of extraction of water from both the production and 

barrier wells were considered to be constant. Therefore, considering the spatial and temporal 

variation of water extraction, the present study considers 80 input variables (16 wells × 5 

years) with lower and upper limits set as 0 and 1300 m3/day, respectively. The resulting 

saltwater concentration due to water abstraction from the wells at the end of management 

period of 5 years was monitored at 5 MLs. The proposed management model was developed 

by optimizing water extraction from the production and barrier wells while keeping salinity 

concentrations at the specified MLs within maximum allowable limits. Consequently, the 

present study considers multiple objective type problem setting for developing the 

management model. MLs were located at three different salinity zones: ML1 was located in 

the low salinity zone, ML2 and ML3 were placed at the moderate salinity zone, and ML4 

and ML5 were located in high salinity zones. MLs were placed at different salinity zones 

with a view to using the extracted water from different regions of the aquifer for different 

purposes. 

 

 
Figure 8.5 Comparison of simulation results with and without sea level rise at ML1 

To demonstrate the effects of sea level rise, river water concentration and seasonal 

variation of river water stage on the migration of salt plume, a comparison of the simulation 

results was performed with and without these boundary conditions. However, the individual 

effects of these parameters were not considered in the present study. The Mean Absolute 
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Percentage Relative Difference (MAPRD) in saltwater concentration values with respect to 

the original simulation model (without the effects of sea level rise, river water concentration, 

and seasonal variation of river water stage) at monitoring locations ML1, ML2, ML3, ML4, 

and ML5 were 0.99%, 0.81%, 0.92%, 0.47%, and 0.82% respectively. These MAPRD values 

were compared with the MAPRE values obtained through proposed meta-models to make 

sure that the meta-models can accurately capture differences in saltwater concentration 

values at different MLs. Figure 8.5, Figure 8.6, Figure 8.7, Figure 8.8, and Figure 8.9 

illustrate the difference in concentration values with and without these changing boundary 

conditions at five MLs. For brevity of presentation, only first 30 observations are presented 

in Figures 8.5-8.9. 

 
Figure 8.6 Comparison of simulation results with and without sea level rise at ML2 

 

 
Figure 8.7 Comparison of simulation results with and without sea level rise at ML3 
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Modelling of groundwater flow and solute transport processes in real life coastal 

aquifers are influenced by uncertain model parameters (Sreekanth and Datta, 2014b). In a 

groundwater modelling system, the major sources of uncertainties arise from the associated 

aquifer characteristics such as hydraulic conductivity, compressibility, and bulk density 

(Ababou and Al-Bitar, 2004). Aquifer recharge is another source of uncertainty. To 

determine the effect of uncertain model parameter estimates on groundwater flow and 

saltwater intrusion processes in coastal aquifers, 30 different randomized realizations of 

hydraulic conductivity, compressibility, bulk density, and aquifer recharge were utilized in 

the present study. These uncertain model parameters were assumed to be homogeneous 

within a geological material layer, but heterogeneous within, with respect to each material 

layer. Different realizations of a representative set of hydraulic conductivity values were 

obtained from a lognormal distribution with a specified mean and standard deviation of the 

associated normal distribution. Aquifer recharge and compressibility realizations were 

generated from LHS uniform distributions within the parameter space with specific lower 

and upper bounds (Pebesma and Heuvelink, 1999). Realizations of bulk density were 

obtained from LHS technique from a 𝑝-dimensional multivariate normal distribution with 

specific mean and covariance. Groundwater flow and transport processes were simulated 

using this randomized set of uncertain model parameters for a fixed set of transient 

groundwater extraction values from both the production and barrier extraction wells. This 

procedure ensures a fair comparison between the resulting salinity concentrations from 

different randomized realizations of uncertain model parameters.  

 

 
Figure 8.8 Comparison of simulation results with and without sea level rise at ML4 
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Salinity concentrations at different MLs obtained from these realizations of uncertain 

parameters were compared with those obtained when the mean values of these uncertain 

model parameters were used. MAPRD of salinity concentration values at different MLs were 

calculated for both cases, e.g. considering both with and without sea level rise scenarios. The 

MAPRD values were less than 6% for both cases and at different MLs. The MAPRD values 

at ML1, ML2, ML3, ML4, and ML5 were 2.43%, 5.0%, 5.43%, 4.18%, and 3.0%, 

respectively, when the sea level rise scenario was not considered. With the sea level rise 

scenario, the corresponding values of MAPRD were 2.51%, 5.15%, 5.63%, 4.22%, and 

3.24%, respectively, at different MLs. It is also noted that more than 80% of the observations 

were below 9% relative difference for both sea level rise and no sea level rise scenarios. 

Therefore, incorporation of this type of model parameter uncertainty is important when 

developing a regional scale saltwater intrusion management model for real world case 

studies. However, in this limited evaluation study, the effects of the uncertainties arising from 

uncertain model parameters were not incorporated. These were omitted because the MAPRD 

values of salinity concentrations at all MLs were less than 6% for both with and without sea 

level rise scenarios. However, these issues of model parameter uncertainties, along with 

randomized multidimensional heterogeneity in terms of model parameters, need to be 

incorporated in a rigorous real world regional scale saltwater intrusion management model. 

 

 
Figure 8.9 Comparison of simulation results with and without sea level rise at ML5  
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8.4 Comparison of the performance of ANFIS, GPR, and MARS based meta-
models 

The performance of the ANFIS, GPR, and MARS based meta-models to approximate density 

dependent coupled flow and salt transport processes in a multilayered coastal aquifer was 

evaluated. Each developed meta-model was utilized to predict the salinity concentration at 

specified MLs with respect to transient pumping stress applied to the aquifer. The 

performance of ANFIS, GPR, and MARS based meta-models were compared, based on their 

performances on a new realization of test dataset. Results are summarized in Figure 8.10, 

Figure 8.11 and Table 8.2, Table 8.3. 

 

 

 
 
Figure 8.10 Comparison of prediction performance based on different statistical 

indices: (a) RMSE, (b) MAPRE, (c) R, (d) NS 

Figure 8.10 illustrates the performance of the proposed meta-models at different MLs 

based on RMSE, MAPRE, R, and NS criteria, calculated from the actual and predicted 

saltwater concentration values. However, for the purpose of this performance evaluation, the 

actual concentrations are those synthetically obtained as the solution of the numerical 

simulation model in response to water abstraction from the aquifer. The predicted 

concentrations denote the concentrations predicted by the meta-models. Figure 8.10 

demonstrates that all the meta-models produced lower values of RMSE ( Figure 8.10 a) and 

MAPRE (Figure 8.10 b) as well as higher values of R (Figure 8.10 c) and NS (Figure 8.10 

d). Although ANFIS, GPR, and MARS based meta-models were sufficiently accurate in 

predicting the responses, ANFIS exhibited relatively better performance than GPR and 



Chapter 8: Influence of sea level rise 
on management of coastal aquifers 

129 
 

MARS based meta-models at all MLs, based on all the performance measures. Therefore, it 

is concluded that ANFIS models’ prediction accuracy in terms of capturing the trends of 

responses at different regions was quite satisfactory. The prediction accuracy of GPR and 

MARS was different at different MLs: GPR produced better results at ML1, ML4, and ML5 

whereas MARS provided better predictions at ML2 and ML3 for all statistical performance 

measures, as is shown in Figure 8.10. 

 
Figure 8.11 Absolute prediction error boxplots at ML1 (b) ML2, (c) ML3, (d) ML4, and 

(e) ML5 



Chapter 8: Influence of sea level rise 
on management of coastal aquifers 

130 
 

Figure 8.11 illustrates boxplots of the absolute errors between the actual and 

predicted saltwater concentration values obtained by ANFIS, GPR, and MARS meta-models 

at different MLs. In Figure 8.11, the red horizontal line indicates the median of absolute 

errors whereas mean of the absolute errors is represented by small circles. Figure 8.11 also 

demonstrates the superiority of ANFIS model over GPR and MARS models at all MLs. 

 

Table 8.2 Threshold statistics between actual and predicted concentration values 
predicted by ANFIS, GPR, and MARS meta-models at monitoring locations 
ML1–ML5 

MLs 

Selected thresholds 

<1% <2% <5% 

ANFIS GPR MARS ANFIS GPR MARS ANFIS GPR MARS 

ML1 94.33 56.33 52 100 87.33 84.33 100 99 98.67 

ML2 99.67 92 91 100 99.33 99.33 100 100 100 

ML3 99 84.33 88 100 98.33 98.67 100 100 100 

ML4 100 100 100 100 100 100 100 100 100 

ML5 100 100 100 100 100 100 100 100 100 
*MLs = Monitoring Locations 

 

The TS values provide distribution of errors and give an estimation of the percentage 

of sample indices whose Relative Error (RE) values are smaller than the pre-defined 

threshold values. Three threshold values (<1%, <2%, and <5%) were chosen in the present 

study, so that predictive RE values obtained from all meta-models fall within the selected 

threshold values. It is apparent from Table 8.2 that ANFIS outperforms both GPR and MARS 

meta-models in terms of TS criteria. 

Another important criterion that should be considered in the selection process of any 

meta-model for linked S-O methodology is the computational time required to train the 

model. Table 8.3 presents the computational time required to develop ANFIS, GPR, and 

MARS meta-models at all MLs. It is noted that the difference in the time requirement was 

not substantial among different MLs for any specific meta-model. However, for all MLs, 

MARS required the least training time, followed by ANFIS and GPR meta-models. All 

developed models are computationally efficient and can be suitable for linking within an 

optimization framework. However, considering both the prediction accuracy and 

computational efficiency criteria, the performance of ANFIS meta-model was considered to 

be superior. Therefore, it can be concluded that ANFIS is the most dependable prediction 

model to be used in a linked S-O methodology based saltwater intrusion management model 

at least based on the limited evaluations performed in this study. 
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Table 8.3 Training time requirement (sec) to train different meta-models 

Models ML1 ML2 ML3 ML4 ML5 

ANFIS 94 86 85 84 85 

GPR 131 139 137 132 142 

MARS 58 55 54 50 55 
          *MLs = Monitoring Locations 

 

8.5 Performance of the proposed management model using the best 
performing meta-model (ANFIS) 

Prediction accuracy, computational efficiency, and feasibility of incorporation within a 

linked S-O approach determine the suitability of any meta-model for the development of 

regional scale saltwater intrusion management model. Based on the above criteria, ANFIS 

was selected as a good candidate for replacing and approximating the numerical simulation 

model within a linked S-O approach to determine Pareto optimal groundwater extraction 

strategies. Five ANFIS meta-models predicting saltwater concentrations at five different 

MLs were individually linked to CEMOGA, and the optimization routine was run on a 

parallel computing platform. Several trials were conducted to choose the optimal parameter 

values of the optimization routine by using different combinations of these parameters. A 

population size of 2000, crossover fraction of 0.9, migration fraction of 0.2, and a Pareto 

front population fraction of 0.7 was found optimal for producing a reliable Pareto optimal 

front of the management problem. The value of function tolerance was set as 1×10-5, while 

constraint tolerance was set to 1×10-4. The optimization algorithm evaluated 4,496,001 

different groundwater extraction patterns in 2247 iterations, in order to determine the global 

optimal solution of groundwater extraction patterns. The Pareto optimal front of the proposed 

saltwater intrusion management model is presented in Figure 8.12. The Pareto front provides 

1400 non-dominated feasible groundwater extraction patterns, in which any one of the 

extraction patterns can be used without exceeding the maximum allowable saltwater 

concentrations at specified MLs. The optimization routine took about 6.87 hours to obtain 

the global optimal solution.  

The Pareto optimal solutions shown in Figure 8.12 illustrate the conflicting nature of 

the two objectives, a necessary condition for a multiple objective optimal management. It 

can be seen from Figure 8.12 that an increased abstraction from production wells is associated 

with an increasing amount of barrier well extraction, the water extracted from which cannot 

be used for beneficial purposes due to its high salinity. Therefore, water withdrawal from 
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barrier extraction wells can be adjusted based on the demand for beneficial water use without 

compromising the pre-set maximum allowable salt concentrations at different MLs. 

 

 
Figure 8.12 Pareto optimal front of the management model 

The proposed linked S-O based optimization scheme was evaluated with two essential 

criteria: constraint violation, and closeness to the imposed constraints. The first criterion 

ensured the correctness of the optimization procedure, whereas the second criterion allowed 

maximum possible groundwater extraction within the imposed constraints. For all solutions 

in the Pareto optimal front, saltwater concentrations (computed by ANFIS within the 

optimization framework) were smaller than the pre-specified maximum allowable limits at 

all MLs. This confirmed the satisfaction of all the imposed constraints as per solution 

prediction, and as per actual concentrations. Moreover, for the prescribed groundwater 

extraction patterns, ANFIS meta-models (within the optimization framework) provided 

saltwater concentration values very close to the pre-specified limits. This implies that the 

optimization model converged to the upper limit of constraints. In addition, the prescribed 

management strategy in terms of optimized groundwater extraction provided by the ANFIS 

meta-model based optimization routine was verified with the results obtained from the 

original numerical simulation model. For this, 20 randomly selected groundwater extraction 

patterns obtained from different regions of the Pareto front were used to compare the ANFIS 

predicted and numerical model simulated saltwater concentration values. It was 

demonstrated that the numerical model simulation results were very close to the ANFIS 

predictions within the optimization model. Percentage Relative Error (PRE) values were very 

small for all selected solutions at all MLs, indicating the reliability of the proposed linked S-

O based saltwater intrusion management model. At ML1, the PRE was less than 2%, whereas 
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the PRE values at ML2, ML3, ML4, and ML5 were close to 1%, less than 1%, less than 

0.5%, and less than 0.1%, respectively. Therefore, the proposed ANFIS-CEMOGA based 

saltwater intrusion management model is capable of obtaining accurate solutions for optimal 

groundwater extraction from a set of beneficial pumping wells and barrier extraction wells 

for a multilayered coastal aquifer system. 

8.6 Conclusions and recommendations 

In this chapter, a linked S-O based saltwater intrusion management model is proposed for a 

multilayered coastal aquifer system subjected to climate change induced sea level rise. The 

proposed methodology considers seasonal variation of river water stage, river water 

concentration near the sea, and climate change induced sea level rise for the specified 

management period. ANFIS, GPR, and MARS based meta-models were developed as a 

computationally cheaper substitute of the density reliant coupled flow and salt transport 

processes in the proposed saltwater intrusion management model. These meta-models were 

trained from datasets of predictor-response arrays of groundwater withdrawal and resultant 

saltwater concentrations obtained through a density dependent 3-D coupled flow and salt 

transport numerical simulation model. The meta-models were compared based on their 

prediction accuracy, reliability, and computational efficiency. Results demonstrated that both 

models were capable of capturing the trend of coupled flow and salt transport processes of a 

multilayered coastal aquifer system. However, based on a closer look at prediction accuracy 

and computational efficiency, the ANFIS based meta-model was selected as a 

computationally cheap and feasible soft computing tool for incorporation into the linked S-

O approach. The proposed methodology was employed to derive a solution to the multiple 

objective optimization formulation consisting of two conflicting objectives of groundwater 

extraction. The parallel computing platform of MATLAB was used to implement the 

proposed methodology to achieve further computational efficiency. For assessing the 

proposed methodology, an illustrative multilayered coastal aquifer system was selected as a 

synthetic case study. The optimal solution obtained utilizing the meta-model was verified 

using the actual simulation model, in which optimal pumping values derived from the optimal 

solution served as inputs to the simulation model. It was demonstrated for an illustrative 

coastal aquifer study area that extraction of water according to the prescribed management 

strategy can limit the salt concentrations at MLs to pre-specified limits.  

Adaptive meta-models can be useful and efficient, especially when the initial data 

used for training the meta-models is small and the range is extensive. This option also 

requires going back to the numerical simulation model for retraining in a modified data range, 

which may not be computationally very efficient. In addition, the training can be restricted 
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to subdomains, and not encompass the entire decision space. Therefore, this approach may 

be largely dependent on the candidate or suboptimal solutions and may not result in a global 

optimal solution. 

The present study considers a stratified coastal aquifer having four distinct layers of 

aquifer materials in which the materials within each layer are considered to be homogeneous. 

The issue of heterogeneity is also important, and the degree of heterogeneity may determine 

how this issue can be addressed in a real life study area. While the performance evaluation 

results presented here are based on spatial or layered heterogeneity, randomized 

heterogeneity, assuming the heterogeneity is a random field, has not been addressed in this 

study. Future research might be directed towards extending the application of this 

methodology to heterogeneous coastal aquifer systems incorporating random fields of 

different aquifer parameters. In addition, the present study utilizes a parallel pool of worker 

machines within the local clusters of a PC for efficiently executing the optimization routine. 

For more complex optimization settings, a parallel pool consisting of more PCs or any other 

high performance-computing platform might be considered. The next chapter will discuss an 

adaptive management strategy of coastal aquifers using three-dimensional sequential 

monitoring network design. 
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Chapter 9: Adaptive management of coastal aquifers using 
entropy-set pair analysis based three-dimensional sequential 
monitoring network design 

Partial contents of this chapter are under review for publication, as outlined below: 

 
Roy, D. K., & Datta, B. (2018). Adaptive management of coastal aquifers using entropy-set 
pair analysis based three-dimensional sequential monitoring network design. Journal of 
Hydrologic Engineering, Under Review. 
 

This chapter covers the adaptive management of coastal aquifers using entropy-set pair 

analysis based three-dimensional monitoring network design. 

9.1 Summary 

A 3-D compliance monitoring network design methodology is presented in order to develop 

an adaptive and sequentially modified management policy, which has as its goal to improve 

optimal and justifiable use of groundwater resources in coastal aquifers. In the first step, an 

ensemble meta-model based multiple objective prescriptive model was developed using a 

coupled S-O approach to derive a set of Pareto optimal groundwater extraction strategies. 

The prediction uncertainty of meta-models was addressed by utilizing a weighted average 

ensemble using Set Pair Analysis. In the second step, a monitoring network was designed for 

evaluating the compliance of the implemented strategies with the prescribed management 

goals due to possible uncertainties associated with field-scale application of the proposed 

management policy. Optimal monitoring locations were obtained by maximizing Shannon’s 

entropy between the saltwater concentrations at the selected potential locations. The 

performance of the proposed 3-D sequential compliance monitoring network design was 

assessed for an illustrative multilayered coastal aquifer study area. The performance 

evaluations demonstrated that sequential improvements of optimal management strategy is 

possible by utilizing saltwater concentrations measured at the proposed optimal compliance 

monitoring locations. 

The success of the developed management strategy largely depends on how accurately 

the prescribed management policy is implemented in real life situations. The actual 

implementation of a prescribed management strategy often differs from the prescribed 

planned strategy due to various uncertainties in predicting the consequences, as well as 

practical constraints including noncompliance with the prescribed strategy. This results in 

actual consequences of a management strategy differing from the intended results.  To bring 

the management consequences closer to intended results, adaptive management strategies 
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can be sequentially modified at different stages of the management horizon, using feedback 

measurements from a deigned monitoring network. This feedback information can be the 

actual spatial and temporal concentrations resulting from the implementation of the actual 

management strategy. This feedback information can be obtained from an optimally designed 

compliance-monitoring network (Sreekanth and Datta, 2014a). The present study proposes a 

3-D sequential compliance monitoring network design methodology for developing an 

adaptive management strategy in a multilayered coastal aquifer system. This methodology 

addresses both the uncertainties in prediction of concentrations due to uncertainties in 

parameter values, as well as the noncompliance of users with the prescribed management 

strategy. 

9.2 Methodology 

The proposed methodology consists of three components: an initial saltwater intrusion 

management model based on Weighted Average Ensemble of Multivariate Adaptive 

Regression Spline (WAE-MARS), an uncertainty based 3-D compliance monitoring network 

design and sequential modification of the initially prescribed management policy. The first 

step of the proposed adaptive management strategy encompasses developing a coupled S-O 

based multiple objective saltwater intrusion management model. In the second step, an 

uncertainty based 3-D monitoring network was designed, using the concept of information 

entropy. Third step involved modifying the initially prescribed optimal pumping strategies 

based on the information obtained from the designed monitoring network. Different 

components of the proposed methodology are briefly described in the following few 

subsections. 

9.2.1 Generation of input-output training patterns incorporating parameter uncertainty 

Input-output training patterns were generated by simulating aquifer flow and transport 

processes multiple times, using random sets of different transient groundwater pumping 

values also randomly paired with uncertain model parameters. The transient groundwater 

extraction values were obtained through Latin Hypercube Sampling (LHS) (Pebesma and 

Heuvelink, 1999), from a uniform distribution within the total input space of 0-1300 m3/day. 

Five different realizations of four uncertain model parameters (hydraulic conductivity, 

aquifer recharge, bulk density, and compressibility of the aquifer material) were generated 

for pairing with the transient groundwater extraction values. Realizations of hydraulic 

conductivity values were obtained from a lognormal distribution with a specific mean and 

standard deviation of the associated normal distribution. Aquifer recharge, bulk density, and 

compressibility realizations were generated from LHS uniform distributions. These uncertain 
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model parameters, randomly paired with transient groundwater extraction values, were used 

as inputs to the numerical simulation model in order to obtain saltwater concentration values 

at specified Monitoring locations (ML) as outputs. Five different sets of input-output training 

patterns were generated using five randomized sets of uncertain model parameters to develop 

five MARS meta-models at specified MLs. 

9.2.2 Weighted average ensemble: Set Pair Analysis (SPA) 

An individual meta-model often fails to capture the true trend in the input-output patterns, 

especially when uncertainty in the model parameters is incorporated in the original 

simulation model to generate the input-output datasets. In such situations, an ensemble of 

meta-models is an efficient approach to representing the associated uncertainty of the system. 

Furthermore, an ensemble of meta-models protects against the prediction uncertainty of 

meta-models by utilizing each model’s unique features in predicting the output. Individual 

members of the ensemble are combined by either simple averaging (Roy and Datta, 2017b; 

Roy and Datta, 2017c; Sreekanth and Datta, 2011b) or by a weighted averaging technique 

(Goel et al., 2007; Hou et al., 2017; Zerpa et al., 2005). The weighted average concept is 

based on assigning larger weights to more accurate meta-models, and vice versa, to 

equilibrate the prediction capabilities of the best and the worst meta-models within the 

ensemble. It can be represented by the following equation 

 𝑂𝑢𝑡𝑝𝑢𝑡𝑊𝐴𝐸(𝑖𝑛𝑝𝑢𝑡𝑠) =  ∑ 𝑊𝑒𝑖𝑔ℎ𝑡𝑖
𝑛
𝑖=1 (𝑖𝑛𝑝𝑢𝑡𝑠) × 𝑂𝑢𝑡𝑝𝑢𝑡𝑚𝑖

(𝑖𝑛𝑝𝑢𝑡𝑠)  (9.1) 

where, 𝑂𝑢𝑡𝑝𝑢𝑡𝑊𝐴𝐸  = weighted average prediction from all meta-models, 𝑂𝑢𝑡𝑝𝑢𝑡𝑚𝑖
 

= predicted output from the 𝑖𝑡ℎ meta-model, 𝑊𝑒𝑖𝑔ℎ𝑡𝑖 = weight assigned to 𝑖𝑡ℎ meta-model, 

and 𝑛 is the number of meta-models in the ensemble. Here, the assigned weights are a 

function of 𝑖𝑛𝑝𝑢𝑡𝑠, and hence the ensemble thus obtained is regarded as adaptive in nature 

(Zerpa et al., 2005). The present study adopted weighted average ensemble of MARS based 

meta-models, WAE-MARS using SPA technique (Zhao and Xuan, 1996) to account for 

prediction uncertainty of meta-models. 

The SPA concept considers certainties and uncertainties as a certainty-uncertainty 

system by researching the relationships between the certainty and uncertainty of an event 

using three aspects, e.g. identity, discrepant, and contradiction (Zhao and Xuan, 1996). 

Certainty and uncertainty are interconnected, influenced, mutually restrained and can be 

transmuted to each other under certain instances. A set pair is a pair of two sets that are 

connected to each other with a certain degree of connection. Suppose set 𝐴 and a relative set 

𝐵 form a set pair 𝑆(𝐴, 𝐵), and the characteristics of set 𝐴 and the relative set 𝐵 are denoted 

by 𝑁 different terms in sets 𝐴 and 𝐵, respectively. Then, the three-element connection degree 

between these two sets is calculated as 
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 𝜇 =
𝐼

𝑁
+

𝐷

𝑁
𝑖 +

𝐶

𝑁
𝑗    (9.2) 

where, 𝐼, 𝐷, and 𝐶 represents the numbers of identical, discrepant, and contrasting 

characteristics, respectively; 𝑖 denotes the coefficient of discrepancy and 𝑖 ∈ [−1, 1];  𝑗 is the 

coefficient of contrast that usually takes the value of −1. The identical, discrepant, and 

contrast degrees of the set pair are represented by 𝑎 =
𝐼

𝑁
, 𝑏 =

𝐷

𝑁
, and 𝑐 =

𝐶

𝑁
, respectively. 

The connection degree can then be defined as follows 

 𝜇 = 𝑎 + 𝑏𝑖 + 𝑐𝑗;     𝑎 + 𝑏 + 𝑐 = 1 (9.3) 

In this study, a four-element connection degree based set pair was implemented. The 

set pair was divided into four groups based on the Percentage Absolute Relative Deviation 

(PARD) between the meta-model predictions and the simulation model outputs: identity, 

mild discrepancy, severe discrepancy, and contrast (Hou et al., 2017). The PARD values of 

less than 4% were considered as identical, PARD values between 4% and 8% were regarded 

as mild discrepancy, PARD values between 8% and 12% were regarded as severe 

discrepancy and PARD values greater than 12% were considered as contrast. The connection 

degree between the 𝑚𝑡ℎ meta-model and the numerical simulation model is expressed as 

(Hou et al., 2017). 

 𝜇𝑚 =
𝐼𝑚

𝑁
+

𝐷1
𝑚

𝑁
𝑖1 +

𝐷2
𝑚

𝑁
𝑖2 +

𝐶𝑚

𝑁
𝑗 (9.4) 

where, 𝐴 = {𝑅1, 𝑅2, … , 𝑅𝑁} is the set of responses in terms of saltwater 

concentrations obtained as outputs from the numerical simulation model; 𝐵𝑚 =

{𝑅1
𝑚, 𝑅2

𝑚, … , 𝑅𝑛
𝑚}(𝑚 = 1, 2, … , 𝑘) is the set of responses in terms of saltwater concentrations 

obtained from the predictions of 𝑚𝑡ℎ meta-model, and the associated set pair is denoted by 

{𝐴, 𝐵𝑚}. 

 

Typically, the values of discrepancy degree uncertainty coefficients are taken as 𝑖1 =

0.5 and 𝑖2 = −0.5 while the uncertainty coefficient of contrast takes the value of 𝑗 = −1  

(Hou et al., 2017). Then, the set pair weight of the 𝑚𝑡ℎmeta-model is calculated by 

 𝑊𝑚 =
𝑀𝑚

∑ 𝑀𝑚
𝑘
𝑚=1

 (9.5) 

where, 𝑊𝑚 = set pair weight of the 𝑚𝑡ℎ meta-model, 𝑀𝑚 = 0.5 × 𝜇𝑚 + 0.5 and 𝑘 

= number of meta-models in the ensemble. 

9.2.3 Uncertainty based 3-D monitoring network design 

An optimal monitoring network is essential to obtain feedback information on the true 

impacts of the field level implementation of the prescribed management policy, adherence to 
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which is expected to deviate due to operational and groundwater parameter uncertainties. 

Based on the monitoring information from a specified number of monitoring locations, 

management policy for the future time steps can be adjusted. Typically, monitoring 

information should be collected from as many locations as possible in order to better 

understand the response of the system with respect to the field scale deviations of the 

prescribed strategies. This is seldom possible in real situations, in which the number of 

monitoring location installations is constrained by budgetary limitations. Therefore, locations 

for maximum allowable number of monitoring wells should be selected at points where the 

uncertainties in terms of deviations of saltwater concentrations among different scenarios are 

maximum. These scenarios are generated by simulating aquifer processes using different 

realizations of a randomized set of groundwater extraction values and other model parameter 

values. One hundred realizations of salinity concentrations were obtained by randomized 

pairing of five sets of uncertain model parameters (hydraulic conductivity, bulk density, 

compressibility, and aquifer recharge), with 20 sets of transient groundwater extraction 

values. These 20 sets of transient groundwater extraction values were selected by varying the 

pumping values obtained from the selected optimal pumping strategy from the Pareto optimal 

front of the prescribed management policy. A number of potential monitoring locations were 

selected from three different layers of the aquifer. From these potential locations, optimal 

locations were selected with the consideration of two constraints: budgetary limitations and 

uncertainty. 

9.2.4 Shannon’s entropy as a measure of uncertainty 

Information entropy, also known as Shannon’s entropy (Shannon, 1948) is a useful tool to 

measure uncertainties in a system. If a probabilistic system has 𝑚 probable outcomes that are 

equally probable, then each of the outcomes has a probability 𝑝 defined by 𝑝 = 1 𝑚⁄ . Due to 

the intrinsic uncertainties associated with the system, the uncertainty that a particular 

outcome truly occurs is an increasing function of 𝑚 denoted by 𝑓(𝑚)  (Robinson, 2008). 

If 𝑚 = 1, e.g. there is no uncertainty associated with the system, then 𝑓(𝑚 = 1) = 0. Now, 

if another independent system with 𝑛 possible outcomes is added to the previous system, then 

the united system has 𝑚 × 𝑛 probable outcomes. The uncertainties associated with these 

unified systems would be the sum of the individual systems’ uncertainty expressed as 

 𝑓(𝑚𝑛) = 𝑓(𝑚) + 𝑓(𝑛) (9.6) 

If this phenomenon is true for all positive integers, then 𝑓(𝑛) = ln (𝑛). Therefore, 

the uncertainty per outcome is given by 

 𝑈𝑜𝑢𝑡𝑐𝑜𝑚𝑒 = (1 𝑛⁄ ) ∗ ln (𝑛) = −𝑝 ∗ ln (𝑝) (9.7) 

Total uncertainty is given by 
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 𝑈𝑡𝑜𝑡𝑎𝑙 = −∑𝑝𝑖 ∗ ln (𝑝𝑖)

𝑛

𝑖=1

 (9.8) 

Applied to a general probability distribution rather than discrete-valued outcomes, 

Shannon’s entropy will take the form of the following equation 

 𝐻(𝑋) = −𝐾 ∗ ∑𝑝(𝑥𝑖) ∗ ln 𝑝(𝑥𝑖)

𝑛

𝑖=1

 (9.9) 

where, 𝐾 is a constant. 

 

In this study, entropy was calculated at potential monitoring locations for different 

realizations of salinity concentration values. For the 𝑖𝑡ℎ hydrogeological layer (𝑖 =

1,2,… , 𝑛𝑖; where , 𝑛𝑖 is total number of hydrogeological layers considered), entropy is 

measured from the following matrix of concentrations-realizations (𝐿 realizations of 𝑛𝑗 

potential locations; 𝑙 = 1,2, … , 𝐿 and 𝑗 = 1,2,… , 𝑛𝑗) 

 𝐶𝑖𝑗
𝑙 =

[
 
 
 
 𝐶11

1

𝐶21
2

⋮
𝐶𝑛𝑖1

𝐿

𝐶12
1

𝐶22
2

⋮
𝐶𝑛𝑖2

𝐿

⋯
⋯
⋱
⋯

𝐶1𝑛𝑗

1

𝐶2𝑛𝑗

2

⋮
𝐶𝑛𝑖𝑛𝑗

𝐿
]
 
 
 
 

 (9.10) 

The ratio of the salinity concentration values at the 𝑗𝑡ℎ potential location in 𝑙𝑡ℎ 

realization for 𝑖𝑡ℎ layer is given by 

 𝑃𝑖𝑗
𝑙 = 𝐶𝑖𝑗

𝑙 ∑∑∑𝐶𝑖𝑗
𝑙

𝑛𝑗

𝑗=1

𝐿

𝑙=1

𝑛𝑖

𝑖=1

⁄  (9.11) 

The information entropy at 𝑗𝑡ℎ potential location can then be expressed as 

 𝐻𝑖𝑗 = −
1

ln 𝐿
∑𝑃𝑖𝑗

𝑙 ln 𝑃𝑖𝑗
𝑙

𝐿

𝑙=1

 (9.12) 

   

9.2.5 Formulation of the uncertainty based 3-D monitoring network design 

A single objective optimization model is considered for the design of optimal monitoring 

locations. The objective decides on optimal monitoring locations from the potential locations 

in which the uncertainty, measured based on information entropy is the highest. The 

mathematical formulation of the proposed optimal monitoring network design is as follows 

 𝑀𝑎𝑥𝑖𝑚𝑖𝑧𝑒 ∑∑𝐻𝑖𝑗

𝑛𝑗

𝑗=1

𝑛𝑖

𝑖=1

𝑎𝑖𝑗 (9.13) 
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 𝐻𝑖𝑗 = −
1

ln 𝐿
∑𝑃𝑖𝑗

𝑙 ln 𝑃𝑖𝑗
𝑙

𝐿

𝑙=1

 (9.14) 

 

 𝑃𝑖𝑗
𝑙 = 𝐶𝑖𝑗

𝑙 ∑∑∑𝐶𝑖𝑗
𝑙

𝑛𝑗

𝑗=1

𝐿

𝑙=1

𝑛𝑖

𝑖=1

⁄  (9.15) 

Subject to 

 ∑∑𝑎𝑖𝑗

𝑛𝑗

𝑗=1

𝑛𝑖

𝑖=1

≤ 𝑏 (9.16) 

 
 ∑ 𝑎𝑖𝑗 ≤ 𝑙𝑖

𝑛𝑗

𝑗=1
 ∀𝑖 (9.17) 

 

 ∑𝑎𝑖𝑗 ≤ 1

𝑛𝑖

𝑖=1

; ∀𝑗 (9.18) 

 
 𝑎𝑖𝑗 ∈ either 0 or 1 (9.19) 

 

where, 𝑛𝑖 = total number of potential monitoring locations in hydrogeologic layer 𝑖; 

𝑛𝑗 = total number of hydrogeologic layers considered; 𝑎𝑖𝑗 = a binary decision variable taking 

the value of either 1 or 0: if 𝑎𝑖𝑗 = 1 a monitoring location is selected as solution for 𝑗𝑡ℎ 

location in layer 𝑖. 𝑙𝑖 = maximum number of monitoring locations to be selected in layer 𝑖. 𝑏 

= maximum permissible total number of monitoring wells summed over all layers.  

Equation 9.17 is an important criterion that can be implemented to impose a 

particular number of monitoring locations be chosen from each layer. However, in this study 

no constraint was imposed on the maximum number of monitoring locations chosen in a 

particular layer, in order to more emphatically emphasize the uncertainties. 

𝐻𝑖𝑗 = salinity concentration based entropy at 𝑗𝑡ℎ potential location for 𝑖𝑡ℎ layer. 

Equation 9.18 imposes a spatial constraint that ensure that maximum one (1) monitoring 

location is selected in the vertical direction at any potential location in (𝑥, 𝑦) direction. The 

optimization formulation was solved using LINGO 17 (Schrage, 1999). 

9.2.6 Field-scale compliance and subsequent optimal pumping strategy modification 

Field level compliance with a proposed management policy can be evaluated by collecting 

information from a designed network of optimal compliance monitoring wells. In this 

approach, the entire management period is split into shorter time steps.  Impacts in terms of 

the actually implemented strategy are identified in terms of measured concentrations at the 

designed monitoring locations. These deviations occur between the actual measured 
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concentrations at the designed monitoring location, and the predicted concentration at these 

locations at the end of the shorter management time steps as subsets of the management time 

horizon. These deviations may arise due to incorrect prediction of the impact of a designed 

management strategy due to parameter estimation uncertainties, or due to the fact that the 

actually implemented management strategy differs from the prescribed optimal management 

strategy, possibly due to noncompliance by users. These deviations between actual and 

predicted concentrations as measured at the designed monitoring locations are then 

incorporated in the management plan to modify future management strategies.  

Initially, a designed network of monitoring wells was obtained as a solution of the 

monitoring network design model (Equations 9.13 to 9.19). The goal of the model was to 

locate monitoring locations optimally at different depths of the aquifer, by choosing those 

locations at which the uncertainty in terms of salinity concentration prediction was large. The 

prescribed optimal groundwater extraction values for the first time step of the management 

horizon was fed to the numerical simulation model to obtain the resulting salinity 

concentrations at the designed monitoring wells. These predicted salinity concentrations 

were compared with the measured concentrations resulting from the actually implemented 

groundwater extractions. This was accomplished to assess field level compliance to the 

implemented strategy. Based on the salinity concentration values obtained at the optimal 

monitoring wells and the already implemented groundwater extraction values for the first 

time horizon, the optimal groundwater extraction strategy for subsequent time horizons of 

the entire management policy was sequentially updated. This was obtained using the coupled 

S-O approach based on the information obtained from the designed monitoring wells at the 

end of each time step. The process was continued for the entire duration of the initially 

prescribed management period.  

The procedure of sequential modification of the optimal pumping strategy at the end 

of each time step is analogous to that proposed in Sreekanth and Datta (2014a), except that 

the monitoring information in the present study was collected from a 3-D monitoring network 

design. In addition, unlike Sreekanth and Datta (2014a), the initially prescribed optimal 

pumping management strategy was developed using a multiple objective optimization 

procedure. More flexibility was provided in selecting a preferred management alternative 

from the Pareto optimal set of several alternatives. The 3-D monitoring network was designed 

for this selected optimal pumping management strategy. The multiple objective optimization 

formulation for the initially prescribed optimal pumping management strategy is described 

in the Subsection 5.2.1 (Equations 5.1 to 5.6) of chapter 5. The coupled S-O approach for 

field level compliance and sequential modifications of the optimal pumping strategy is 

performed using a single objective optimization formulation given by 
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 𝑀𝑎𝑥𝑖𝑚𝑖𝑧𝑒: 𝑓(𝑄𝑃𝑊) = ∑ ∑ 𝑄𝑃𝑊
𝑚
𝑡

𝑇

𝑡=1

𝑀

𝑚=1

 (9.20) 

Subject to 

    𝐶𝑖 = 𝑓(𝑄𝑃𝑊, 𝑄𝐵𝑊) (9.21) 

 

 𝐶𝑖 ≤ 𝐶𝑚𝑎𝑥 (9.22) 

 

 ∑ ∑ 𝑄𝐵𝑊
𝑛
𝑡

𝑇

𝑡=1

𝑁

𝑛=1

≤ 𝑄𝐵𝑊(𝑠𝑒𝑙𝑒𝑐𝑡𝑒𝑑) (9.23) 

 

 𝑄𝑃𝑊(𝑚𝑖𝑛) ≤ 𝑄𝑃𝑊
𝑚
𝑡 ≤ 𝑄𝑃𝑊(𝑚𝑎𝑥) (9.24) 

 

  𝑄𝐵𝑊(𝑚𝑖𝑛) ≤ 𝑄𝐵𝑊
𝑛
𝑡 ≤ 𝑄𝐵𝑊(𝑚𝑎𝑥) (9.25) 

where, 𝑄𝐵𝑊(𝑠𝑒𝑙𝑒𝑐𝑡𝑒𝑑) is the total amount of water extraction from the barrier wells 

for the selected pumping management strategy. At the end of each implementation phase, the 

implemented pumping values from both the production and barrier wells were set as constant 

for deciding on the future optimal pumping scenarios. This single objective optimization 

formulation was solved using the GlobalSearch (MATLAB, 2017b) optimization technique. 

GlobalSearch optimization repeatedly runs a local solver to generate a global optimal 

solution. The present study utilized ‘fmincon’ solver (MATLAB, 2017b) as a local solver, 

which is able to find minimum value of a constrained nonlinear multivariable function. A 

maximum value of the objective function is attained by assigning a negative sign in the 

objective function. 

The flow diagram of the proposed 3-D monitoring network design is presented in 

Figure 9.1. 

9.3 Results and discussion 

The performance of the proposed 3-D compliance monitoring network design and field level 

implementation induced sequential modification of the prescribed management policy was 

evaluated using an illustrative multilayered coastal aquifer system, which is described in 

Subsection 4.2.5 of chapter 4. To account for uncertainty in groundwater parameters, 

uncertain values of hydraulic conductivity, bulk density, compressibility of the aquifer 

materials, and aquifer recharge were considered in this work. Means and standard deviations 

of these uncertain model parameters are presented in Table 9.1. Five realizations of these 

uncertain parameters were randomly paired with 500 sets of transient pumping values to 
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generate input-output training patterns for meta-model training. Each MARS based meta-

model was trained using 500 input-output training patterns obtained from simulation model 

outputs inputted with random pairing of the 500 input transient pumping values and one of 

these 5 realizations of uncertain model parameters. Predictions of each of these MARS meta-

models were combined using weighted average ensemble approach using the SPA technique. 

 

 
 

Figure 9.1 Flow diagram of the proposed methodology 

The results of the WAE-MARS based multiple objective saltwater intrusion 

management model, optimal compliance monitoring network design, and sequential 

modification of the prescribed management strategy are presented and discussed in the 

following sub-sections. 
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Table 9.1 Uncertain model parameters with mean and standard deviations 

Parameters Units 
Material layer 1 Material layer 2 Material layer 3 Material layer 4 

Mean SD Mean SD Mean SD Mean SD 

K in x-direction m/d 4.96 0.30 9.75 0.25 15.0 0.20 2.85 0.25 

K in y-direction m/d 2.5 0.15 4.87 0.13 7.5 0.10 1.42 0.13 

K in z-direction m/d 0.49 0.03 0.97 0.03 1.5 0.01 0.29 0.03 

Compressibility md2/kg 8.6 × 
10-16 

4.3 ×  
10-16 

8.6 ×  
10-18 

4.3 ×  
10-18 

8.6 ×  
10-18 

4.3 ×  
10-18 

8.6 ×  
10-17 

4.3 ×  
10-17 

Bulk density Kg/m3 1650 5 1600 5 1550 5 1700 5 

Aquifer recharge m/d 0.00016 2.31×  
10-5 

- - - 

*K = Hydraulic conductivity, SD = standard deviation 

9.3.1 Ensemble of MARS meta-models 

To incorporate uncertainties related to groundwater model parameters and uncertainties 

associated with meta-model predictions, the present study utilized WAE-MARS based meta-

models in which the individual MARS meta-models were trained and tested from a dataset 

obtained from a randomized realization of uncertain model parameters and transient 

groundwater extraction values fed to the numerical simulation model. Set pair weights were 

assigned to individual MARS meta-models based on their performance on a new test dataset, 

which was not used for training of each of these models. Percentage Absolute Relative 

Deviation (PARD) values between the FEMWATER simulated and MARS predicted salinity 

concentration values were used as a basis for uncertainty criteria of the SPA approach. Five 

MARS meta-models were developed at each ML, making 25 individual MARS meta-models 

developed at five MLs.  At each ML, the five meta-models developed from a set of uncertain 

model parameters were combined by assigning set pair weights to each model. The number 

of data points whose PARD values fall within the SPA uncertainty criteria at ML1 is 

presented in Table 9.2. 

 
Percentage Absolute Relative Deviation (PARD) is calculated as 
  

 𝑃𝐴𝑅𝐷 = |
𝐶𝑖,𝑂 − 𝐶𝑖,𝑃

𝐶𝑖,𝑂
| × 100 (9.26) 

 
Median Absolute Deviation (MAD) is calculated as 

 
 

𝑀𝐴𝐷(𝐶𝑂, 𝐶𝑃) = 𝑚𝑒𝑑𝑖𝑎𝑛(|𝐶1,𝑂 − 𝐶1,𝑃|, |𝐶2,𝑂 − 𝐶2,𝑃|, … , |𝐶𝑛,𝑂 − 𝐶𝑛,𝑃|) 
𝑓𝑜𝑟 𝑖 = 1,2,… , 𝑛 

(9.27) 

Relative Root Mean Squared Error (RRMSE) is calculated as 
 

 𝑅𝑅𝑀𝑆𝐸 =
𝑅𝑀𝑆𝐸

1
𝑛

∑ 𝐶𝑖,𝑂
𝑛
𝑖

 (9.28) 
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where, 𝐶𝑖,𝑂 = Observed salinity concentration values (mg/l), and 𝐶𝑖,𝑃 = 

predicted salinity concentration values (mg/l) 

 

Table 9.2 Number of data points having PARD values within the uncertainty indexes of 
SPA at ML1 

Models SPA uncertainty indices 

Identity 
< 4% 

Mild discrepancy 
4-8% 

Severe discrepancy 
8-12% 

Contrast 
> 12% 

MARS 1 68 28 4 0 

MARS 2 64 29 7 0 

MARS 3 47 34 15 4 

MARS 4 70 28 2 0 

MARS 5 81 19 0 0 
 

Uncertainty based set pair weights assigned to each individual MARS meta-model 

are shown in Table 9.3. 
 

 Table 9.3 Set pair weight of individual MARS meta-model 

MLs 
Set pair weight Total 

weight 
MARS 1 MARS 2 MARS 3 MARS 4 MARS 5 

ML1 0.202 0.200 0.184 0.204 0.210 1 

ML2 0.203 0.200 0.139 0.223 0.235 1 

ML3 0.209 0.200 0.141 0.208 0.243 1 

ML4 0.206 0.205 0.138 0.225 0.225 1 

ML5 0.206 0.208 0.181 0.203 0.203 1 

 

Prediction performances of the WAE-MARS models at each ML were compared 

with those obtained from the best MARS models at the corresponding MLs. Table 9.4 

presents the comparison results. Table 9.4 shows that WAE-MARS models outperformed 

single best MARS models at ML1 based on the correlation coefficient (R) criterion, and at 

ML2 and ML4 based on the Index of Agreement (IOA) criterion. When considering the 

MPARE criterion, WAE-MARS outperformed the best MARS model at all MLs except at 

ML5 at which the best MARS model’s performance was slightly better than that of the WAE-

MARS model. The Relative Root Mean Squared Error (RRMSE) criterion provided similar 

values for both WAE-MARS and the best MARS models at all MLs. 
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Table 9.4 Performances of ensemble MARS models compared to the best MARS models 

Statistical 
Indices 

ML1 ML2 ML3 ML4 ML5 

MARS WAE-
MARS MARS WAE -

MARS MARS WAE -
MARS MARS WAE -

MARS MARS WAE -
MARS 

IOA 0.93 0.93 0.88 0.89 0.94 0.94 0.80 0.81 0.85 0.85 

R 0.87 0.88 0.80 0.80 0.89 0.89 0.69 0.69 0.74 0.74 

MAD 0.80 0.72 49.0 46.0 61.7 59.6 226 201 206 186 

MAPRE,% 2.58 2.47 5.40 5.34 6.01 6.00 4.30 4.30 3.09 3.15 

RRMSE 0.03 0.03 0.07 0.07 0.07 0.07 0.05 0.05 0.04 0.04 
*IOA = Index of Agreement, R =Correlation Coefficient, MAD = Median Absolute Deviation, MAPRE = Mean Absolute       
Percentage Relative Error, RRMSE = Relative Root Mean Squared Error 

 

9.3.2 Management model 

WAE-MARS at five MLs were linked externally to the optimization algorithm CEMOGA to 

develop the saltwater intrusion management model. The management model provides the 

maximum amount of water that would be extracted from production wells through the least 

amount of water withdrawal from the barrier extraction wells, while keeping maximum 

permissible salinity concentrations at the MLs within the acceptable limits. The optimal sets 

of parameter values for CEMOGA were selected based on numerical experiments, by using 

several combinations of different optimization parameters. However, a detailed sensitivity 

analysis of the combined use of different optimization parameters was not carried out in this 

example problem. Based on the numerical experiments, the optimization algorithm used a 

population size of 3000, crossover fraction of 0.95, and a Pareto front population fraction of 

0.7. The function and constraint tolerances were set to 1×10-5 and 1×10-5, respectively. The 

optimization algorithm used 1247 generations and 3,744,001 function evaluations to 

converge to the global Pareto optimal solution. The parallel computing platform of 

MATLAB (MATLAB, 2017c) was utilized to speed up the optimization procedure. The 

pumping optimization management model developed in this study to address saltwater 

intrusion in coastal aquifers considered 80 input pumping variables that correspond to water 

extraction from 16 locations (11 locations for production wells + 5 locations for barrier 

extraction wells) for a management time horizon of five years. Pumping from both wells at 

any particular time step of one year was assumed to be constant. The management model 

provides several alternate pumping strategies in the form of a Pareto optimal front, which 

shows a trade-off between the two conflicting objectives of the coastal aquifer management 

problem (Figure 9.2). The performance of the management model was verified by using the 

optimized pumping values as inputs to the numerical simulation model, and comparing the 
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resulting salinity concentrations at specified MLs obtained from both the numerical model 

and the WAE-MARS models. A particular management strategy was randomly selected from 

the Pareto optimal front of the proposed management strategy in order to develop the 

sequential compliance monitoring network design. This solution provides a total beneficial 

production well pumping at the rate of 31945 m3/day at the expense of the total barrier 

extraction well pumping of 2382 m3/day.   

 

 
Figure 9.2 Pareto optimal front for the management strategy 

9.3.3 Uncertainty based selection of potential locations for monitoring networks 

The optimal monitoring network was designed by selecting locations from a set of potential 

locations at different spatial positions. Salinity concentrations at these potential locations 

were measured by considering the associated uncertainty of the groundwater system. 

Uncertainty was characterized by several probable realizations of salinity concentrations at 

different spatial locations, obtained from a set of uncertain model parameters paired with 

deviated prescribed optimal pumping strategy. This deviation of optimal pupping strategy 

relates to the actual field implementation of the strategy, which is expected to deviate from 

the prescribed values of pumping at different production and barrier wells. In this study, 

uncertainty resulting from hydraulic conductivity, bulk density, aquifer recharge, and 

compressibility of the aquifer material was considered.  

Realizations of hydraulic conductivity were acquired from a lognormal distribution 

with a specific mean and standard deviation. Realizations of aquifer recharge, bulk density 

and compressibility were obtained from an LHS technique. Field level implementation 
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uncertainty of groundwater extraction ranged from –100 to + 100 m3/day. Deviations of these 

groundwater extraction values were obtained from an LHS technique from a univariate 

normal distribution for this selected lower and upper bounds. Deviations thus obtained were 

added to the prescribed optimal pumping values to mimic the actual field level 

implementation of the pumping values. These uncertain pumping values were then randomly 

paired with the uncertain model parameters and used as inputs to the numerical simulation 

model in order to obtain 100 realizations of uncertain salinity concentrations. The potential 

locations were selected from the salinity intruded regions of the aquifer, at which the salinity 

concentrations of the aquifer water ranged from 100-28000 mg/l in at least one of these 

realizations. Three different depths of the aquifer (– 20 m, – 40 m, and – 60 m) were 

considered for selecting these arbitrary monitoring locations. A total number of 180 (60 

spatial locations at three depths) potential locations were considered in this study. Figure 9.3 

shows the spatial distribution (𝑋 and 𝑌 coordinates only) of potential monitoring locations. 

 

 

Figure 9.3 Potential monitoring locations 

9.3.4 Optimal locations for monitoring networks 

The optimal number of allowable monitoring locations is always constrained by financial 

limitations. This constraint limits the number of optimal locations to be designed for 

monitoring purposes. This constraint was incorporated in the design of the optimal 
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compliance monitoring network by specifying the maximum allowable monitoring locations 

for this illustrative study area as 15. The designed network of optimal monitoring locations 

for 15 allowable wells is shown in Figure 9.4. The design was based on the uncertainty in 

measured salinity concentrations characterized by maximizing Shannon’s entropy in these 

locations. Shannon entropy was utilized in this study for the first time in determining the 

variance in salinity concentrations at different locations for the design of an optimal 3-D 

monitoring network. The optimal monitoring wells were installed at locations where 

uncertainty in terms of Shannon’s entropy was high. The distribution of the monitoring wells 

was enumerated by summing the Euclidean distances of the monitoring wells from their 

centroid (Sreekanth and Datta, 2014a). The sum of the centroid distance for 15 wells was 

9422 m, which is equivalent to 144.398 m per well per square km of the aquifer. This 

indicates a well spread network of monitoring wells that may avoid the redundancy of 

installation. Sreekanth and Datta (2014a) proposed a 2-D monitoring network design whose 

centroid distance was 35.897 m per well per square km of the aquifer. This indicates the 

suitability of Shannon’s entropy as a measure of uncertainty in optimal design of a set of 

monitoring locations. 

 

 
Figure 9.4 Optimal monitoring locations 
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9.3.5 Adaptive modifications of optimal pumping strategies 

For performance evaluation purpose, a particular optimal extraction strategy selected from 

the Pareto front of the initial optimal groundwater extraction policy was used for the adaptive 

modification of the pumping strategies. For this selected extraction strategy, the total 

production well extraction was 31945 m3/day, against a total barrier extraction well pumping 

of 2382 m3/day. Salinity concentrations at the optimally designed monitoring locations were 

measured (for evaluation purposes, it was simulated for the pumping strategy) using these 

prescribed extraction values at the end of year 1. The corresponding salinity concentrations 

are presented under Case 1 of year 1 in Table 9.5. These concentration values were expected 

at the end of year 1 if the prescribed policy would be implemented exactly in the field and 

the predictions of the corresponding concentrations were correct.  

Table 9.5 Salinity concentrations at the optimal monitoring locations resulting from 
prescribed and implemented pumping strategies for five years of 
management period 

MLs 

Salinity concentrations, mg/l 

Year 1 Year 2 Year 3 Year 4 Year 5 

Case 1 Case 2 Case 1 Case 2 Case 1 Case 2 Case 1 Case 2 Case 1 Case 2 

1 16192 16194 16967 16976 17740 17750 18603 18614 19561 19573 

2 20760 20765 21377 21384 22011 22019 22724 22733 23485 23495 

3 26432 26462 26804 26833 27416 27435 28012 28031 28418 28444 

4 11276 11274 12025 12024 12678 12681 13480 13484 14509 14513 

5 25544 25556 26000 26014 26508 26523 27062 27077 27580 27595 

6 21468 21488 22037 22057 22580 22603 23129 23154 23711 23735 

7 9107 9103 9814 9812 10473 10474 11225 11227 12166 12168 

8 19355 19441 19823 19924 20340 20421 20790 20893 21247 21355 

9 20597 20647 21265 21313 21822 21870 22361 22409 22931 22980 

10 20793 20767 21608 21588 22259 22288 22926 22956 23633 23663 

11 22509 22515 23252 23260 23875 23889 24466 24479 25092 25106 

12 16003 16030 16930 16967 17717 17755 18465 18504 19281 19320 

13 6878 6893 8124 8154 9293 9282 10498 10488 11843 11835 

14 8940 8929 9808 9796 10591 10586 11452 11443 12426 12418 

15 7679 7673 8857 8871 9974 9983 11198 11203 12420 12423 
*MLs = Monitoring Locations, Case 1 = Prescribed, Case 2 = Implemented 

However, in order to evaluate the impact of the deviation of actual salinity levels 

from the expected or predicted salinity levels for the selected pumping strategy, this deviation 

was simulated based on perturbing the prescribed pumping values to reflect deviations in the 
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actual implementation. It was also assumed that the predicted average vertical recharge had 

also deviated by 5% of originally expected value. This scenario may also result in the 

originally predicted salinity concentrations differing from the measured ones after the 

implementation of the optimal pumping strategy. These evaluated scenarios reflect the fact 

that deviations from the prescribed pumping policy and possible changes in parameters such 

as average vertical recharge are plausible in the real life scenario. To incorporate these 

scenarios, this performance evaluation study incorporated random perturbations in 

groundwater extraction within 0-20% of the prescribed values, and a decrease in aquifer 

recharge of 5% in subsequent field level implementations of the management policy. The 

corresponding salinity concentrations at the end of year 1 with respect to this perturbation 

were obtained using the simulation model and are shown under Case 2 of year 1 in Table 9.5. 

It is evident from Table 9.5 that there were deviations in the concentration values at the 

designed monitoring locations as a result of the deviations in the field level implementation.  

Based on the monitored concentrations at the end of year 1, the future pumping 

strategy for the rest of the management timeframe was updated, while keeping the original 

management constraints intact. A new optimal solution in terms of total production well 

pumping for the future management periods is presented in Table 9.6.  

Table 9.6 Matrix of prescribed and implemented total production well pumping during 
subsequent periods of entire management period 

 

Total production well pumping, m3/day 

Year 1 Year 2 Year 3 Year 4 Year 5 

P I P I P I P I P I 

Year 1 5045 4939         

Year 2 5678  7070 7076       

Year 3 5425  8507  8749 8754     

Year 4 7232  11962  11903  11960 11966   

Year 5 8564  13819  13925  13817  13930 - 

SUM 31945  41358  34577  25778  13930  
*P = Prescribed, I = Implemented 

 

The objective function value (including year 1 implemented strategies = 4939 m3/day 

and future years prescribed strategies = 41358 m3/day) was 46297 m3/day, which showed an 

improvement of the objective function value compared to the original optimal value. The 

corresponding salinity concentrations at the designed monitoring locations using the optimal 

prescribed solutions for year 2 were obtained from the numerical simulation model and are 

given under Case 1 of year 2 in Table 9.5. Case 2 of year 2 corresponds to the resulting 
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salinity concentrations obtained from perturbations of the prescribed strategies. This 

information from the optimal monitoring wells provides the optimal pumping strategies for 

the rest of the management periods (years 3, 4, and 5). The objective function value obtained 

was 46592 m3/day, which was more than the original optimal solution as well as the second 

optimal solution (for years 2, 3, 4, and 5 including the year 1 implemented strategy). The 

salinity concentrations for prescribed and field implemented cases at the optimal monitoring 

locations and the modified objective function values for the rest of the management periods 

are presented in Table 9.5 and Table 9.6, respectively. The total objective function values for 

the fourth (for years 4 and 5) and fifth (for year 5) optimal solutions were 46547 m3/day and 

46666 m3/day, respectively.  

The solution results presented in Table 9.6 show that there is substantial deviation of 

the newly adopted optimal pumping strategy from the originally specified pumping strategy. 

These results show that the pumping strategy will need modification, as the actually 

implemented strategy may not be exactly the same as the one prescribed. Therefore, utilizing 

newly designed and implemented monitoring networks can help effectively and sequentially 

modify the pumping strategy to be implemented. The feedback information from actual 

measurements obtained, utilizing the newly designed monitoring networks, can also 

incorporate information on deviations from expected and actually realized consequences of 

a prescribed strategy due to prediction errors. It is also observed that the amount of total 

beneficial pumping may also increase because of the feedback based sequential management 

strategy implementation, while keeping the barrier well pumping at originally prescribed 

levels. It may be worthwhile to point out that these results are for performance evaluation 

purposes only, and therefore the field measurements are reflected in synthetic measurements 

obtained by simulation.   

9.4 Conclusions 

This chapter presents an adaptive management strategy to control saltwater intrusion in 

coastal aquifers with the aid of an optimally designed network of monitoring wells. The 

management policy explicitly incorporates the uncertainty of groundwater parameters, 

uncertainties arising from meta-model predictions, and operational uncertainty due to 

deviations from prescribed strategy during field level implementation. Different realizations 

of randomized parameters randomly paired with groundwater extraction values were used as 

inputs to the numerical simulation model to generate five realizations of input-output training 

patterns. These realizations were used to train five individual MARS based meta-models, 

which were integrated to develop an ensemble using set pair weights assigned to these meta-

models. This ensemble, accounting for prediction uncertainty based on SPA theory, was 
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externally linked to the optimization algorithm in order to develop the initial management 

policy for a management period of five years. For the prescribed management strategy, a 3-

D monitoring network was designed to monitor and modify the implemented saltwater 

intrusion management strategy. Several realizations of salinity concentrations, resulting from 

a set of uncertain model parameters and perturbed groundwater extraction values, were 

incorporated in the design of this uncertainty based 3-D monitoring network. Monitoring 

locations were selected from three different depths of the aquifer, at which the uncertainty in 

terms of salinity concentrations in these locations was higher. This was accomplished by 

proposing a new method of uncertainty quantification, i.e., Shannon’s entropy, in the 

objective function of the optimal monitoring network design model for saltwater intrusion in 

coastal aquifers. The designed monitoring wells provide salinity concentrations resulting 

from the field level implementation deviations of the prescribed management strategies. 

Information collected from these optimally designed monitoring wells were used to 

sequentially update the optimal pumping management strategies for the future management 

periods. The results obtained from an illustrative multilayered coastal aquifer system 

demonstrated the potential applicability of the Entropy-SPA based 3-D monitoring network 

design to sequential and adaptive management of coastal aquifers. The effects of 

hydrogeological parameter estimation uncertainties were incorporated through the ensemble 

of meta-models used for the prediction of the resulting salinity concentrations. Sequential 

updating of these parameter estimations can be incorporated in a future study. 

 

The next chapter presents an application of the developed methodology for 

developing a regional scale multiple objective management strategy for a coastal aquifer site 

in the tropical country, Bangladesh.   
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Chapter 10: Modelling and management of salinity intrusion in a 
coastal aquifer system of Barguna District, Bangladesh 

This chapter presents an application of the coupled S-O based multiple objective 

management strategy for a coastal aquifer site in the tropical country, Bangladesh. 

10.1 Summary 

Pumping induced saltwater intrusion in coastal aquifers is a challenging problem, due to the 

increased abstraction of groundwater resources to meet the growing demand for freshwater 

supplies. Sustainable beneficial water abstraction from coastal aquifers can be ensured by 

optimizing water abstraction from a set of production and barrier wells. An optimal pumping 

management strategy can be prescribed for a coastal aquifer system by utilizing an integrated 

simulation-optimization (S-O) approach. In this study, the integrated S-O approach was used 

to develop a saltwater intrusion management model for a real world coastal aquifer system 

in Barguna district of southern Bangladesh. The aquifer processes were simulated by using a 

calibrated and validated 3-D finite element based combined flow and solute transport 

numerical model using the code FEMWATER. The modelling and development of strategies 

for the management of seawater intrusion processes was performed based on the very limited 

quantity of available hydrogeological data. The model was calibrated with respect to 

hydraulic heads for a period of five years from April 2010 to April 2014. The calibrated 

model was validated for the next three years’ period from April 2015 to April 2017. The 

calibrated and partially validated model was then used within the integrated S-O management 

model to develop optimal groundwater abstraction patterns to control saltwater intrusion in 

the study area. Computational efficiency of the management model was achieved by using a 

MARS based meta-model emulating the combined flow and solute transport processes of the 

study area. This limited evaluation demonstrates that a planned transient groundwater 

abstraction strategy, acquired as solution results of a meta-model based integrated S-O 

approach is useful for developing management strategy for optimized water abstraction, with 

saltwater intrusion control. This study shows the capability of the MARS meta-model, based 

an integrated S-O approach, to solve real-life complex coastal aquifer management problems 

in an efficient manner. 

10.2 Methodology 

The integrated S-O approach (Dhar and Datta, 2009a) is the core constituent of the present 

study. The study applies this integrated S-O approach in order to develop optimal pumping 
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management schemes for a real world coastal aquifer system. The basic components of the 

adopted S-O approach are: (1) a finite element based 3-D numerical simulation model to 

simulate the physical processes, (2) a properly trained and validated meta-model that 

approximates numerically simulated salinity concentrations at designated monitoring 

locations, and (3) an optimization algorithm to search for the optimal groundwater extraction 

patterns from the aquifer. Brief descriptions of each of these components are provided in the 

previous chapters of this thesis. The MARS based meta-model was used to achieve 

computational efficiency in the integrated S-O approach. A description of the MARS based 

meta-models is provided in Subsection 2.5.3  of chapter 2. Details of developmental steps of 

MARS based meta-models are presented in Subsection 4.3 of chapter 4. Performance 

evaluation indices of the MARS based meta-models are also mentioned in the previous 

chapters. However, the Kling–Gupta Efficiency (KGE) (Gupta et al., 2009) is introduced in 

this chapter as a new performance evaluation index. The KGE is calculated as 

 𝐾𝐺𝐸 = 1 − 𝐸𝐷 = 1 − √(𝑅 − 1)2 + (∝ −1)2 + (𝛽 − 1)2 (10.1) 
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√1
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̅̅ ̅)
2𝑛

𝑖=1

√1
𝑛

∑ (𝐶𝑖,𝑂 − 𝐶𝑂
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2𝑛
𝑖=1

 (10.2) 
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1
𝑛

∑ 𝐶𝑖,𝑃
𝑛
𝑖=1

1
𝑛

∑ 𝐶𝑖,𝑂
𝑛
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 (10.3) 

 

where, 𝐶𝑖,𝑂 = observed salinity concentration values (mg/l), 𝐶𝑖,𝑃 = predicted salinity 

concentration values (mg/l), 𝐶𝑂
̅̅̅̅  = mean values of the simulated salinity concentration values 

(mg/l), 𝐶𝑃
̅̅ ̅ = mean values of the predicted salinity concentration values (mg/l), 𝑛 = number 

of data points, 𝐸𝐷 = Euclidian distance from the ideal data points, ∝ = relative variability in 

the simulated and predicted salinity concentration values, 𝛽 = ratio between the mean 

predicted and mean simulated salinity concentration values representing the bias. 

10.3 Study area 

The study area is located in Barguna district, one of the coastal districts of Bangladesh. It is 

located in the southern part of Bangladesh, lying between 21º48′ and 22º29′ north latitudes 

and between 89º52′ and 90º22′ east longitudes, and is also within the tropics. The land 

area is nearly flat, having rivers and estuarine creeks with regular low and high tides. The 

Barguna district belongs to the Gangetics tidal floodplain that is highly susceptible to 

storms and tidal flooding. The coastal aquifer is contaminated by salinity intrusion 
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resulting from large amounts of extraction. The study area consists of two upazillas 

(administrative units) in the Barguna district: Patharghata (258.63 km2) and Barguna 

sadar (339.54 km2). The southern part of the study area is surrounded by the mangrove 

forest and the Bay of Bengal. The aerial map of the study area is presented in Figure 10.1. 
 

 
 

Figure 10.1 Location and aerial map of the study area 

During the wet monsoon season, water enters the study area through recharge from 

rainfall and the water discharges into the river systems (Faneca Sanchez et al., 2015). In 

contrast, the study area receives water through infiltration from the rivers during the dry cold 

seasons, the quality of groundwater depending on the salt concentration of the surface water. 
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Groundwater abstraction has very little influence (only 4%) on the water balance of the study 

area in the wet monsoon season. In the dry season, groundwater abstraction accounts for 

about 50-70% of groundwater leaving the study area (Faneca Sanchez et al., 2015). Many 

wells are in use in each village, each shared by a single family or a group of several families, 

and 97% of the rural population uses groundwater for its water supply (Kinniburgh et al., 

2003). Deep tube well depths range between 60-100 m whereas shallow tube well depths 

range between 10-60 m (Kinniburgh and Smedley, 2001; Mondal and Saleh, 2003). 

10.4 Modelling of seawater intrusion processes 

10.4.1 Model development 

The major difficulty in developing a regional scale saltwater intrusion model is the scarcity 

of reliable data for hydrogeological parameters and groundwater use in the area. Data from 

various sources were utilized in the model development, based on the best possible subjective 

judgement. Hydraulic head data for a period of eight years (April 2010 to April 2017) were 

collected from the website of  the Processing and Flood Forecasting Circle of Bangladesh 

Water Development Board (BWDB) (Bangladesh Water Development Board. Processing 

and Flood Forecasting Circle, 2018). Two hydraulic head values were obtained for the study 

area (one from each upazilla). The observation well at Patharghata upazilla is located at 22° 

11' 8'' north latitude and 89° 59' 21'' east longitude. The other observation well at Barguna 

sadar upazilla is located at 22° 9' 26'' north latitude and 90° 6' 2''east longitude. Surface water 

level and salinity data were collected from the website of BWDB (Bangladesh Water 

Development Board. Processing and Flood Forecasting Circle, 2018). Based on the data, a 

specified head was assigned at the upstream end of the river and interpolated over the lengths 

of the river. A constant concentration of river water salinity was assumed. There are three 

distinct seasons in Bangladesh: 1) a cold dry winter from November to February, 2) a humid 

hot summer from March to May and 3) a cool rainy monsoon season from June to October. 

These seasonal variations only affect the top layers of the aquifer (Faneca Sanchez et al., 

2015). Therefore, the average values of the parameters for these three different seasons were 

used in this study.  

Previous studies in the Bengal Delta modelled a very large area (Faneca Sanchez et 

al., 2015; Michael and Voss, 2009) by assuming groundwater abstraction per unit area of the 

model domain. The withdrawals were distributed based on estimates made for each 

administrative unit. Of note, it is difficult to represent pumping in the model domain as 

individual wells because of the large number of unreported wells and the large scale of the 

study area. However, the main aim of this study was to prescribe optimal groundwater 
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abstraction patterns to control saltwater intrusion. In addition, the implementation of 

hydraulic control measures in the form of barrier abstraction wells was also used as a measure 

of salinity control. Therefore, the exact location of the point pumping was approximated in 

the present study based on the land use pattern of the study area. In conformance with the 

total water abstraction and for simplicity in the model, total water abstraction was distributed 

among the individual wells during the calibration and validation processes. Groundwater 

abstractions were calculated from domestic, industrial, and agricultural water use. Total 

domestic and industrial pumping rates were based on estimates of population and per capita 

water consumption rates (Michael and Voss, 2009). Total domestic and industrial demand 

were taken as 50 l/day/capita (Faneca Sanchez et al., 2015; Michael and Voss, 2009) and 

assumed constant throughout the year. Total population for the study area were obtained by 

using data from the population census of the district statistics of Bangladesh (Bangladesh 

Bureau of Statistics (BBS), 2013). A population growth rate 2.09% per year (Michael and 

Voss, 2009) was used to calculate the number of population in subsequent years of 

simulation. Total domestic and industrial water abstraction was calculated from the following 

equation 

 

𝑄𝑑𝑜𝑚𝑒𝑠𝑡𝑖𝑐+𝑖𝑛𝑑𝑢𝑠𝑡𝑟𝑖𝑎𝑙(𝑚
3/𝑑𝑎𝑦)

= 𝑃𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛 𝑠𝑖𝑧𝑒 × 𝐴𝑛𝑛𝑢𝑎𝑙 𝑔𝑟𝑜𝑤𝑡ℎ 𝑟𝑎𝑡𝑒

× 𝑃𝑒𝑟 𝑐𝑎𝑝𝑖𝑡𝑎 𝑤𝑎𝑡𝑒𝑟 𝑑𝑒𝑚𝑎𝑛𝑑 

 

(10.4) 

The amount of water abstraction for irrigation purposes was computed from the total 

irrigated portion of the study area multiplied by the quantity of applied water to the irrigated 

area during the crop growing season (Michael and Voss, 2009). Total irrigated area in the 

study area was obtained from the district statistics for Barguna district (Bangladesh Bureau 

of Statistics (BBS), 2013). The total irrigated area was multiplied by an abstraction rate of 1 

m/pumping season/m2 of irrigated area (Harvey et al., 2006). 

The type and thickness of aquifer material layers were chosen in accordance with the 

lithological data of the study area. It is noted that up to 300m depth of the study area falls 

under alluvium soil type composed mainly of clay, silt, sand, and occasional gravel (Faneca 

Sanchez et al., 2015). As most of the physical processes are occurred in the first few meters 

of the aquifer, an aquifer thickness of 150 m was chosen. The total thickness of the aquifer 

was divided into four layers of materials. First layer below the ground surface belongs to 

sandy silt with a thickness of 40 m, followed by a layer of sandy loam with 50 m thickness, 

followed by a soil type of sand with a thickness of 40 m. The bottom layer was specified as 

sandy clay with a thickness of 20 m. An average value of hydraulic conductivity was assigned 

to each model layer. The aquifer material within each model layer was assumed 

homogeneous, only vertical heterogeneity in terms of hydraulic conductivity was considered. 
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The hydraulic conductivity values used in this study were in accordance with previous studies 

conducted in the Bengal Delta (Faneca Sanchez et al., 2015; Michael and Voss, 2009). An 

anisotropy ratio (𝑘𝑥/𝑘𝑦) = 2.0 was used, where 𝑘𝑥 represents the horizontal hydraulic 

conductivity in the 𝑋-direction. 𝑘𝑦 is the horizontal hydraulic conductivity in the 𝑌-direction. 

𝑘𝑧 is the vertical hydraulic conductivity in the 𝑍-direction. The value of 𝑘𝑧 was taken as one 

tenth of the hydraulic conductivity values in the 𝑋-direction. The 3-D view of the model 

domain with finite element meshes is illustrated in Figure 10.2. 

 

 
 

Figure 10.2 Three dimensional view of the study area 

The study area is bounded by the Bay of Bengal in the southern side, Burishwar 

River in the eastern side, and Haringhata River in the western side. A river named Bishkhali 

is flowing in the middle part of the study area separating the two administrative upazillas. 

The Northern boundary is the administrative boundary, which was specified as the no flow 

boundary. Although it is very difficult to conclude that the northern boundary is a no flow 

boundary, the no flow boundary condition was assumed based on the consideration that the 
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study area has a negligible hydraulic gradient (around 1:20000) in the vicinity of this 

boundary. Therefore, lateral movement of groundwater across this boundary, as shown in 

Figure 10.1, can be considered as negligible (Faneca Sanchez et al., 2015). Therefore, for 

modelling purposes, this northern boundary as shown in Figure 10.1 was assumed as a no 

flow boundary. In addition, the northern boundary is relatively far away from the sea face 

boundary. Moreover, the calibration-validation process did not show that it was an 

unreasonable assumption. The seaside boundary was assigned as a constant head and 

constant concentration boundary. Constant head and constant concentration values in the 

seaside boundary were specified as zero (MSL) and 35000 mg/l, respectively. The upstream 

ends of the rivers were assigned specified head values that varied linearly along the stream 

and ended at zero meter at the seaside boundary. Specified heads of 0.8 m, 0.86 m, and 0.70 

m were assigned at the upstream ends of Haringhata, Bishkhali, and Burishwar Rivers, 

respectively. The tidal river salinity concentrations were specified as 10000 mg/l and 

assumed to be constant throughout the simulation period. The fluid properties used in this 

study are presented in Table 10.1.  

 

Table 10.1 Fluid properties 

Parameters Units Values 

Density of freshwater Kg/m3 1000 

Density of seawater Kg/m3 1028 

Dynamic viscosity of water Kg/m–day 131.328 

Compressibility of water m–day2/kg 6.69796 × 10-20 

Density reference ratio dimensionless 0.025 
 

A plan view of the study area with boundaries and wells is shown in Figure 10.3. In Figure 

10.3, the production wells, barrier wells, and monitoring locations are indicated by P1-P43, 

B1-B13, and M1-M16, respectively. For calibration and validation purposes, barrier well 

pumping was not considered and the hydraulic heads were observed at monitoring locations 

M1 and M2. Once proper calibration and validation were performed, barrier extraction wells 

were introduced as the hydraulic control measures of the saltwater intrusion processes. 

Moreover, an additional 14 monitoring locations were used to monitor salinity concentrations 

for developing the saltwater intrusion management model for the study area. 
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Figure 10.3 Plan view of the study area showing the boundaries and wells 

10.4.2 Mesh dependency test 

The accuracy of numerical simulation models often depends on the size of the finite elements. 

However, finer mesh size is associated with additional computational requirements. 

Therefore, modelling should be performed by maintaining a balance between accuracy and 

computational requirement. For this, the mesh dependency of the simulated hydraulic heads 

was determined by conducting numerical experiments, utilizing element sizes of 600m, 

800m, 1000m, and 1200m. The simulation was performed for a period of 10 years, with a 

constant groundwater abstraction rate of 4000 m3/day from each of the 43 production wells. 

Hydraulic heads and the time required for simulating the aquifer processes at the end of the 

simulation period were computed at two monitoring locations M1 and M2, and are presented 

in Table 10.2. Table 10.2 shows that the computed hydraulic heads did not vary significantly 

when different element sizes were used. However, there was a substantial increase in 
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simulation times with the increase in element size. Considering the computation time and 

accuracy of simulation, an element size of 1200 m was used in the present study. 

 

Table 10.2 Hydraulic heads and simulation times with different element sizes 

Element size, m 
Hydraulic heads, m 

Simulation time, 
min Patharghata  

(M1) 
Barguna Sadar 

(M2) 

1200 2.823 2.598 13.05 

1000 2.825 2.597 18.57 

800 2.826 2.598 29.58 

600 2.825 2.598 47.95 
 

10.4.3 Model calibration 

The calibration process was initiated from a steady state condition of the hydraulic heads in 

the finite element nodes of the model domain. To achieve this condition, the transient 

simulation model was run for 80 years (April 1930 to April 2009). The simulation was 

performed in stages with an interval of 10 years. An average value of pumping was used 

during this simulation period. Outputs at the end of the 10th year’s simulation were used as 

initial conditions for the subsequent intervals of 10 years’ period. The process was continued 

until April 2009, when a stable condition with respect to hydraulic head was achieved. These 

hydraulic head values at different nodes of the model domain were used as initial conditions 

for the calibration process. The calibration was performed from a period of five years (from 

April 2010 to April 2014). The hydraulic heads were monitored at the designated monitoring 

locations (M1 and M2) on April 2010, April 2011, April 2012, April 2013, and April 2014. 

Recharge and hydraulic conductivity values were adjusted to obtain the hydraulic heads 

closer to the actual hydraulic heads in the monitoring locations M1 and M2. Table 10.3 

presents major parameter values used in the calibrated model. 
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Table 10.3 Parameter values of the calibrated model 

Parameters Values Units 

Hydraulic conductivity in X-direction for soil layer 1 4 m/day 

Hydraulic conductivity in X-direction for soil layer 2 10 m/day 

Hydraulic conductivity in X-direction for soil layer 3 15 m/day 

Hydraulic conductivity in X-direction for soil layer 4 8 m/day 

Aquifer recharge applied on the top soil layer 0.000689 m/day 

Longitudinal dispersivity 80 m 

Lateral dispersivity 30 m 

Molecular diffusion coefficient 0.69 m2/day 
 

Actual and simulated hydraulic heads at two upazillas (M1 and M2 in Figure 10.3) 

during the calibration process are presented in Figure 10.4. 

 
Figure 10.4 Actual and simulated hydraulic heads at two upazillas during the 

calibration process 
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The calibrated model was then validated for the next three years from April 2015 to 

April 2017. Outputs in terms of hydraulic heads on April 2014 were used as the initial 

condition for the simulation of the validation period. The model boundary conditions 

remained same as the calibrated model. At the end of the simulation period, the hydraulic 

heads were monitored at monitoring locations M1 and M2 in April 2015, April 2016, and in 

April 2017. Hydraulic heads during the validation process is presented in Figure 10.5. 

 

Figure 10.5 Actual and simulated hydraulic heads at two upazillas during the 
validation period 

The calibration and validation processes were performed by using a uniform time 

step of 5 days’ interval. A smaller time step is associated with higher computational time 

requirements and vice versa. Computational time is an issue in situations where multiple 

simulations of the aquifer processes with different sets of transient pumping values are 

required to train and test a meta-model for using in an integrated S-O approach. Therefore, a 

sensitivity analysis was performed to evaluate the effects of time steps of simulation on the 
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simulate the hydraulic heads during the calibration periods from April 2010 to April 2014. 

The results are presented in Table 10.4. 
 
Table 10.4 Sensitivity of simulation time steps to simulated hydraulic heads 

Calibration 
period 

Hydraulic heads, m 

Patharghata Barguna Sadar 

1 day 5 days 10 days 73 days 1 day 5 days 10 days 73 days 

2010 2.41155 2.41105 2.41121 2.41094 1.71220 1.71135 1.71163 1.71120 

2011 2.39968 2.39483 2.39844 2.39858 1.69179 1.68964 1.68968 1.68995 

2012 2.38669 2.38463 2.38484 2.38503 1.66941 1.66588 1.66625 1.66661 

2013 2.37317 2.37035 2.37030 2.37094 1.64606 1.64120 1.64112 1.64227 

2014 2.35933 2.35583 2.35581 2.35645 1.62204 1.61599 1.61597 1.61712 

 

Table 10.4 shows that the estimates of hydraulic heads did not differ substantially 

among different time steps during the calibration periods. However, a considerable amount 

of computational efficiency was achieved when a simulation time step of 73 days was used. 

Time taken to simulate the aquifer processes for the time steps of 1 day, 5 days, 10 days, and 

73 days were 14.61 min, 4.82 min, 3.17 min, and 0.95 min, respectively. Therefore, 

simulation time steps of 73 days were used in the multiple simulations with different transient 

pumping values. These multiple simulations were used to generate input-output training 

patterns for training of the meta-model. 

10.5 Generation of input-output patterns for training of MARS meta-models 

The physical processes of the aquifer with the transient groundwater abstraction patterns 

were simulated for the specified management period in order to generate input-output 

training patterns for MARS based meta-models. The spatial and temporal pumping stress 

applied to the aquifer was associated with water abstraction from a set of production, and 

barrier wells at specific locations and time steps. The transient groundwater abstraction 

values were obtained through Halton sequences (HA) (Halton, 1960), with specified lower 

and upper bounds. The HA are based on a deterministic algorithm, which uses prime numbers 

as bases for each dimension. This sampling technique was used in the current study because 

of its superiority over commonly used sampling techniques (Loyola R et al., 2016). The 

samples obtained by using the HA approach were found to be more uniform compared to 

Latin Hypercube Sampling (LHS) (Pebesma and Heuvelink, 1999). A comparison of the 

sampling sequences by utilizing both LHS and HA is provided in Figure 10.6. 
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The transient abstraction values were fed into the simulation model as inputs in order 

to obtain saltwater concentration values as outputs at specified monitoring locations. One set 

of input-output patterns was obtained from the transient groundwater abstraction values and 

the corresponding salinity concentrations. The salinity concentrations were measured at 16 

monitoring locations. A number of such patterns were obtained by simulating the aquifer 

processes multiple times with different sets of transient groundwater abstraction values from 

a combination of production and barrier wells. The aquifer properties as well as the initial 

and boundary conditions remained constant for different simulations. Only the transient 

groundwater abstraction values varied in subsequent simulations to acquire different 

realizations of resulting saltwater concentration values obtained solely due to the pumping 

stress applied to the aquifer. 
 

 

 

Figure 10.6 Sampling sequences generated using (a) Latin hypercube sampling, (b) 
Halton sampling 
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10.6 Performance of the MARS meta-models 

The capability of the MARS meta-models in approximating coupled transient flow and solute 

transport processes in the coastal aquifer system was evaluated by using different statistical 

indices. After proper training and validation, the meta-models were presented with an unseen 

test dataset. For performance evaluation purposes, the R, IOA, KGE, RMSE, and MAPRE 

values were calculated for the developed meta-models on this new test dataset. The results 

are presented in Table 10.5.  Generally, MARS meta-models produced higher values of R, 

IOA, KGE and lower values of MAPRE and RMSE at all 16 monitoring locations. These 

results demonstrate the ability of MARS meta-models for capturing the input-output patterns 

of the transient groundwater abstractions and the corresponding saltwater concentrations at 

specified monitoring locations. 

 

Table 10.5 Performance of the MARS meta-models on an unseen test dataset 

Monitoring 
locations 

Performance indices 

R IOA KGE RMSE, mg/L MAPRE, % 

M1 0.99 0.99 0.99 0.005 0.0002 

M2 0.99 0.99 0.99 0.001 0.00004 

M3 0.99 0.99 0.99 0.211 0.006 

M4 0.99 0.99 0.99 0.187 0.005 

M5 0.99 0.99 0.99 0.393 0.006 

M6 0.99 0.99 0.99 0.270 0.006 

M7 0.99 0.99 0.99 0.234 0.005 

M8 0.99 0.99 0.99 0.232 0.005 

M9 0.99 0.99 0.99 0.150 0.004 

M10 0.99 0.99 0.99 0.146 0.005 

M11 0.99 0.99 0.99 0.168 0.005 

M12 0.99 0.99 0.99 0.146 0.005 

M13 0.99 0.99 0.99 0.157 0.004 

M14 0.99 0.99 0.99 0.189 0.005 

M15 0.99 0.99 0.99 0.171 0.004 

M16 0.99 0.99 0.99 0.216 0.004 
 

As RMSE incorporates both variances and biases of the prediction error, the RMSE 

criterion was used to evaluate how well MARS meta-models fit the unseen test dataset. 
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Overall, MARS meta-models provide relatively lower RMSE values. However, one of the 

major drawbacks of RMSE is its tendency to give more weights to the outliers. Therefore, to 

obtain better information on the prediction capability of MARS meta-models by observing 

the distribution of errors, the MAPRE criteria were used as another performance measure. 

MARS meta-models at all monitoring locations provide very small values of MAPRE, which 

is acceptable in terms of meta-model based prediction accuracies. MARS meta-models’ 

prediction accuracy was also verified from the R, IOA, and KGE viewpoint. All meta-models 

produced higher values of R, IOA, and KGE indicating the acceptable and reliable prediction 

accuracies of the developed meta-models. 

10.7 Management of seawater intrusion 

The calibrated model was used to develop a saltwater intrusion management model for a 

period of three years from April 2015 to April 2017. The proposed saltwater intrusion 

management model considered 168 decision variables of spatial and temporal groundwater 

abstraction patterns. Variables X1–X129, and X130–X168 represent water abstraction from 

production and barrier wells, respectively. More specifically, for example, variables X1–X3 

denotes water abstraction from production well P1 in the first, second, and third time steps, 

respectively. Likewise, variables X4–X6 denote water abstraction from the production well 

P2 and so on at three specified time steps. Variables X130–X132, X133–X135, X136–

X138…X166–X168 denote water abstraction from barrier wells B1, B2, B3…B13, at the first, 

second, and third time steps.  

MARS based meta-models replaced the computationally expensive numerical 

simulation model within the integrated S-O framework for providing Pareto optimal 

groundwater abstraction strategies. Sixteen MARS meta-models predicting salinity 

concentrations at 16 designated monitoring locations were externally linked to CEMOGA in 

order to predict salinity concentrations. The MARS meta-models were also used to check 

constraint violations in terms of maximum allowable salinity concentrations at the specified 

monitoring locations. The CEMOGA used a population size of 2000, crossover fraction of 

0.92, and Pareto front population fraction of 0.70. The function and constraint tolerances 

were set as 1×10-5 and 1×10-4, respectively. Although a detailed sensitivity analysis was not 

performed, several trials were conducted to select the optimal set of these parameters. The 

optimization routine evaluated 20528001 functions in 10263 generations to arrive at the 

global optimal solution. The optimization routine took 51 minutes to converge to optimal 

solutions. The Pareto optimal front shown in Figure 10.7 provided a set of different feasible 

solutions that show a trade-off between the two contradictory objectives of the saltwater 

intrusion management problem. The Pareto optimal front in Figure 10.7 demonstrates that 
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groundwater abstraction from production wells can be increased with increasing the water 

abstraction from the barrier wells. 

10.8 Validation of the seawater intrusion management model 

The validity of the proposed saltwater intrusion management model was assessed by 

observing the actual violation of the constraints. It is noted that the saltwater concentrations 

obtained from the optimization model solution (determined by MARS meta-models within 

the optimization framework) were smaller than the pre-specified maximum allowable 

saltwater concentrations at all monitoring locations. This implies that the imposed constraints 

were satisfied, and no constraint violation occurred during the search process. Moreover, 

obtained saltwater concentrations were very close to the prescribed values, which indicate 

that the optimization model converged to the upper limit of the imposed constraints.  

 

 
Figure 10.7 Pareto optimal front of the management model 

In the second stage, the optimal groundwater abstraction strategies obtained from the 

optimization model were verified by comparing them with the numerical simulation results. 

To do this, 10 solutions were selected randomly from different regions of the Pareto optimal 

front. Table 10.6 shows the comparison of the MARS predicted and numerical model 

simulated saltwater concentration values obtained using optimal groundwater abstraction 

strategies prescribed by the proposed saltwater intrusion management model. Table 10.6 

presents solution results from 5 monitoring locations. The results at other monitoring 
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locations followed a similar trend. It is observed from Table 10.6 that the solutions obtained 

from the numerical simulation model were very close to the MARS predictions. 

The selection of the best solution from the Pareto optimal front was also proposed 

by applying decision theory. Gray Relational Analysis (GRA) was used as a decision theory 

to choose the best optimal solution. GRA is based on Gray system theory proposed by Deng 

(1982). Gray Relational Coefficient (GRC) as implemented in Wang and Rangaiah (2017) 

was computed to obtain the best optimal solution. The GRC approach was utilized to find the 

resemblance between the objective values of each candidate optimal solution and the ideal 

or best reference objective values.  

Table 10.6 Salinity concentrations calculated from optimal groundwater extraction 
strategy 

Obs. 

Saltwater concentration, mg/l 

M1 M2 M3 M4 M5 

MARS SM MARS SM MARS SM MARS SM MARS SM 

1 2584.76 2584.77 2346.81 2346.83 3033.77 3033.75 3234.85 3234.77 4995.95 4996.34 

2 2584.76 2584.77 2346.82 2346.83 3033.95 3033.94 3235.04 3234.96 4995.96 4996.34 

3 2584.76 2584.77 2346.82 2346.83 3033.94 3033.93 3235.02 3234.94 4995.96 4996.34 

4 2584.76 2584.77 2346.82 2346.83 3033.94 3033.93 3235.02 3234.94 4995.96 4996.34 

5 2584.76 2584.77 2346.82 2346.83 3034.02 3034.01 3235.05 3234.97 4995.96 4996.35 

6 2584.76 2584.77 2346.81 2346.83 3033.83 3033.81 3234.91 3234.83 4995.95 4996.34 

7 2584.76 2584.77 2346.82 2346.83 3033.95 3033.94 3235.07 3234.99 4995.96 4996.34 

8 2584.76 2584.77 2346.82 2346.83 3034.01 3034.00 3235.06 3234.98 4995.96 4996.34 

9 2584.76 2584.77 2346.81 2346.83 3033.75 3033.74 3234.83 3234.75 4995.94 4996.33 

10 2584.76 2584.77 2346.82 2346.83 3033.94 3033.93 3235.02 3234.94 4995.96 4996.34 

*M = Monitoring locations, SM = Simulation model 

 
The GRC calculation is based on the following steps. 

Step 1: Standardization of objective values to eliminate the effect of dimensionality. 

For objective 1 (maximization of total production well abstraction), the standardization was 

performed as 

 𝑂𝑖𝑗 =
𝑂𝑖𝑗 − min 𝑖𝜖𝑚𝑂𝑖𝑗

max 𝑖𝜖𝑚𝑂𝑖𝑗 − min 𝑖𝜖𝑚𝑂𝑖𝑗
 (10.5) 

 

The standardization of objective 2 (minimization of total barrier well abstraction) is 

expressed as 
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 𝑂𝑖𝑗 =
max 𝑖𝜖𝑚𝑂𝑖𝑗 − 𝑂𝑖𝑗

max 𝑖𝜖𝑚𝑂𝑖𝑗 − min 𝑖𝜖𝑚𝑂𝑖𝑗
 (10.6) 

 

Step 2: Searching for the ideal or best reference objective values 

 𝑂𝑗
𝐼𝑑𝑒𝑎𝑙 = max 𝑖𝜖𝑚𝑂𝑖𝑗 (10.7) 

Step 3: Obtaining the deviation between the 𝑂𝑗
𝐼𝑑𝑒𝑎𝑙 and 𝑂𝑖𝑗 

 Δ𝐷𝑖𝑗 = |𝑂𝑗
𝐼𝑑𝑒𝑎𝑙 − 𝑂𝑖𝑗| (10.8) 

Step 4: Computation of GRC for each optimal solution 

 𝐺𝑅𝐶𝑖 =
1

𝑚
∑

Δmin + Δmax

Δ𝐷𝑖𝑗 + Δmax

𝑛

𝑗=1

 (10.9) 

where, 𝑖 = index of the number of optimal solutions (𝑖 = 1,2,… ,𝑚), 𝑗 = the index of 

the number of objectives (𝑗 = 1,2,… , 𝑛), Δmax =max𝑖𝜖𝑚,𝑗𝜖𝑛(Δ𝐷𝑖𝑗), Δmin 

=min𝑖𝜖𝑚,𝑗𝜖𝑛(Δ𝐷𝑖𝑗).  

Based on the concept of GRA, the larger the value of 𝐺𝑅𝐶𝑖 the more reliable the 

optimal solution is. Therefore, the largest value of  𝐺𝑅𝐶𝑖 is the recommended best optimal 

solution from the Pareto optimal solution. 

The sustainability of the groundwater withdrawal as proposed in the management 

model was justified by observing the hydraulic heads at the monitoring locations and by 

calculating the amount of water entering and leaving the aquifer. Sustainability in terms of 

groundwater exploitation was evaluated by comparing the depth of water withdrawn from 

the proposed optimal pumping strategy with the existing pumping rates. Four solutions from 

the Pareto front were selected for this purpose. Three solutions were taken from the higher, 

average, and the lower ranges of total production well pumping. The fourth one was the 

optimal solution proposed as the best optimal solution based on the GRA method. For the 

optimal solutions, the total depth of water was calculated by considering pumping from both 

the production and barrier wells. The results are presented in Figure 10.8. 
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Figure 10.8 Groundwater abstraction in terms of depth of water (m) 

Vertical recharge was assumed to be uniformly distributed over the top layer of the 

study area. The calibrated recharge of 0.000689 m/day amounted to 150430782 m3/year. This 

amount of vertical recharge was 84.03% of the total average yearly pumping volume 

(179032829 m3/year). The deficit amount of water comes into the system through the study 

area including streams and ocean boundaries, as the groundwater level fluctuates by only a 

small amount. The groundwater abstraction values obtained as solution of the management 

model were relatively higher than the existing withdrawals. This extra amount of water 

abstraction was possible while limiting the salinity to permissible levels due to the barrier 

wells now included. Although higher than the existing practice, the total optimal abstraction 

patterns are also safe and sustainable in terms of groundwater exploitation from the aquifer. 

For the selected optimal solutions, around 72% of the total abstracted groundwater comes 

from the vertical recharge. More specifically, vertical recharge accounts for 72.41%, 72.06%, 

71.91%, and 72.03% of the total groundwater abstraction obtained from the optimal solutions 

1, 2, 3, and 4 respectively. The rest of the water enters into the system through the model 

boundaries. It is expected that the change in pumping patterns should also affect the recharge 

coming into the aquifer, and therefore should be sustainable. The optimal pumping is again 

of the same order as the future recharge. 

During the validation period (April 2015 to April 2017), the average drop in 

hydraulic head at the two monitoring locations was 0.062 m (observed by simulating the 

aquifer processes using the numerical code FEMWATER). Groundwater abstraction caused 

a 0.898 m of water loss from the system. The drop in hydraulic heads resulting from the 

proposed optimal groundwater abstraction rates were also estimated from the solution results 

of the numerical code FEMWATER. The average drop in hydraulic heads obtained by 

implementing the proposed optimal groundwater abstraction strategies were 0.062 m, 0.062 
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m, 0.069 m, and 0.067 m for the four optimal solutions, respectively. Water entering the 

model domain from vertical recharge was 0.754 m during the three years of the management 

period. Water deficit due to groundwater abstraction during the three years of management 

period was balanced by the vertical recharge to the aquifer and water entering the system 

from the model boundary (3 rivers and the seaside) aquifer. 

The sustainability in terms of salinity concentration was ascertained by permitting 

groundwater abstraction within the limits of maximum permissible salinity concentrations at 

specified monitoring locations. Thus the proposed optimal groundwater abstraction patterns 

obtained as solutions of the management model was based on satisfying the constraints of 

maximum permissible salinity concentration at the specified monitoring locations. 

Sensitivity of the imposed constraints was ascertained by relaxing the constraints and 

observing the corresponding production and barrier well abstractions. The Pareto optimal 

front for the new sets of constraints in terms of salinity concentrations is presented in Figure 

10.9. 

It is observed from Figure 10.9 that the new relaxed constraints produced almost the 

same amount of production well abstraction for a decreased amount of barrier well 

abstraction. This implies that less amount of barrier well abstraction is required to obtain the 

same amount of production well abstraction when the maximum permissible salinity 

concentration is relaxed. In other words, production well abstraction can be increased with 

the same level of barrier well abstraction. Therefore, based on the guideline of maximum 

permissible salinity concentrations in the area of interest, the total amount of production and 

barrier well abstraction can be adjusted. 
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Figure 10.9 Pareto front with relaxed constraint of maximum permissible salinity 
concentration 

It is noted that by implementing barrier well pumping, the total amount of beneficial 

pumping from the production wells can be enhanced, while maintaining the maximum 

permissible salinity concentrations within the permissible limits. Barrier wells aided in an 

additional groundwater abstraction rate of approximately 30000 m3/day within the safe limit 

of maximum permissible salinity concentrations. For instance, for solution 1, 6.03% more 

water abstraction than the existing withdrawal could be achieved by implementing barrier 

wells. Approximately 0.65 m3/day production well abstraction can be achieved from each 

m3/day of barrier well abstraction. The values for individual optimal solutions are presented 

in Table 10.7. It is observed from Table 10.7 that the best optimal solution obtained by GRA 

provided better results than the two randomly selected solutions. However, it produced a 

slightly worse result than the other randomly selected optimal solution. The proposed GRA 

might serve as a quick decision making tool to select a relatively better solution from a large 

number of non-dominated solutions. However, managers can choose the optimal 

combination of production-barrier well pumping depending on the total demand of water for 

beneficial purposes. 

Barrier wells are located near the seaside boundary of the study area. The seaside 

boundary is covered by mangrove forest. Therefore, the abstracted water from the barrier 

well can be efficiently disposed of into the ocean via the mangrove forest. Therefore, the 

proposed MARS-CEMOGA based saltwater intrusion management methodology is capable 
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of obtaining accurate solutions for optimal groundwater abstractions from a set of production 

bores and barrier wells in a real world coastal aquifer system. 

 

Table 10.7 Total amount of water withdrawal in different solutions 

 
PW 

pumping, 
m3/day 

BW 
pumping, 
m3/day 

Additional water 
abstraction from 

PW, m3/day 

Additional water 
abstraction from PW per 

unit water abstraction from 
BW 

Existing 490500.90 - - - 

Solution 1 520056.38 49126.85 29555.48 0.602 

Solution 2 522795.23 49168.69 32294.33 0.657 

Solution 3 523869.32 49322.38 33368.42 0.677 

Solution 4 523046.40 49181.84 32545.50 0.662 

 

10.9 Conclusions 

The optimal groundwater abstraction strategy using integrated an S-O approach has been 

considered an effective measure of controlling saltwater intrusion in coastal aquifers. 

Although the meta-model based integrated S-O approach has been widely applied in 

illustrative hypothetical example problems, only a few have focused on saltwater intrusion 

management in real world applications. This study demonstrates the applicability of the 

meta-model based integrated S-O approach in solving large-scale real world coastal aquifer 

management problems. A finite element based 3-D coupled flow and solute transport 

numerical code, FEMWATER, was utilized to simulate the saltwater intrusion processes in 

a coastal aquifer system in the Barguna district of southern Bangladesh. Input data for the 

selected study area of about 598 km2 were collected from different sources. Scarcity and 

reliability of available data is a challenging issue in implementing regional scale saltwater 

intrusion models in this location. Therefore, the best possible subjective judgement was used 

in choosing the data for simulating the aquifer processes. The simulation model was 

calibrated with respect to hydraulic heads for a period of five years, from April 2010 to April 

2014. With the selected hydrogeological parameters obtained from model calibration, the 

calibrated model was validated for a period of next three years, from April 2015 to April 

2017. The calibrated and validated model was then used to develop a saltwater intrusion 

management model for the study area for a management period of three years, from April 

2015 to April 2017. Computational efficiency in the integrated S-O approach was achieved 

by replacing the complex numerical simulation model with the properly trained MARS meta-
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models. The limited evaluation results show that, using a carefully planned groundwater 

abstraction strategy, it is possible to modify saltwater intrusion processes and help in 

controlling spatial and temporal saltwater intrusion processes in a real world coastal aquifer 

study area.  

This study utilized a planned pumping strategy from a set of production and barrier 

abstraction wells. Barrier wells were used as hydraulic control measures to control spatial 

and temporal distribution of saltwater concentrations. The limited evaluation results revealed 

that planned pumping strategy along with planned hydraulic control measures can be 

implemented to develop a saltwater intrusion management model in a realistic regional scale 

study area. Very limited data were available to calibrate and validate the numerical 

simulation model, and therefore the evaluation results are limited in scope. Additional 

reliable data will be required to develop a more acceptable calibrated model for the study 

area. Only then will the calibrated model be able to be used to prescribe actual 

implementation of the planned pumping strategy. 
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Chapter 11: Summary and conclusions 

11.1 Summary 

Meta-model based coupled simulation-optimization (S-O) approaches were utilized in 

developing saltwater intrusion management models in order to obtain optimal groundwater 

abstractions from coastal aquifers. In order to develop coastal aquifer management models, 

a number of meta-models based on different algorithms were developed for integration 

within a coupled S-O approach. The coupled S-O approach was performed in a multiple 

objective problem setting using a Controlled Elitist Multiple Objective Genetic Algorithm. 

The meta-models developed were found to be more accurate and efficient than the existing 

meta-models in saltwater intrusion management models in coastal aquifers. Prediction 

uncertainty in meta-modelling approaches in the coupled S-O based methodology was 

addressed by proposing an ensemble of meta-models instead of a standalone meta-model. 

Ensembles were formed by varying the training dataset within the decision space, using 

random sampling without replacement approach. The ensemble meta-model based coupled 

S-O methodology was extended to incorporate the uncertainties in groundwater parameters. 

Uncertainties in hydraulic conductivity, bulk density, compressibility of the aquifer material, 

and aquifer recharge were considered in order to develop saltwater intrusion management 

models. Layered heterogeneity in hydraulic conductivity and porosity were considered for 

the illustrative multiple layered coastal aquifer system. Hydraulic conductivity and porosity 

were assumed to be uniform in each individual aquifer material layer, while the material 

layers were characterized with vertical heterogeneity. Climate change induced relative sea 

level rise was also considered in developing a multiple objective management model for a 

multiple layered coastal aquifer system. To address realistic scenarios, seasonal variation in 

the river water stage and salinity concentrations of the surface water in the tidal river were 

incorporated in the simulation of the aquifer processes.  

A 3-D compliance monitoring network design was proposed in order to develop an 

adaptive management strategy, by sequentially modifying the groundwater abstraction 

patterns based on the field compliance of the implemented optimal abstraction strategies. A 

weighted average approach of ensemble meta-modelling using Set Pair Analysis was 

proposed in developing the adaptive management strategy. Entropy was proposed as a new 

measure of uncertainty in the saltwater intrusion management problems in the design of the 

uncertainty based 3-D compliance monitoring network design. A meta-model based coupled 

S-O approach was applied to develop a multiple objective saltwater intrusion management 

model for a realistic coastal aquifer system in the Barguna district of southern Bangladesh. 

The management model provides optimal groundwater abstraction patterns in the form of a 
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Pareto optimal front, which shows a trade-off between total beneficial water abstraction from 

the production wells and the abstraction for hydraulic control from the barrier wells. The 

selection of the best solution from the Pareto optimal front was proposed by applying a 

decision theory based on Gray Relational Analysis. 

11.2 Conclusions 

Sustainable beneficial water abstraction from coastal aquifers can be ensured by controlling 

saltwater intrusion through reversing the hydraulic gradient along the coast by using a set of 

barrier extraction wells. Another plausible way of controlling saltwater intrusion is to create 

a freshwater lens near the shoreline by utilizing a set of freshwater recharge wells. A 

comparative evaluation of these two types of hydraulic control measures for an illustrative 

3-D multilayered coastal aquifer system demonstrated the superiority of barrier extraction 

wells over recharge wells in a shorter management time horizon for controlling saltwater 

intrusion of the illustrative coastal aquifer system.  

FIS and MARS based meta-models were proposed that could be suitable for 

incorporation in a coupled S-O technique to develop optimum pumping strategy. Both FIS 

and MARS meta-models have unique advantages, for instance FISs are suitable for multiple 

output problems and MARS models are adaptive in nature and have very high computational 

efficiency. No doubt, further evaluations using field data from coastal aquifers are necessary 

to establish the applicability of such meta-models within the linked S-O methodology. 

Saltwater intrusion management models were developed by externally linking these meta-

models to a Controlled Elitist Multiple Objective Genetic Algorithm (CEMOGA) within a 

computationally feasible coupled S-O approach in order to evolve optimal groundwater 

extraction strategies for a coastal aquifer system. Two conflicting objectives of groundwater 

extraction strategy were considered in this study. The first objective ensures the maximum 

withdrawal of groundwater for beneficial purposes. The second objective minimizes the 

water extraction from barrier pumping wells to control saltwater intrusion by establishing a 

hydraulic head barrier near the coastal boundary. The multiple objective management model 

provides a trade-off between these conflicting objectives in terms of a Pareto optimal front, 

which consists of several non-dominated feasible alternative groundwater extraction 

strategies that meet the pre-specified allowable saltwater concentration limits at specified 

monitoring locations.  The results from the management models indicated that both FIS and 

MARS based meta-models provide acceptable, accurate, and reliable groundwater extraction 

patterns to limit the saltwater concentrations within the pre-specified maximum allowable 

limits. Therefore, the developed methodology utilizing the FIS and MARS based meta-

models is potentially applicable for developing optimal groundwater extraction strategies for 
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sustainable regional scale management of coastal aquifers. Although the results presented 

here are limited in scope, these evaluation results may provide more generalized guidance 

for optimal extraction of groundwater resources from coastal aquifers. 

The main advantage of meta-model based linked S-O models for regional scale 

management of coastal aquifers is attaining computational feasibility and efficiency. 

Computational efficiency can be significantly improved by implementing parallel 

computation procedures, in which objective function (s) and all other constraints of the 

optimization problem are evaluated in parallel by distributing them into physical cores of a 

PC. In this study, four physical cores of a standard seven core PC have been utilized to 

evaluate the objective functions and constraints of the multiple objective saltwater intrusion 

management problem. Integration of parallel processing capabilities within the optimization 

model was shown to improve computational efficiency and improve the feasibly of solving 

such large-scale multiple objective problems. It was also demonstrated that a considerable 

amount of reduction in the computational burden could be achieved by implementing a 

parallel computing platform for the solution of linked S-O methodology. The proposed 

methodology has the potential to improve the computational efficiency of aquifer 

management models, making it feasible to develop long-term sustainable optimal 

management strategies on a regional scale. 

Uncertainties arising from estimating hydrogeological model parameters (hydraulic 

conductivity, compressibility, bulk density, and aquifer recharge), and in accurately 

estimating spatial and temporal variation of groundwater extraction patterns were addressed 

in developing the saltwater intrusion management models. In addition, the FIS based meta-

models were advanced to a genetic algorithm (GA) tuned hybrid FIS model (GA-FIS) to 

emulate physical processes of coastal aquifers and to evaluate responses of the coastal 

aquifers to groundwater extraction under groundwater parameter uncertainty. The GA-FIS 

models thus obtained were linked externally to the CEMOGA in order to derive optimal 

pumping management strategies using a coupled S-O approach. The performance of the 

hybrid GA-FIS-CEMOGA based saltwater intrusion management model was compared with 

that of a basic Adaptive Neuro Fuzzy Inference System (ANFIS) based management model 

(ANFIS-CEMOGA). The performance evaluation results demonstrated the superiority of the 

GA-FIS-CEMOGA based management model over ANFIS-CEMOGA based saltwater 

intrusion management model. The proposed GA-FIS models did not include parameter 

uncertainty directly; however, they indirectly incorporated uncertainty because they were 

developed from the solution results of a numerical model that addressed parameter 

uncertainty. 

An ensemble of MARS (En-MARS) based meta-models within a coupled S-O 

methodology was proposed to derive multiple objective optimal groundwater extraction 
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strategies in a multilayered coastal aquifer system. The prediction capability of En-MARS 

was compared with that of the best MARS model in the ensemble. Following the 

development of En-MARS meta-models, they were linked to an optimization algorithm 

within a regional scale saltwater intrusion management model. The results indicated that 

MARS based ensemble modelling approach is able to provide reliable solutions for a 

multilayered coastal aquifer management problem. The adaptive nature of MARS models, 

the use of ensembles, and the utilization of parallel processing resulted in a computationally 

efficient, accurate and reliable methodology for coastal aquifer management that also 

incorporated uncertainties in the modelling. The MARS-based ensemble meta-modelling 

technique using parallel processing platform has the advantages of (1) addressing the 

predictive uncertainty of meta-modelling, and (2) achieving computational efficiency in 

searching for optimal solutions: 3,990,401 function evaluations in the optimization routine 

took only 76 minutes. As the En-MARS learns from a diverse data range, it is expected to be 

more consistent for a newer test data set, thereby reducing predictive uncertainty. 

The effects of relative sea level rise on the optimized groundwater extraction values 

for a management period of 5 years were incorporated. Variation of water concentrations of 

the tidal river and seasonal fluctuation of head at the upstream end of river were also 

incorporated. Aquifer processes were approximated by three meta-models, viz. ANFIS, GPR, 

and MARS. The meta-models were compared based on their prediction accuracy, reliability, 

and computational efficiency. The results demonstrated that both models are capable of 

capturing the trend of coupled flow and salt transport processes of a multilayered coastal 

aquifer system. However, based on a closer look at the prediction accuracy and computational 

efficiency, the ANFIS based meta-model was selected as a computationally cheap and 

feasible soft computing tool for incorporation into the linked S-O approach. 

A 3-D sequential compliance monitoring network design methodology was proposed 

for developing an adaptive management strategy in a multilayered coastal aquifer system. 

This methodology addressed both uncertainties in prediction of concentrations due to 

uncertainties in parameter values, as well as the noncompliance of users with a prescribed 

management strategy. In the ensemble of MARS based meta-models, accounting for 

prediction uncertainty based on SPA theory was externally linked to the optimization 

algorithm to develop the initial management policy for a management period of five years. 

For the prescribed management strategy, a 3-D monitoring network was designed to monitor 

and modify the implemented saltwater intrusion management strategy. Monitoring locations 

were selected from three different depths of the aquifer at which the uncertainty in terms of 

salinity concentrations in these locations was highest. This is accomplished by proposing a 

new method of uncertainty quantification, i.e., Shannon’s entropy, in the objective function 

of the optimal monitoring network design model for saltwater intrusion in coastal aquifers. 
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The results obtained from an illustrative multilayered coastal aquifer system demonstrated 

the potential applicability of the Entropy-SPA based 3-D monitoring network design for 

sequential and adaptive management of coastal aquifers. The effects of hydrogeological 

parameter estimation uncertainties were incorporated through the ensemble of meta-models 

used for prediction of the resulting salinity concentrations. 

The application of a meta-model based integrated S-O approach in solving the large-

scale real world coastal aquifer management problems was demonstrated. A finite element 

based 3-D coupled flow and solute transport numerical code, FEMWATER, was utilized to 

simulate the saltwater intrusion processes in a coastal aquifer system in the Barguna district 

of southern Bangladesh. Scarcity and reliability of available data was a challenging issue in 

implementing regional scale saltwater intrusion models. Therefore, the best possible 

subjective judgement was used in choosing the data for simulating the aquifer processes. The 

calibrated and validated model was then used to develop saltwater intrusion management 

model for the study area. Computational efficiency in the integrated S-O approach was 

achieved by replacing the complex numerical simulation model with the properly trained 

MARS meta-models. The limited evaluation results demonstrated that a carefully planned 

groundwater abstraction strategy in tandem with planned hydraulic control measures are able 

to modify the saltwater intrusion processes and help in controlling spatial and temporal 

saltwater intrusion processes in a real world coastal aquifer study area. This study shows the 

capability of the MARS meta-model based integrated S-O approach in solving real life 

complex management problems in an efficient manner. 

11.3 Recommendations 

The present study focuses on an illustrative coastal aquifer system in which aquifer material 

within each layer was assumed to be homogeneous. Future research may be directed towards 

considering aquifer heterogeneity by employing a random hydraulic conductivity field. In 

addition, the present study considered a parallel pool of worker machines within the local 

clusters of a PC for executing the optimization routines. For more complex optimization 

settings, a parallel pool consisting of more PCs or any other high performance computing 

platform could be used. 

In addition, the proposed management model did not look into the various disposal 

alternatives for water pumped from the barrier wells. Incorporation of related economic and 

environmental considerations can be included in a more detailed management model. The 

proposed methodology potentially facilitates a computationally feasible and efficient 

determination of regional-scale management strategies for coastal aquifers. 
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Very limited data were available to calibrate and validate the numerical simulation 

model, and therefore, the evaluation results are limited in scope. Additional reliable data will 

be required to develop a more acceptable calibrated model for the study area. Only then can 

the calibrated model be used to prescribe actual implementation of the planned pumping 

strategy. 
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