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Abstract 

Dredging poses an environmental risk by increasing suspended sediment which has a range 

of effects on sensitive benthic communities, particularly coral reefs. Understanding spatial 

and temporal sediment related dredging impacts is essential to improve environmental 

impact assessment (EIA), monitoring and management of dredge operations. Despite the 

scale of global dredging projects, our understanding of the impacts is limited due to a lack of 

sufficiently large water quality datasets, the site specific nature of water quality changes 

during dredging, and the complex response of corals to the various associated suspended 

sediment pressures (i.e. reduced light, increased sediment deposition). Of particular 

importance during the EIA phase, and while monitoring dredging impacts, is understanding 

the distance to dredge effects i.e. how far the dredge related sediment impacts extend to 

more accurately predict environmental impacts and provide greater protection to coral reefs 

during dredging operations.   

 

The distance to dredge effects on water quality conditions (i.e. the spatial impacts of 

dredging) was investigated at Barrow Island, Western Australia, to determine how dredging 

affects turbidity, submarine light and sediment deposition conditions. Analysis was made 

possible using the largest water quality dataset ever collected prior to and during a large scale 

dredging operation. Water quality conditions prior to and during 18 months of dredging at 

Barrow Island, Western Australia, as well as the distance to dredge effects, were analysed to 

determine the impacts of dredging on turbidity, submarine light and sediment deposition. A 

high proportion of water quality sites (10/29) were located within 1.5 km south of dredging, 
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allowing a high resolution of spatial dredging impact analysis close to the dredge zone. During 

dredging, water quality impacts were primarily confined to sites within 2 – 5 km south of the 

dredge zone, gradually decreasing to ambient levels at sites north of the dredge zone and 

sites > 10 km south. Turbidity maximums, means and standard deviations were up to 4 – 6 x 

higher, median light attenuation coefficients 1.5 x higher, median deposition levels up to 7 x 

higher and median overburden (dredge related turbidity, calculated using a simple statistical 

turbidity model which estimates natural turbidity during dredging) were 3 – 4 x higher at sites 

within 2 – 5 km south of dredging. Sites north of the dredge zone (extending up to 30 km 

north), sites > 10 km south of the dredge zone (extending up to 30 km south), and 2 dredge 

disposal perimeter sites were unaffected by dredging. There was also a strong relationship 

between light attenuation and turbidity at almost all of the 25 Barrow Island sites used to 

study light levels; 24 of the 25 sites had R2 > 0.5 and 17 had R2 ≥ 0.50.  

 

Turbidity conditions at Barrow Island were also characterised by using a range of different 

temporal analysis, including running mean and spectral analysis. By applying running means 

using increasing window sizes (from 1 hour to 30 days) separately to the baseline and dredge 

periods, it was revealed that dredging increases both the intensity and the duration of 

turbidity, with monthly, daily and hourly turbidity conditions higher at sites within 2 km of 

dredging; monthly averages were up to 25 NTU (compared to ~ 10 NTU at reference sites), 

daily averages up to 200 NTU (compared to maximum ~ 30 NTU at reference sites) and hourly 

averages up to 400 NTU (compared to maximum 100 NTU at reference sites). Spectral analysis 

also revealed the occurrence of horizontal advection during dredging at sites within 2 km of 

dredging.  
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The use of a simple, statistical turbidity model to estimate natural turbidity (due to the natural 

resuspension processes of waves and tides) during dredging, and as a possible turbidity and 

deposition threshold exceedance monitoring tool, was investigated. The model is designed to 

be simple – an alternative method to the more complex three dimensional hydrodynamic 

models which require numerous inputs – and as such has expected limitations. Despite these 

limitations, the purpose of the model in this study is to decouple the natural turbidity and 

dredge induced turbidity, and possibly as an exceedance threshold tool. Model performance 

was tested in 2 different hydrodynamic settings – a clear water environment (Barrow Island) 

during a dredge operation and a turbid, energetic environment (Hay Point, Queensland) 

during a baseline water quality monitoring study. The model was successful at estimating 

daily turbidity at a few of the Hay Point and Barrow Island sites, with R2 > 0.5 between 

modelled and measured turbidity at 83% of sites during the model test phase at Hay Point 

(although model skill scores were > 0.5 at only 1 site during the test phase), but only 38 % of 

sites had R2 > 0.5 at Barrow Island and , but improvements could be made to both the input 

data and possibly more sophisticated parameter estimation tools (such as Bayesian analysis).  

 

The impact of dredging on submarine light levels was also investigated. Light attenuation 

coefficients (k) were analysed in lieu of measured PAR values due to non-uniform sensor 

depths across the water quality sites (depths ranged from ~ 4 to 14 m), which introduces a 

depth dependence to the distance to dredge analysis. Median light attenuation coefficients 

at sites closest to the main dredge zone (within 2 – 5 km) were between 0.4 – 0.55 m-1 

compared to all other sites which had levels 0.35 – 0.4 m-1. As well as calculating k (using the 
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Beer-Lambert Law) for the spatial analysis, the strong relationship between midday turbidity 

and k (R2 > 0.5 at 96 % of sites and ≥ 0.7 at 68 %) was used to derive regression models of light 

attenuation from measured (midday) turbidity. The use of a double exponential method, 

which is an extension of the Beer Lambert Law developed by Paulson and Simpson (1977), 

was also investigated for estimating the light attenuation coefficients but was unsuitable for 

the Barrow Island study sites.   
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 Introduction 

1.1 Background  

Dredging is necessary to create or expand ports and harbours and deepen shipping channels but 

the altered water quality conditions can be harmful to the environment, particularly sensitive 

benthic habitats such as coral reefs (Rogers 1990, Foster et al. 2010, Erftemeijer et al. 2012), due to 

increased sediment related impacts. Despite the large number of dredging projects in Australia and 

around the world, and concerns about associated environmental impacts, our knowledge of water 

quality changes during dredging and impacts to coral reefs is limited. Fortunately we now have 

access to the largest (spatial and temporal) water quality dataset ever collected prior to and during 

a large scale (~ 7 Mm3) capital dredging project at Barrow Island, Western Australia, allowing a 

comprehensive study into water quality changes (specifically light and deposition) during dredging, 

as well as development of new dredge impact analysis techniques (i.e. turbidity model) to 

understand the environmental impact of dredging. The main focus of this thesis will be to look at 

aspects of this dataset to temporally compare turbidity, light attenuation and sediment deposition 

prior to and during dredging, and to spatially compare these conditions to describe the distance to 

dredge effects at increasing distance from the dredge zone.  

 

Due to the recent resources boom, there have been numerous large scale capital dredging projects, 

particularly along the Queensland coast and on Western Australia’s North West Shelf (NWS) (see 

McCook et al. 2015 for details). In the 2014-15 financial year, Australia’s resources minerals and 

petroleum sector was worth  ~ $100 billion, and 86 % of Australia’s LNG exports were from the NWS 
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(DSD 2016). The potential environmental threat of dredging has attracted contentious public 

interest, mostly due to our limited understanding of how dredging alters sediment related 

processes such as turbidity, benthic light availability and sediment deposition, and the associated 

environmental impacts, particularly to coral reefs. Understanding these impacts is important for 

managing marine ecosystems in the short- and long- term, and at regional (Fabricius et al. 2014) 

and local scales (Sofonia & Unsworth 2010, Fabricius et al. 2014, Chartrand et al. 2016). Knowledge 

gaps lead not only to public scrutiny, which can influence government decisions, but can also cause 

unnecessary environmental damage, operational delays and greater cost to proponents during 

dredging operations (due to inaccurate thresholds), as well as costly and lengthy environmental 

approvals process.  

 

1.2 Motivation 

The ability to forecast the environmental impact of dredging is an important component of 

modelling at the EIA stage, or when dredging is underway, and is based upon the ability to 

understand how pressure fields (such as light reduction and elevated deposition) relate to 

suspended sediment concentrations (SSCs), and how these propagate in the environment. This 

information can be used to describe the relationship between coral health and dredging water 

quality pressures. Being able to predict the scale of potential impacts from dredging near coral reefs 

is important for dredging management, and establishing an evidence-based footprint is increasingly 

becoming important for public perception of the nature and scale of dredging projects (Fisher et al. 

2015, Spearman 2015). 
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Dredging proponents are required to manage projects under a spatially defined zonation scheme 

(EPA 2011), and limited understanding about dredging impacts can lead to inaccurate water quality 

thresholds, possibly resulting in unnecessary damage, operational delays and great expense to 

proponents. Water quality thresholds are often set conservatively (for example based on the 80th 

percentile of typical ambient conditions, ANZECC 1994) rather than based on evidence of 

environmental tolerance levels (EPA 2011). If thresholds are set too high corals may be regularly 

exposed to potentially stressful conditions, possibly leading to mortality. Inaccurate thresholds can 

also delay dredging operations and be costly for proponents; setting thresholds well below 

tolerance limits can prompt increased monitoring and reporting frequency (for example fortnightly, 

see Chevron Australia Pty Ltd 2011a), and, in the worst case scenario, can suspend dredging 

operations.  

 

1.3 Knowledge gaps 

The most significant knowledge gap related to dredging impacts is the spatial extent of dredge 

effects. Our understanding of the distance to dredge effects is necessary for impact prediction 

during the EIA process, and for optimal design of dredging operation location and water quality 

monitoring site locations. There are a number of reasons for our limited understanding of dredging 

impacts. For one, there are few large (temporal and spatial) in-situ water quality datasets collected 

during dredging available; it is challenging placing water quality sensors close to a dredge, and data 

collected by industry aren’t always publicly available (Condie et al. 2006).  Furthermore, water 

quality changes during dredging are site specific, dependent on local hydrodynamic conditions. 

Therefore improved understanding requires comprehensive studies on a variety of dredging 

projects with adequate water quality monitoring site locations. Also, (although not addressed in this 
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thesis but rather driving the need for this study) further complexities exist because coral response 

to water quality changes are site- and species- specific, and there are multiple cause-effect 

pathways which can affect corals (is reduced light or increased deposition the greatest threat?).  

 

Complex sediment pressure and coral response relationships further challenge our understanding 

and management of dredging impacts. The temporary release of sediment into the water column 

during dredging can have a range of environmental effects on sensitive communities such as coral 

reefs (Marszalek 1981, Rogers 1990, Foster et al. 2010, McCook et al. 2015). The two primary causes 

of stress or mortality to corals during dredging are reduced light and deposition (Erftemeijer et al. 

2012, Jones et al. 2016). Light (specifically photosynthetically active radiation (PAR), 400 – 700 nm) 

is essential for benthic primary production and light reduction, which occurs during dredging due 

to increased turbidity and deposition (Stoddart 1969, Kirk 1977a, Cloern 1987, Anthony & Fabricius 

2000, Gattuso et al. 2006, Saulquin et al. 2013), inhibits the primary energy source for corals (Hallock 

& Schlager 1986, Te 1997, Anthony & Fabricius 2000, Anthony et al. 2004, Gattuso et al. 2006, 

Gilmour et al. 2006, Storlazzi et al. 2015). Sustained and frequent PAR reductions have well-known 

effects on the functioning and distribution of marine ecosystems (Kinzie 1973, Chalker 1981, Chalker 

et al. 1984, Graus et al. 1989, Rogers 1990, Erftemeijer et al. 2012). Deposition of the re-suspended 

sediment is also a well-known hazard, requiring benthic organisms to expend energy self-cleaning 

or become progressively smothered in sediments, which can clog their breathing and feeding 

apparatus. Smothering is sometimes observed in dredging projects close to reefs (Dodge & Vaisnys 

1977, Bak 1978) and the reduction in gas (solute) exchange, under some circumstances, quickly lead 

to local tissue mortality and lesion formation (Weber et al. 2012). Deposition during calm conditions 
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can be immediate and in-situ, as the lack of resuspension hydrodynamics – wind, waves and tidal 

currents – are insufficient to maintain the sediment in suspension (Masselink et al. 2011) 

 

Another factor limiting our understanding of dredging impacts is the site specific nature of water 

quality conditions. Local bathymetric profiles and hydrodynamics determine natural water quality 

conditions and influence the direction and behaviour of dredge plumes which can lead to different 

spatial results for different dredging operations. For example, a study using satellite images of 

suspended sediments has suggested the dredging plume at Barrow Island travelled as far as 30 km 

south (Evans et al. 2012), while others have claimed, in scientific journals and the media that, using 

numerical simulations, very fine buoyant particles such as coal dust can travel as far as from the 

coast to the outer Great Barrier Reef (Burns 2014). These statements further emphasise the need 

for large, high spatial and temporal resolution in-situ water quality data to more accurately study 

the environmental impacts of dredging. 

 

Coral response to dredging is also complex, as it is site- and species- specific. Different corals exhibit 

different morphological responses to sediment related pressures or different light environments 

(due to different depths), and these responses can also be developed differently according to the 

ambient water quality conditions (Falkowski et al. 1984). Cooper et al. (2008) suggest that chronic 

(long term) turbidity levels > 3 and > 5 NTU result in sub-lethal and severe stress to corals, and Flores 

et al (2012) found similar results from lab experiments with total mortality occurring after 12 weeks 

of exposure to 30 & 100  mg L-1 (which approximately converts to 30 – 200 NTU for the Barrow 
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Island data based on the provided conversion values) depending on the species. In contrast, Browne 

reported little to no mortality to corals exposed to pulsed moderate turbidity (~ 50 mg L-1) in the 

lab for up to 1 month. Furthermore, the response of corals to changes in water quality can be 

location specific; the same species can become adapted to naturally clearer water or more turbid 

environments (Newell et al. 1998).  

 

Although corals can survive from naturally elevated sediment-related disturbances caused by 

storms and cyclones (Shinn 1976, Woodley et al. 1981, Riddle 1988, Carter et al. 2009, Connell 

1997), dredging can increase SSC to unnatural levels for prolonged periods, restricting recovery time 

between events  (Gilmour et al. 2006, Jones, Fisher, et al. 2015). Natural resuspension can  increase 

SSC to levels as high as occurs during dredging (Gagan et al. 1990, Green 1995, Orpin et al. 1999, 

McKinnon et al. 2003, Gilmour et al. 2006, Guillén et al. 2006, Carter et al. 2009), and, although 

there have been reports of coral reef destruction (depending on the severity of the storm and 

habitat depth) (Harmelin-Vivien & Laboute 1986, Done 1992, Dollar & Tribble 1993, Tomascik et al. 

1994), such events are usually short lived (Dollar & Tribble 1993, Onuf 1994, Anthony et al. 2004) 

and the ecosystems are typically adapted to these conditions and can even benefit from the removal 

of sediment during storms.  Resuspension due to dredging, however, may occur for longer, more 

frequently and during calm conditions.  Previous studies show dredge related water quality changes 

were confined to an area close to dredge zones; in Cleveland Bay, deposition rates were 10 x higher 

at sites within 500 m of dredging than at sites 1.5 km away (Kettle et al. 2001) and, in Mermaid 

Sound (Dampier Archipelago on Western Australia’s NWS), Stoddart and Anstee (2004) reported 
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average turbidity levels decreased from 3.75 NTU at sites within 1 km of dredging to 1.24 NTU at 

far field sites.  

The consequences of our lack of understanding of dredging impacts are significant. The health of 

the Great Barrier Reef (GBR) and our oceans are important to the Australian public, but we are also 

reliant on the resources sector and large minerals and mining exports, which requires ship 

movements and suitable ports for export. Recently there has been increased public scrutiny about 

the impacts of dredging on coral reefs due to the expansion of a number of Queensland ports (e.g. 

Abbot Point and Gladstone Harbour) and associated dredging operations. Multiple pressures from 

the public and environmental lobby groups about the impacts of dredging and dredge spoil disposal 

have resulted in government intervention, particularly related to the Abbot Point and Gladstone 

Harbour dredging programs despite inconclusive evidence from multiple scientific organisations 

(including research by the Queensland Department of Environment and Heritage Protection, 

Queensland Department of Agriculture, Fisheries and Forestry, CSIRO, and the University of 

Tasmania) that dredging or dredge spoil disposal directly impacts local ecosystems (Environment 

and Communications References Committee 2014). This public scrutiny and lack of evidence into 

the impacts of dredging highlights the need for large water quality studies during dredging 

operations and comparisons to local ambient water quality conditions.  

 

1.4 Aims and objectives 

Using the largest water quality dataset ever collected prior to and during a large scale capital 

dredging project, this thesis aims to describe the distance to dredge effects on sediment related 

pressures. Although this data was not studied while the dredging operation was underway due to 
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limited time and resources, many aspects of the data are described here to better understand the 

temporal and especially the spatial impacts of dredging on water quality conditions.  

The aims of this thesis are briefly outlined here and each aim is expanded below: 

1. To broadly describe (spatially and temporally) turbidity changes during dredging at Barrow 

Island to better understand dredging related sediment pressures. Temporal analysis involves 

comparing baseline (pre-dredge) turbidity to dredge turbidity, and spatial analysis compares 

turbidity conditions at increasing distances from the dredge zone. 

2. More specific temporal investigation of turbidity used a running mean analysis with 

increasing running mean window sizes to investigate turbidity extremes over increasing time 

frames.  

3. Spectral methods were also used to study the temporal behaviour of turbidity. A wavelet 

analysis technique identified natural periodic resuspension drivers (i.e. semi-diurnal tides, 

daily sea breeze etc.), and comparison between the baseline and dredge periods 

investigated the impacts of dredging on these. 

4. A simple empirical turbidity model was developed to estimate natural turbidity conditions 

from seafloor pressure measurements (estimates of the influence of waves and tides on the 

seafloor). The model is designed to be a simple alternative to the complex three dimensional 

hydrodynamic models typically used for suspended sediment estimates which require vast 

measurements across a large spatial area (which are often not available), and can provide 

an simple estimate of dredge induced turbidity as a first response threshold exceedance tool 

and can contribute to research into dredge impacts on coral reefs.  
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5. The impacts of dredging on underwater light conditions was also temporally and spatially 

analysed. Light attenuation coefficients were investigated in lieu of PAR measurements to 

study the distance to dredge impacts on submarine light levels.  

6. Sediment deposition conditions prior to and during dredging, and at increasing distance 

from the dredge zone, were also studied using in-situ sediment surface density 

measurements and overburden calculations from the turbidity model. The ability of the 

overburden to be used during future dredging operations to monitor dredge related 

deposition was also investigated by comparing overburden to SSD measurements.  

 

To better understand the impacts of dredging, this thesis explores distance to dredge effects on 

sediment-related processes during dredging, and investigates the use of a simple, statistical 

turbidity model to estimate natural turbidity during dredging so that turbidity levels caused solely 

by dredging can be estimated and used to further study the impacts of dredge sediment pressures 

on coral health. The spatial and temporal impacts on turbidity, light attenuation and sediment 

deposition conditions are investigated by comparing baseline (pre-dredge) conditions to dredge 

conditions, and spatially the distance to dredge effects are explored by comparing conditions at 

increasing distances from the main dredge zone. The model was developed and optimised in two 

different hydrodynamic settings (Barrow Island and Hay Point) to assess performance in different 

environments. Use of the model to estimate dredge related deposition was also investigated. 
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Temporal and spatial analysis of turbidity conditions were analysed at Barrow Island prior to and 

during dredging to characterise the ambient water quality conditions and better understand 

dredging impacts on these. Baseline turbidity levels were compared to dredging conditions, and, for 

both monitoring periods, turbidity levels compared at increasing distance from the dredge zone to 

investigate the distance to dredge effects. Common statistical methods were used (e.g. mean, 

median and standard deviation) as well as an running mean analysis and spectral analysis.  

 

Running mean temporal analysis (with increasing running mean window sizes) was adopted to 

investigate turbidity characteristics and extremes over a range of time frames, due to the complex 

response of corals to changes in their environment (e.g. corals may be able to withstand acute 

changes but may suffer under prolonged or frequent baseline exceedance). Spectral analysis was 

also performed on turbidity, wind, wave and water height (tidal) data to better understand natural 

resuspension drivers and the impact of dredging on these. Spectral analysis can reveal the natural 

turbidity conditions in a region: i.e. are the daily resuspension events due to sea breezes or diurnal 

tides, and do the semi-diurnal and spring / neap tides influence resuspension? Comparing the 

baseline spectral results to those during dredging can also provide insight into the impact dredging 

has on natural resuspension events. 

 

A simple empirical turbidity model was developed to predict natural turbidity events from seafloor 

pressure measurements induced by waves and tides (Larcombe et al. 1995, Jing & Ridd 1996, Ogston 

et al. 2004, Presto et al. 2006, Condie & Andrewartha 2008, Fettweis et al. 2010, Verspecht & 
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Pattiaratchi 2010, Erftemeijer et al. 2012). Seafloor pressure measurements provided model 

predictor variables – estimates of the influence of waves, water height, tidal range and tidal currents 

on sediment resuspension. Sediment suspension occurs due to high frequency wave orbital 

velocities and wind and tidal current velocities occurring in the bottom boundary layer immediately 

above the seafloor, which induce a shear stress on seafloor sediment that results in sediment 

suspension once a critical threshold is exceeded (Grant & Madsen 1986). Typically, complex three 

dimensional hydrodynamic and wave models are used to estimate sediment suspension and 

sediment transport, however these models require vast inputs which are often unavailable (either 

not collected or privately owned) and expensive to collect, particularly during dredging operations 

which are already very expensive operations. Therefore, a simple empirical model using only 

seafloor pressure measurements (estimates of the influence of waves and tides on the seafloor) 

was tested as an inexpensive alternative. Although wave orbital velocities were unable to be 

measured using pressure measurements due to the low sampling frequency, and therefore high 

resolution estimates of natural turbidity conditions are likely not possible, lower resolution (daily) 

estimates of natural turbidity conditions were attempted.  

 

Model predictors were calibrated to baseline turbidity measurements and model performance was 

validated using out-of-sample baseline data i.e. a future section of the baseline time-series which 

was not used to train the model input variables to the measured turbidity. The model was applied 

in two different hydrodynamic settings – the clear waters of Barrow Island and the highly turbid 

environment of Hay Point, North Queensland. A feature of the model is its simplicity; it only requires 

collection of at least two variables – seafloor turbidity and water pressure – and the model provides 
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a simple method to decouple natural and dredge related turbidity events. As turbidity measured 

during dredging is a combination of both natural and dredged turbidity, coupling makes it difficult 

to assess if threshold exceedance or environmental damage is caused by dredging or due to natural 

disturbance (for example Onuf 1994). The difference between the measured (dredged + natural) 

and modelled (natural) turbidity provides an estimate of turbidity caused solely by dredging – called 

overburden from herein – offering improved insights into dredging impacts.  

 

Further understanding of dredging impacts were achieved by studying changes to submarine light 

conditions prior to and during dredging, and analysing the relationship between light and turbidity 

conditions. Light attenuation was used to describe the light environment in this thesis, assuming 

that light decay in coastal waters can be approximated (at least to a first order) by the attenuation 

coefficients calculated using the Beer Lambert Law (Gallegos 2001). Attenuation coefficients were 

used in lieu of PAR or daily light integrals (DLI), due to the non-uniform water quality sensor depths 

(ranging from 3.5 – 14 m) and due to their inherent exclusion of atmospherically derived 

interference in the submarine light levels (i.e. because the attenuation coefficient is only concerned 

with irradiance decay from the surface to depth z it is unaffected by attenuation due to cloud cover). 

In contrast, PARs or DLIs provide simply a measure of the light at depth z, and, although sufficient 

to demonstrate benthic light conditions, do not specify the source of the light decay therefore 

possibly obscure dredging impact analysis.  
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Light is attenuated in the water column through scattering and absorption by water (Kirk 1977b) 

and water contents. In coastal waters, absorption is mostly by water molecules and scattering by 

suspended sediments (Kirk 1977b, Cloern 1987, Mobley 2001, Margvelashvili et al. 2006, Lawson et 

al. 2007, Saulquin et al. 2013). Coastal water attenuation coefficients typically range from 0.1 – 6 

m-1 (Kirk 1977b, Baker & Lavelle 1984, Anthony et al. 2004, Piniak & Storlazzi 2008, Devlin et al. 

2008, Saulquin et al. 2013), while on the NWS (Cape Lambert) coefficients were between 0.1 and 

3.5 m-1 (In-Situ Marine Optics 2011) and in Queensland between 0.3 and 1 m-1 (Anthony et al. 2004). 

Inland waters have much higher attenuation coefficients – up to 15 m-1 (Devlin et al. 2008), due to 

the high absorption and scattering properties of yellow substances, or gilvin (Kirk 1977b, Bowers et 

al. 2000). In contrast, in the clear, deep open ocean waters, phytoplankton are relatively important 

in absorbing and scattering light (Smith & Baker 1978, Cloern 1987, Saulquin et al. 2013). Previous 

studies in Cleveland Bay have found light attenuation to be strongly related to suspended 

sediments, with 74 – 79 % variance in light attributed to SSCs (Anthony et al. 2004). The scattering 

of light by suspended particles not only reduces benthic light availability by diffracting light away 

from the benthos, but the consequent extended path length increases the probability that light will 

be absorbed by water molecules (Kirk 1985).  

 

Dredging can dramatically decrease submarine light levels. Chartrand et al. (2008) reported light 

levels reduced to near darkness for most of the dredging program at Hay Point, measured using two 

light sensors approximately 16 km apart on the edges (southern and western) of the dredge plume 

impact area (although it is unclear the depth of the light sensors). Bak (1978) found that surface 
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irradiance had reduced from 30 % to 1 % at a depth of 12 – 13 m, and Onuf (1994) estimated 

attenuation coefficients increased from 1 – 1.35 m-1 before dredging to 1.5 – 2.1 m-1 after.  

 

Attenuation of light due to absorption by water molecules is wavelength dependent, and therefore 

depth dependent (Sverdrup 1953, Kinzie 1973, Kirk 1977b, Saulquin et al. 2013, Storlazzi et al. 2015). 

Longer wavelengths (the red part of the spectrum) are absorbed more strongly than the shorter 

waves (Kirk 1977b, Saulquin et al. 2013, Storlazzi et al. 2015), and are therefore rapidly absorbed in 

the surface layers. This increases the absorption attenuation rate and depletes red light in the upper 

layers, leaving the less easily absorbed shorter wavelength light (blue-green) in the underlying 

layers. Consequently, the attenuation rate is higher in the surface layers, introducing a depth 

dependence to the attenuation coefficient (Kinzie 1973, figure 4 in Jewson et al. 1984, Schanz 1985). 

Paulson and Simpson (1977) provide an alternative double exponential function derived from the 

Beer Lambert Law to allow for this depth dependence. The Beer Lambert Law was converted into 

the double exponential function which includes a term for higher attenuation near the surface 

(upper 5 m according to the authors) and a separate term for the lower attenuation rate of the 

remaining blue-green light at depths > 10 m: 

𝐼𝐼 𝐼𝐼0⁄ = 𝑅𝑅𝑒𝑒𝑧𝑧 𝜁𝜁1⁄ + (1 − 𝑅𝑅)𝑒𝑒𝑧𝑧 𝜁𝜁2⁄   ( 1 ) 

The first term on the right hand side (RHS) represents the higher attenuation in the upper layers 

and the second term represents the lower attenuation rate in the deeper layers. Values for R and 

ζ2 were obtained by a least squares fit of 𝐼𝐼 𝐼𝐼0⁄ = (1 − 𝑅𝑅)𝑒𝑒𝑧𝑧 𝜁𝜁2⁄  to observed light levels at depths > 

10 m, then a second least squares fit of equation 1 was applied to observed light levels < 6 m to get 
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a value for ζ1. In addition to using the original Beer Lambert Law in this study to investigate light 

attenuation during dredging, the alternative Paulson and Simpson method was also investigated 

(see Chapter 4). 

 

Previous studies have suggested that sediment particle size distribution can also influence light 

scattering (Jonasz & Fournier 2007, Kirk 2010). Storlazzi (2015) and Te (1997) both found higher 

attenuation coefficients for smaller grain size (e.g. mud compared to sand for Storlazzi, and 

terrigenous vs carbonate silt for Te). As dredging can alter sediment particle size distribution (PSD) 

by increasing the proportion of fine particles close to the dredge zone (Jones et al. 2016), differences 

in attenuation coefficient ranges were compared at sites close to dredging to further reference 

sites.  

 

Excess suspended sediment during dredging can also lead to increased deposition as the sediment 

falls out of suspension, depositing on the benthos and corals. Sediment accumulation on corals can 

be as harmful, if not more, to corals as other suspended sediment related impacts such as reduced 

light (Jones et al. 2016). Deposition during dredging is more likely to be immediate and less 

dispersed than during natural deposition events (i.e. storms and cyclones) as the lack of 

resuspension hydrodynamics – wind, waves and tidal currents – are insufficient to maintain the 

sediment in suspension (Masselink et al. 2011). Furthermore, in the absence of high waves or strong 

currents the deposited material will likely remain on sensitive benthic communities.  
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In this study, several dredge related deposition analysis methods were investigated, including 

deposition sensor data and use of the turbidity model overburden. Model overburden (calculated 

by subtracting daily modelled from measured turbidity) estimates excess turbidity caused by 

dredging, and could also predict dredge related deposition. This is based on the assumption that 

excess turbidity above natural levels – particularly in calm conditions – is likely to result in 

immediate in-situ deposition due to the absence of resuspension hydrodynamics – high wind, wave 

and tidal activity (Green 1995, Larcombe & Woolfe 1999, Pearce et al. 2003, Storlazzi et al. 2004, 

Orpin et al. 2004, Condie & Andrewartha 2008, Fettweis et al. 2010). These turbulent conditions are 

necessary to maintain sediment in suspension and to disperse sediment from the source. Without 

them, excess turbidity is likely to immediately deposit and remain at the deposition site until 

sufficient wave activity can remove it (Spearman 2015, Jones et al. 2016).  

 

The work in this thesis is also presented in 2 reports (1 submitted, 1 published) for the Western 

Australian Marine Science Institution’s Dredging Science Node, 1 report for the North Queensland 

Bulk Ports Corporation (NQBP) (published), and 4 journal articles (2 published, 2 in preparation). 

Further details on which reports and papers the contents of this thesis appear in, as well as my 

contribution to each, are provided here:  

WAMSI DSN reports: 

• Fisher R, Stark C, Ridd P, Jones R (2014). Project 4.2. Effects of dredging and dredging 
related activities on water quality: Phase 1 - spatial and temporal patterns (published).  

o The running mean varying temporal analysis, spectral analysis and light attenuation 
analysis in this report were produced by myself and are included in this thesis in 
Chapter 3 (running mean and spectral analysis) and Chapter 4 (light attenuation 
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analysis). The running mean analysis is also included in the journal article Jones et al. 
(2015) listed below. 

 

• Stark C, Whinney J, Ridd P, Jones R (submitted 2016). Project 4.4. Estimating sediment 
deposition fields around dredging projects.  

o Analysis and results of the turbidity model at Barrow Island presented in the report 
appears in Chapter 3 of this thesis, and model overburden and in-situ deposition 
analysis and results are used to describe a dredge deposition zone in Chapter 5. This 
report will be submitted for publication as a journal article, listed below.  

 
NQBP report: 

• Waltham, N., McKenna, S., York, P., Devlin, M., Campbell, S., Rasheed, M., Da Silva, E., 
Petus, C., Ridd, P., 2015, ‘Port of Mackay and Hay Point Ambient Marine Water Quality 
Monitoring Program (July 2014 to July 2015)’, Centre for Tropical Water and Aquatic 
Ecosystem Research (TropWATER) Publication 15/16, James Cook University, Townsville, 
96 pp 

• Waltham, N., McKenna, S., York, P., Devlin, M., Campbell, S., Stark, C., Rasheed, M., Da 
Silva, E., Petus, C., Ridd, P., (submitted), ‘Port of Mackay and Hay Point Ambient Marine 
Water Quality Monitoring Program (July 2015 to July 2016)’, Centre for Tropical Water and 
Aquatic Ecosystem Research (TropWATER)  

 
o The turbidity model analysis and results at Hay Point from Chapter 3 of this thesis are 

presented in these reports 
 
Journal publications: 

• Stark C, Ridd P, Fisher R, Jones R (in preparation). Dredging spatial impacts on light 
attenuation 

o Chapter 4 of this thesis will be submitted as a journal article and is in preparation.  

• Stark C, Whinney J, Ridd P, Jones R (in preparation). Estimating sediment deposition fields 
around dredging projects. 

o Chapter 5 of this thesis will be submitted as a journal article and is in preparation.  

• Fisher R, Stark C, Ridd P, Jones R (2015). Spatial patterns in water quality changes during 
dredging in tropical environments. PLoS One. 
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o My contribution to this paper included construction and analysis of raw turbidity 
across all Barrow Island sites for the baseline and dredge periods (Figure 6) which 
also appears in this thesis as Figure 3-1.  

 

• Jones RJ, Fisher R, Stark C, Ridd P V (2015). Temporal Patterns in Seawater Quality from 
Dredging in Tropical Environments. PLoS One.  

o My contribution to this paper included the running mean varying temporal analysis 
which appears in this thesis in Chapter 3 section 3.3.4.  

 

1.5 Document Organisation 

Chapter 1 summaries the rationale and context for this work and discusses the research objectives 

and scope of thesis.  

 

Chapter 2 presents information about the study sites and data collection instruments (data analysis 

methods for chapters 3 – 5 are included in each chapter). 

 

Chapter 3 presents spatial and temporal analysis of turbidity conditions prior to (baseline period) 

and during dredging at Barrow Island and briefly describes turbidity conditions at Hay Point, North 

Queensland (where water quality sites were used to further analyse model performance). Temporal 

analyses includes running mean analysis using increasing running mean window sizes to investigate 

extreme conditions and the temporal range of dredging effects, and spectral analysis was applied 

to turbidity, wind, wave and water height data to investigate periodic events and identify 

resuspension driving mechanisms, and whether dredging impacted natural resuspension events. 
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The turbidity model applied to the Barrow Island and Hay Point water quality sites is also presented 

in this chapter.  

 

Chapter 4 presents analysis of underwater light conditions during dredging. This study is unique in 

that the depth dependence of the light attenuation coefficient was removed to improve the spatial 

accuracy of dredging impacts on submarine light levels. To investigate the relationship between 

dredging impacts and light, light attenuation coefficients were compared to turbidity levels.  

 

Chapter 5 investigates the effects of dredging on deposition accumulation. In-situ sediment 

accumulation data as well as overburden (estimated excess turbidity from dredging) calculated 

from the turbidity model were analysed to identify a dredge deposition zone and to investigate the 

use of a simple turbidity model for monitoring dredge threshold exceedance.  

 

Chapter 6 presents the conclusion of the research and recommendations for possible future work. Key findings are 

presented in this chapter.  
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 Sites and data 

2.1 Study sites 

The primary data used during this thesis is globally the largest water quality dataset every collected 

during a dredging operation. Dredging for construction of the materials offloading facility (MOF) 

and LNG jetty of the new Gorgon LNG plant at Barrow Island, Western Australia – the “largest single 

resource development in Australia’s history” (see https://www.chevronaustralia.com/our-

businesses/gorgon) – lasted for 18 months from 19 May 2010 – 31 November 2011. Prior to and 

during dredging, water quality and water pressure measurements were collected at up to 29 sites 

along a 60 km north / south transect for up to 4 years. A high density of water quality sites were 

positioned close to the dredge area (10 of the 29 sites), and two water quality sites were placed on 

the perimeter of the dredge spoil disposal ground which is located ~ 5 km from the main dredge 

zone (see Figure 2-1). Baseline monitoring began as early as December 2007 at some sites.  

 

Barrow Island is located approximately 120 km from the Pilbara in Western Australia. On the eastern 

side of the island (the location of the dredging project and water quality monitoring sites) it is 

considered a clear water environment (Hubbert et al. 2005) with naturally low ambient SSC levels 

typically < 5 mg L-1 (Jones, Ricardo, et al. 2015). Hydrodynamics in the Barrow Island region are 

generally driven by strong currents and a moderate tidal range, and are also influenced by wind and 

wave action (DEC 2007). The shallow bathymetry (≤ 20 m), coral reefs and shoals between the island 

and mainland produce complex flows (Hubbert et al. 2005). Tidal currents, moving from offshore in 

a cross-shelf direction (which are oriented east-west around Barrow Island, Condie & Andrewartha 

2008), diffract around the north and south of the island and converge on the eastern side between 
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the Lowendal Shelf and Dugong Reef (abbreviated to DUG in Figure 2-1) (Hubbert et al. 2005). Some 

of the water quality monitoring sites are protected on the lee of the island from offshore waves 

(Pearce et al. 2003, DEC 2007), adding to the complex flows and clear waters. There are fringing 

sub-tidal coral reefs around Barrow Island – estimated by the former Department of Environment 

and Conservation (now Department of Environment and Regulation) at ~ 150 hard coral species 

within the Barrow Island and Montebello nature reserves in 2007 (DEC 2007). 

 

 

Figure 2-1 Location map showing the Barrow Island water quality sites (A - C) on the eastern side of the island and the Hay Point sites 
(D). Map A shows all water quality sites along the 60 km north / south transect. There are two main dredging areas with MOF and 
LNG water quality sites (map C), and a dredge spoil disposal ground approximately 5 km from the main dredging zone with sites LONE 
and DSGS on the perimeter. Map C also shows the depth contours of the higher resolution sites close to the materials offloading 
facility (MOF) and LNG access jetty. Map B shows the location of Barrow Island relative to the north western Australian Coast. Map 
D shows the Hay Point water quality sites (see Waltham et al. (2015) for further Hay Point site location details). 

 

A second dataset was also used during this study to test and validate the turbidity model. Baseline 

water quality monitoring was conducted at Hay Point, Queensland, to ensure minimal 
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environmental impact during future routine maintenance dredging. Data was collected at 6 sites for 

2 years from 05 July 2014 – 25 July 2015 and provided by the North Queensland Bulk Ports 

Corporation (Waltham et al. 2015). Note that the monitoring period for the Waltham et al. (2015) 

report only included the first year of data.  

 

The Port of Hay Point, located ~ 40 km south of Mackay, is one of the largest global coal export 

facilities, transporting 115 million tonnes in 2014 / 2015 (NQBP 2015). Hay Point and Mackay are 

much more energetic, turbid environments than Barrow Island (Waltham et al. 2015), with 

significantly higher wave heights than other Queensland regions (Orpin et al. 1999, Chartrand et al. 

2008, Macdonald et al. 2013, Waltham et al. 2015) where resuspension can occur at sites > 20 m 

depth (Orpin et al. 1999). Wind was predominantly from the S-SE during the study period (Waltham 

et al. 2015). Hay Point has fringing coral reefs, sparse seagrass and algal communities (Macdonald 

et al. 2013).  

 

Water quality site details for both studies are provided in Table 2-1 (Barrow Island) and Table 2-2 

(Hay Point), including average logger depth and deployment monitoring lengths in days. Barrow 

Island details also include distance of sites from the main dredge zone (see Table 2-1 for location of 

dredge zone) and the dredge period monitoring length. 
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Table 2-1 Barrow Island water quality monitoring site details, including site distance from dredge zone, average logger depth, baseline 
monitoring length and dredge period monitoring length. 

Sites Distance from dredge 
zone (km) Average logger depth (m) 

Monitoring length (d) 
Baseline  Dredge 

Northern sites   
AHC 32.8 7 597 484 
REFN 28 7.5 88 356 
ELS 21 7.8 130 346 
ANT 8.8 4 675 364 
DIW 6.5 2.1 185 377 
LOW 1.9 3 611 447 
LOW1 1.6 7 214 436 
LOW3  1.6 4.5 2 459 
Southern sites 
LNG0 0.2 8.6 427 468 
LNGA 0.3 11.8 112 475 
LNG1 0.5 8.9 583 471 
LNGB 0.7 10.2 91 486 
MOFA 0.6 4.9 138 459 
MOFC 0.7 6.9 118 449 
MOF1 0.8 6.3 635 489 
MOFB 1 7.5 117 506 
LNG2 1 6.8 575 501 
LNGC 1.4 10.7 244 475 
MOF3 1.5 4.8 559 457 
LNG3 4 6.3 574 483 
TR 5 4.6 253 436 
DUG 9.2 5.9 766 457 
BAT 15 3.8 543 404 
REFS 24 5 137 364 
SBS 30 4.8 561 440 
Dredge spoil disposal ground* 
LONE 4.2 9.9 592 473 
DSGS 9.2 13.2 120 373 

* Distance to spoil ground = 0.1 km 
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Table 2-2 Hay Point monitoring site details, including average logger depth and monitoring length in days. 
 

Sites Average logger depth (m) Monitoring length (d) 

Hay Reef 10.1 296 
Freshwater Point 6.8 384 
Keswick Island 8.6 378 
Round Top Island 11.9 386 
Slade Islet 9.3 387 
Victor Island 6.4 386 

       *No dredging occurred during the Hay Point monitoring, the spoil ground site is purely for baseline analysis 

 

2.2 Data 

Both Barrow Island and Hay Point monitoring used the James Cook University Marine Geophysics 

Lab water quality monitoring sensors. These sensors have also been used for water quality studies 

for the Port of Townsville (GHD 2009a) and Western Basin dredging in Gladstone Port (GHD 2009b). 

Turbidity, PAR, sediment deposition and water pressure were measured every 10 minutes with 

sensors mounted to a logger placed on the seafloor. Sensors sit approximately 40 cm above the 

bed, and all sensors have mechanical antifoul wipers attached, which activate every 2 hours to 

prevent biofouling, allowing much longer deployments without the need for regular cleaning (Ridd 

& Larcombe 1994, Chevron Australia Pty Ltd 2011b, Waltham et al. 2015).  

 

2.2.1 Turbidity and deposition measurement and calibration 

Turbidity and sediment deposition are both measured using optical backscatter sensors, which 

transmit infra-red light and detects the intensity of light scattered at 180° to the transmission 

sensor. Typically, OBS measure nephelometric turbidity units (NTU) with detectors oriented at 90° 

from the transmitter, however the JCU detectors are oriented at 180° to enable cleaning of the 

sensor plate (Waltham et al. 2015) the wiper.   
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The turbidity sensor (in units of NTU) faces horizontally and therefore measure light scattering due 

to water column turbidity while the deposition sensor (also in units of NTU) faces vertically and 

measure the amount of sediment depositing on the sensor (Ridd et al. 2001, Thomas et al. 2003). 

From these two measurements, surface sediment density (SSD, in mg cm-2) are calculated and 

calibrated. First the water column turbidity reading (from the horizontal facing OBS) is subtracted 

from the deposition sensor reading (vertical facing OBS) to calculate sediment accumulation (i.e. 

without the water column turbidity). Then these raw OBS calculations are converted to SSD by 

multiplying by a site-specific calibration factor to convert to SSD in mg cm-2. The calibration factor 

is derived from the relationship between NTU and SSD, which is determined by calibrating the 

turbidity measurements with SSD measurements. In a vertical fall tower approximately 3 m high, 

an OBS is placed alongside a standard mass balance at the bottom of the tower. The tower is filled 

with water, and sediment from the site is released into the tower. Simultaneous measurements 

from the OBS and mass balance are recorded, and the slope of the resulting sediment density / 

turbidity curve provides the calibration factor to convert deposition OBS readings in NTU to SSD 

readings in mg cm-2.  

 

2.2.2 Photosynthetically active radiation and water pressure  

PAR were measured using an upwards facing light sensor measuring in units of µE m-2 s-1, and water 

pressure fluctuations were measured using an absolute pressure sensor, which were converted to 

water depth in metres. The ten minute water depth measurements consisted of 1 second readings 

for 10 seconds, which were also used to calculate wave height. The root mean square pressure 
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fluctuation (RMS), which measures the variance in water height from the mean, provides an 

estimate of wave affects at the seafloor: 

𝑋𝑋𝑟𝑟𝑟𝑟𝑟𝑟(𝑡𝑡) =  �
1
𝑛𝑛
�(𝑥𝑥𝑖𝑖 − �̅�𝑥)2
𝑛𝑛

𝑖𝑖=1

 ( 2 ) 

where Xrms(t) is the RMS pressure fluctuation at time t, n is the number of samples (ten), xi is the ith 

pressure sample, and �̅�𝑥 is the mean of the ten pressure samples.  

 

Terrestrial PAR data, used as the surface light to calculate the light attenuation coefficients, was 

collected on Barrow Island (339974E, 7701581N) every 15 minutes from April 2010 to February 

2012 during the dredging period only (Chevron Australia Pty Ltd 2011c).  

 

Wind data, used as a model input variable and for spectral analysis at Barrow Island, was recorded 

every 3 hours at Barrow Island airport and provided by the Bureau of Meteorology (Station ID: 

005094, Bureau of Meteorology 2014). 
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 Temporal and spatial impacts of dredging on 

turbidity 

3.1 Synopsis 

To better understand environmental dredging impacts and to improve monitoring accuracy of 

future dredging operations, this chapter sought to describe the turbidity environment during a large 

scale capital dredging operation, to determine the spatial extent of dredging effects, and to 

compare dredging conditions to baseline (ambient) conditions.  

 

A variety of temporal analyses were used, including running means using increasing running mean 

window sizes, to analyse extreme turbidity events and temporal changes in turbidity levels over a 

range of timeframes, as well as spectral analysis (using a wavelet method) – to understand the 

behaviour of natural turbidity drivers (daily seabreeze, semi-diurnal and spring / neap tides), and to 

determine whether dredging had an impact on these. A turbidity model was developed to estimate 

natural turbidity conditions.   

 

A simple, statistical turbidity model was also developed to predict natural turbidity events, and its 

performance investigated in two different hydrodynamic settings – the clear waters of Barrow 

Island and the more turbid environment of Hay Point, North Queensland. The turbidity model 

provides a simple method to monitor dredge induced turbidity threshold exceedance during 
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dredging operations, by decoupling the natural and dredge related turbidity levels. The use of the 

model to also monitor dredge related deposition is investigated in 5.3.2 Overburden.  

 

3.2 Methods 

3.2.1 Running mean temporal analysis 

The temporal behaviour of turbidity events over increasing intervals were analysed to characterise 

the duration of heightened turbidity levels during dredging. The running means of the raw turbidity 

data were calculated at each site using increasing running mean window sizes (from 1 hour to 30 

days):  

�̅�𝑥𝑇𝑇(𝑡𝑡) =
1
𝑁𝑁𝑇𝑇

�𝑥𝑥𝑖𝑖

𝑁𝑁𝑇𝑇

𝑖𝑖=1

(𝑡𝑡) 
 

( 3 ) 

where �̅�𝑥𝑇𝑇  (𝑡𝑡) is the mean value calculated over the previous T hours of the data from time t-T to 

time t hours, and xi(t) are the NT data points up to and including time t. To avoid false averages and 

percentile estimates, no �̅�𝑥𝑇𝑇  value was recorded if more than 20% of the data points for any 

particular running mean period were missing. 

 

The different running mean window sizes are used to describe turbidity conditions over a range of 

temporal scales. Running mean window sizes ranged from 1 hour to 30 days, and windows were 

increased using either a 1 hour increment for window sizes from 1 – 24 hours or a 1 day increment 

for larger window sizes from 1 – 30 days. For example, the first running mean applied to the turbidity 

data used a 1 hour window size (i.e. 6 of the 10 minute interval data points were used for each 
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running average), then the window size was increased to 2 hours (i.e. 12 data points were used for 

each running average), up to 24 hours. The next running mean window size incremented to 2 days, 

then daily up to 30 days. Each running mean value was recorded as the mid-point of the window; 

for example between 10 am and 11 am, the one hour mean was recorded as 10:30 am. These 

running means were calculated separately for the baseline and dredge periods for comparison. 

 

The percentiles of each running mean window were then calculated over all running mean temporal 

scales to characterise the duration of turbidity events, from 1 hour to 30 days. Percentile values 

chosen were maximum, 99th, 95th and 80th and were calculated for each turbidity average (i.e. the 

4 percentiles were calculated for the 1 hour averages, then for the 2 hour averages etc. up to the 

30 day averages).  

 

3.2.2 Spectral analysis 
 

Temporal periodicities of turbidity, wind, wave and water height data were analysed at each site 

and compared between study sites to investigate the dominant periodic turbidity cycles, their 

driving mechanisms (tides, waves) and determine any differences between the baseline and dredge 

periods.   

 

The wavelet transform method was developed by Torrence and Compo (1995), and bias correction 

developed by Liu et al. (2007) (detailed below). The wavelet transform detects periodic events 
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across a range of periods (called scales in the wavelet method) and provides their temporal location 

along a time series, as well as the relative power of each event relative to events at other temporal 

locations.   

 

A mother wavelet is chosen and compared across the time series to detect the temporal locations 

of periodic events over a range of periods (by changing the scale of the mother wavelet). In this case 

the ‘Morlet’ wavelet with variable scales ‘s’ (similar to period) is convoluted with the time series 

data to determine the presence and amplitude of each scale at time t in the time series. For each 

convolution with the time series, the scale of the mother wavelet are varied to detect a range of 

periodicities.  

 

The Torrence and Compo method first performs a discrete Fourier transform of the time series, xn, 

and mother wavelet ψ0, then the wavelet coefficients (a measure of the relative power or amplitude 

of a periodic event) are calculated by performing an inverse transform of the convolution: (equation 

4 in Torrence & Compo 1995).  

𝑊𝑊𝑛𝑛(𝑠𝑠) =  �𝑥𝑥𝑘𝑘𝜓𝜓 ∗ (𝑠𝑠𝜔𝜔𝑘𝑘𝑒𝑒𝑖𝑖𝜔𝜔𝑘𝑘𝑛𝑛�𝛿𝛿𝛿𝛿)
𝑁𝑁−1

𝑘𝑘=0

 
 

( 4 ) 

where Wn(s) is the wavelet transform at scale s and translation along the time series 𝑛𝑛�, xk is the 

Fourier transformed time series with time step δt, ψ* is the complex conjugate of the Fourier 

transformed Morlet wavelet ψ0, and ωk is the angular frequency. The wavelet transforms at all 
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scales across the time series, which are then squared and log2 transformed to display the wavelet 

spectral power – the wavelet coefficient.  

 

3.2.3 Time averaged wavelet power 
 

To analyse the dominant periodicities in a time series (rather than compare a single period at 

different temporal locations, similar to an analysis in the frequency domain) the wavelet power at 

each scale is averaged over the whole time series. This is called a global wavelet spectrum and is 

described in Torrence & Compo (1995). Comparisons of the global wavelet spectrums were made 

between all sites during each monitoring period and comparisons were made between the baseline 

and dredge periods. Peak periodicities in the baseline period and dredge period for each variable 

were calculated separately to compare if the dominant oscillations were affected by dredging.  

 

A bias exists in the global wavelet spectrum where energy in the longer period bands are enhanced 

and energy in the shorter period bands are attenuated. This bias has been corrected using methods 

developed by Liu et al. (2007) – by normalising the power spectrum at each scale (i.e. by dividing 

the wavelet power at each scale by that scale).  

 

Edge effects (spectral leakage) resulting from the Fourier transformation of the finite-length time 

series at the outset of the wavelet transform can distort the power in the wavelet spectra at the 

minimum and maximum periods (Torrence & Compo 1995). To overcome these edge effects, the 
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Torrence and Compo method temporarily pads the end of the time series with zeros before removal 

again after performing the wavelet transform. Although there is an attempt to exclude these from 

the spectral figures using a cone of influence (black region in Figure 3-15), spectral leakage does still 

appear, especially in the high frequency end (left hand side) of the global wavelet (time-averaged) 

in Figure 3-12 and Figure 3-15.   

 

Due to differences in baseline time series length at Barrow Island, with baseline data measurements 

at around half the sites beginning only six months prior to dredging (compared to some sites having 

up to 2.5 years of baseline data, see Table 2-1), which was a particularly a low energetic period, only 

sites with sufficient baseline time series were included in the global wavelet spectrum comparison. 

All sites were included in the dredge period comparison as the time series lengths were very similar 

(~ 18 months, Table 2-1). 

 

3.2.4 Turbidity model 
 

Water column turbidity was estimated using a simple statistical model. The model is based on the 

natural primary resuspension hydrodynamics – waves and tides, and uses seafloor pressure 

fluctuations as estimates of the influence of waves and tides on sediment resuspension. which 

combine non-linearly to create shear stress on the seabed (Wright 1995, Soulsby & Clarke 2005, 

Dalyander et al. 2013). Model inputs were derived from seafloor pressure fluctuations, and the 

optimised model parameters determined the contribution of each process to resuspension by 
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fitting the input variables to the measured turbidity. Except for wind, all model input variables were 

derived from water pressure measurements described in Chapter 2.  

𝑇𝑇�(𝑡𝑡) =  𝑎𝑎0𝑋𝑋𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟
𝑏𝑏0 (𝑡𝑡) + 𝑎𝑎1𝑋𝑋𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟

𝑏𝑏1 (𝑡𝑡 − 1) + 𝑎𝑎2𝑋𝑋𝑤𝑤ℎ
𝑏𝑏2 (𝑡𝑡) + 𝑎𝑎3𝑋𝑋𝛿𝛿𝑤𝑤ℎ

𝑏𝑏3 (𝑡𝑡) +  𝑎𝑎4𝑋𝑋𝑟𝑟𝑟𝑟𝑟𝑟𝑤𝑤ℎ
𝑏𝑏4 (𝑡𝑡) +  𝑎𝑎4𝑋𝑋𝑤𝑤

𝑏𝑏4(𝑡𝑡)

+  𝑎𝑎5 
( 5 ) 

where 𝑇𝑇�  (𝑡𝑡) is the daily estimated turbidity at time t (days). Model input variables are explained 

below. 

 

Pressure fluctuations at the seafloor induced by surface gravity waves (rmspf) are one of the 

primary resuspension drivers (Soulsby & Damgaard 2005). Estimates of the influence of waves on 

the seafloor were calculated by the root mean square (RMS) of ten consecutive pressure readings 

over ten seconds (which occurred every ten minutes).  

𝑋𝑋𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟(𝑡𝑡) =  �
1
𝑚𝑚
�(𝑥𝑥𝑖𝑖 − �̅�𝑥)2
𝑟𝑟

𝑖𝑖=1

 ( 6 ) 

where Xrmspf(t) is the RMS pressure fluctuation at time t (denoted by wave(t) and wave(t-1) in 

model figures), m is the number of samples (ten), xi is the ith pressure sample, and �̅�𝑥 is the mean of 

the ten pressure samples. Due to excessive noise present in the 10 min sampling of the raw data 

(Whinney 2007), all model variables were daily averaged using the arithmetic mean: 

𝑥𝑥𝚥𝚥� =  �
1
𝑛𝑛
�𝑥𝑥𝑖𝑖

𝑛𝑛

𝑖𝑖=1

 ( 7 ) 
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where 𝑥𝑥𝚥𝚥�  is the jth mean data point, n is the number of samples averaged (144 for water quality 

logger data and 8 for wind data (i.e. 1 day)), xi is the ith raw data point (once per ten minutes for 

water quality or 3 hours for wind). Three, six and twelve hourly averages of model input variables 

were also tested due to results from the spectral analysis (with semi-diurnal peaks appearing in the 

turbidity data) but the daily averages were found to produce the best model performance. The 

relationship between daily averaged turbidity and daily averaged RMS pressure fluctuations were 

investigated using a power regression.  

 

The RMS pressure fluctuations from the previous day (t-1) were included in both the Barrow Island 

and Hay Point models as Xrmspf (t-1) (denoted by wave (t-1) in model figures) to account for any 

possible temporal lags in pressure fluctuations resuspending sediment.  

 

Xwh is water height (denoted by WH (t) in model figures), which influences resuspension by 

amplifying or dampening the shear stress at the seabed. Deeper water reduces the influence of 

waves on the seabed, which disappear when the depth is greater than half the wavelength 

(Wolanski et al. 2005), while shallower water increases wave orbital velocities and increases the 

shear stress. Xwh is calculated as the arithmetic mean of the ten consecutive one second pressure 

readings.  
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Xδwh refers to estimates of tidal current (denoted by TC (t) in model figures), which also contribute 

to vertical sediment resuspension by increasing bed shear stress, either alone or in combination 

with wave orbital velocities (Pattiaratchi & Collins 1984). Tidal currents were estimated by 

calculating the difference in water height between 20 minute samples, based on the assumption 

that changes in sea level will induce a current flow beneath.  

 

Estimates of tidal range (Xrmswh, denoted by TR (t) in model figures) were included, as tidal range 

alters the strength of the tidal current, with maximum tidal current velocities occurring during 

spring tides (Dunn et al. 2015). The tidal range was calculated as the RMS of the water height 

estimates (Xwh) using a 13 h window (to ensure each sample includes one peak and one trough of 

the semi-diurnal tidal changes).  

 

Xw is the wind parameter (denoted by Wind (t) in model figures), which was included only during 

the Barrow Island project (as no wind data was available for the Hay Point analysis). Wind was 

measured directly at Barrow Island airport and is included due to its influence on surface gravity 

waves. Wind at Barrow Island airport (Station ID: 005094) was recorded every 3 hours and provided 

by the Bureau of Meteorology (2014).  

 

Model parameters, a0-4 and b0-4, were optimised by training (fitting) the model input variables to 

the corresponding daily averaged turbidity measurements using the first half of the baseline data 
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(train / fit period) at Barrow Island and the first half of the entire dataset at Hay Point (because 

there was no dredging at Hay Point, all turbidity was assumed to be from natural causes).  

 

The MATLAB non-linear least squares function ‘lsqnonlin’ (Mathworks 2016a) was used to optimise 

the model. A nonlinear method was used due to the number and complexity of the parameters 

being optimised, with five coefficients and five indices requiring optimisation, as well as the offset 

term a5. Non-linear least squares optimisation estimates the model parameters that minimises the 

function: 

��𝑇𝑇𝑖𝑖 −  𝑇𝑇�𝑖𝑖�
2

𝑟𝑟

𝑖𝑖=1

 ( 8 ) 

where 𝑇𝑇�𝑖𝑖 is the ith modelled turbidity value at time t (i.e. daily) and Ti is the daily averaged measured 

turbidity value at t. The success of the model was tested by calculating the R2 values between 

measured and modelled turbidity for the train and test period, and by visually comparing concurrent 

measured and modelled turbidity events during the baseline period. Absolute residual errors 

between the modelled turbidity and measured turbidity were calculated at each site.  

 

The success of the fit was investigated visually and quantitatively by calculating R2 and skills score 

(SS) on both the fit and test samples (first half and second half of baseline data. The test data is out-

of-sample data, meaning that it was not used to fit the model parameters to the measured turbidity 

data, and therefore provides an objective measure of model performance. The equation to calculate 

the skill score is: 
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SS =  1 −  
∑�𝑇𝑇� − 𝑇𝑇�

2

∑(𝑇𝑇 −  𝑇𝑇�)2
 ( 9 ) 

where SS is skill score, 𝑇𝑇�  are the daily modelled turbidity, T are the daily averaged measured 

turbidity, and 𝑇𝑇�  is the averaged turbidity measurements.  

 

3.3 Results 

3.3.1 Turbidity at Barrow Island 
 

Dredging increased turbidity at sites within 2 – 5 km south of dredging compared to all northern 

sites and sites > 5 km south, which had similar conditions to baseline turbidity levels (Figure 3-1, 

Figure 3-2 and Table 3-1).  There was a strong non-linear rapidly decaying relationship between 

turbidity and site distance from dredging (Figure 3-2) with average and maximum turbidity levels 

up to 6 – 7 x higher at sites within 2 – 5 km south compared to all sites north of the dredge zone 

and sites > 5 km south of dredging; these sites had maximum turbidity 100 - 550 NTU, average 

turbidity 3 - 7 NTU and standard deviations (SD) 4.1 – 14.4 NTU, while all northern sites and sites > 

5 km south had conditions similar to baseline levels (which were similar across all sites) with 

maximum turbidity 40 - 125 NTU, average turbidity 1 – 3 NTU and SD 1.1 – 3.1 NTU (Figure 3-2 and 

Table 3-1). Occasional higher maximum turbidities occurred at reference sites during dredging 

(compared to the baseline conditions) due to storms on 27 January and 04 May 2011 (Figure 3-1). 

There were also a few turbidity peaks during the baseline period at some of the more exposed 

reference sites during a storm in May 2008 (Figure 3-1).   
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The dredge spoil disposal sites, LONE and DSGS (4.2 km and 9.2 km south-east of dredging, see 

Figure 2-1 for site locations), had lower maximum and average turbidity than sites located at similar 

distances but in the path of the dredge plume flow south of dredging (LNG3, TR and DUG at 4 – 10 

km south / south-west) and similar to reference sites further south (Figure 3-1 and Figure 3-2). The 

relatively lower turbidity levels at these sites can also be seen in the maximum / average turbidity 

plotted with distance from dredging in Figure 3-2 – the 2 lower black dots at ~ 5 and 10 km south 

represent the dredge spoil disposal sites.  
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Figure 3-1 Measured turbidity (raw, at 10 minute intervals) time series during the entire monitoring period at Barrow Island, Western 
Australia (separated by the broken black line into baseline – December 2007 to 19 May 2010 – and dredge periods – 19 May 2010 to 
November 2011) at water quality sites on the eastern side of Barrow Island. Sites are arranged from north to south (see Table 2-1 
for distances from dredge zone and Figure 2-1 for map). All Y axis limits are the same (0 – 100 NTU); axis limits have only been 
included on one representative panel to avoid overcrowding. Maximum turbidity has been truncated at 100 NTU to show lower 
turbidity levels.  
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Figure 3-2 Maximum (A) and average (B) turbidity during the baseline (white dots) and dredge (black dots) periods, plotted 
by distance of the site from the dredge zone. Negative distances are north of the dredge zone (which is at origin) and 
positive distances are south. 
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Table 3-1 Summary table showing maximum (raw and daily averaged), mean and standard deviation turbidity during the baseline 
(train and test periods) and dredging periods, and R2 values between measured and modelled turbidity for the fit (1st half of baseline 
data), test (2nd half of baseline data) and baseline (fit + test) period. The overburden (i.e. difference between daily measured and 
modelled turbidity during the dredge period) is shown for the Barrow Island sites only as average daily and maximum NTU. The 
numbers associated with the Barrow Island sites are distances (km) either N (north) or S (south) from the primary excavation site. 
Site LONE at Barrow Island was 4.2 km south of the primary site of dredging and also 0.1 km from the dredge material placement 
site (Figure 2-1). 

  Turbidity (NTU) 

  Baseline Dredge 

Sites Distance 
(km) Mean SD Max 

Daily Max Mean SD Max 
Daily Max 

Northern sites 

AHC 32.8 1.6 2 18.5 74.9 1.3 2 13.1 122.9 

REFN 28 0.8 0.3 1.5 3.4 1.5 2.2 28.5 76.5 

ELS 21 1.3 0.4 2.1 16.2 1 1.3 18.9 49.8 

ANT 8.8 1.2 0.8 13.3 91.2 1.4 1.5 13.9 94.1 

DIW 6.5 1.9 0.7 3.3 15.7 1.3 1.4 14.4 112.1 

LOW 1.9 1.4 1.2 11.8 32.7 1.4 1.7 21.4 66 

LOW1 1.6 1.1 0.4 2 13.4 1.3 1.1 16.4 45.6 

Southern sites 

LNG0 0.2 1.2 0.8 8.5 28.4 6.1 7.9 60 231 

LNGA 0.3 1.3 0.2 2.2 9.3 6.4 8.7 74.3 294 

LNG1 0.5 1.2 1 13.1 35.1 5.2 6.8 52.8 268.6 

LNGB 0.7 2.1 0.8 3.3 5.9 5.4 7.8 79.4 392.3 

MOFA 0.6 1.8 0.6 5.6 27.6 7 14.4 153 547.2 

MOFC 0.7 2.1 0.8 6.4 24.5 6.5 11 120.2 415.4 

MOF1 0.8 1.3 1 9.4 39.8 4.9 7.2 74 259.8 

MOFB 1 1.5 0.5 3.9 15.3 4.1 5.8 68.6 233.2 

LNG2 1 1 0.8 6 24.6 3.7 4.1 32.1 191.6 

LNGC 1.4 1 0.4 2.6 8.2 4.7 6.6 58.7 196 

MOF3 1.5 1.4 1.2 11.6 45 3.2 4.4 50 148.1 

LNG3 4 1.4 1.4 18.4 38.3 3.2 5.4 59.9 114.1 

TR 5 1.3 0.7 8.2 23.4 3.7 6.4 70.6 132.9 

DUG 9.2 1.4 1.4 10.9 49.3 2.9 6.3 53.5 103.3 

BAT 15 1.4 1.2 9.3 37.2 1.5 2.8 32.5 92.3 

REFS 24 2.2 1.4 5.2 14.1 1.5 2.3 20 43.2 

SBS 30 2.7 4.6 26.9 84.2 1.6 2.3 30.5 67.7 

Dredge spoil disposal sites* 

LONE 4.2 1 1 10 41.1 1.4 2 17.6 43.6 

DSGS 9.2 0.8 0.3 1.5 7.8 1.8 3.1 25.3 55.1 

* Distance to spoil ground = 0.1 km 
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3.3.2 Turbidity at Hay Point 
 

Conditions at Hay Point, North Queensland, are also briefly presented here because the turbidity 

model was analysed at the Hay Point water quality sites (although no dredging was carried out 

during testing, see Figure 2-1 for site locations). Baseline turbidity levels were significantly higher at 

Hay Point than during the Barrow Island baseline period (see Figure 3-1 for Barrow Island and Figure 

3-3 for Hay Point), and were more similar to the dredging conditions at the nearfield Barrow Island 

sites. Maximum turbidities ranged from 30 – 556 NTU (with 5 of the 6 site maximums > 294 NTU, 

Table 3-1), average turbidities 1 – 12 NTU, and SD 1 – 25 NTU (with most sites having SD > 9 NTU, 

Table 3-1 and Figure 3-3). Conditions were similar across most of the Hay Point sites except for the 

Keswick Island site, which was more closely related to baseline Barrow Island conditions (Table 3-2), 

with average and maximum turbidity 1 NTU and 30 NTU (Figure 3-3 and Table 3-2).  

 

Numerous short-term turbidity peaks > 20 NTU occurred at 5 of the 6 Hay Point sites (Figure 3-3 

and also shown for representative sites at Hay Point in Figure 3-4 ). In contrast, during the baseline 

period at Barrow Island there were fewer turbidity peaks > 20 NTU, with a maximum of 830 peaks 

(which equates to ~ 0.8 % of turbidity measurements in 2 years), at the most southern site, most of 

which occurred during storms in June 2008. 
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Figure 3-3 Measured turbidity (raw, at 10 minute intervals) time series during the baseline period (July 2014 to August 2015) at Hay 
Point water quality sites. Sites are arranged from north to south (see Figure 2-1 for map). All Y axis limits are the same (0 – 600 NTU) 
– axis limits have only been included on one representative panel to avoid overcrowding. Maximum turbidity has been truncated to 
600 NTU to show lower turbidity levels.  
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Table 3-2 Summary table showing maximum (raw and daily averaged), mean and standard deviation turbidity at Hay Point sites 
during the baseline (train and test) period, and R2 values between the measured and modelled turbidity for the fit (1st half of data), 
test (2nd half of data) and baseline period (fit + test periods) at Hay Point (see Figure 1).  
 

 Turbidity (NTU) 

Sites Average SD Max daily Max 

Hay Point/Reef 8.4 16.9 97.6 406 

Freshwater Point 11.4 25.1 127.7 556 

Keswick Island 1.1 1.3 6.1 30 

Round Top Island 3.3 9.6 82.8 364 

Slade Point 8.6 16.4 85.9 303 

Victor Island 8.1 14.4 91.5 294 

 

 

3.3.3 Turbidity model 
 

The turbidity model predicts natural turbidity events based on seafloor pressure fluctuations caused 

by water motion from waves and currents, and was investigated in different hydrodynamic 

conditions to determine its performance in a clear water environment (Barrow Island) and a more 

turbid coastal setting (Hay Point).  

 

At Hay Point the relationship between measured and modelled turbidity was moderate to strong at 

up to half (3/6) of the monitoring sites during the model fit (first half of time series) and test period 

(second half of time series). During the fit period, half the sites had R2 > 0.5 (0.6 – 0.8) with skill 

score (SS) between 0.52 and 0.78 and during the test period, 5 of 6 sites had R2 > 0.5 (0.56 – 0.68) 
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but only 1 site had a SS > 0.5 (0.57, Table 3-3). The best model performance was at Hay Point Reef 

(Table 3-3 and Figure 3-4 A) with the highest R2 of all Hay Point sites during the fit period (0.79, 

Table 3-3), but lower during the test phase (0.45, Table 3-3), and moderate SS during both the fit 

and test periods (0.54 and 0.47, respectively). Two other representative sites are displayed in Figure 

3-4 B & C, site Round Top Island and Slade Islet which are located approximately 11 and 22 km north 

of the Hay Point Reef site. Both sites had moderate to strong R2 (0.56 and 0.64) but moderate to 

weak SS (0.45 and 0.31) during the test period. Performance was weaker during the fit phase at 

these sites, with R2 of 0.32 and 0.07, respectively, and SS 0.13 and -0.04. The temporal location and 

magnitude of the modelled and measured turbidity peaks were very similar at site Hay Point Reef 

(Figure 3-4 A), and measured and modelled peaks had similar temporal locations at Round Top 

Island and Slade Islet but higher measured than modelled (Figure 3-4 B & C). Model and measured 

plots of the remaining Hay Point sites are provided in Appendix B.   
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Figure 3-4 A. Hay Point project. Turbidity model (equation 5) at Hay Point Reef during the baseline train (left of the dotted line) 
and test (right of the dotted line) periods showing (from top to bottom): (i) the modelled (black line) and measured (orange line) 
turbidity levels, (ii) the residual turbidity, then each model term (with parameters applied) including (iii) RMS pressure fluctuations 
to represent the motion of surface gravity waves on the sea floor at time t (wave (t)), (iv)  RMS pressure fluctuations from the 
previous day (wave(t-1)), (v) water height at time t, (vi) tidal current quasi estimates at time t and (vii) tidal range at time t, all in 
units of NTU. Panel i showing measured and modelled turbidity is the same in all 3 figures and has been truncated to 50 NTU to 
show the smaller modelled turbidity levels. 

 

A 
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Figure 3-4 Hay Point project. Turbidity model (equation 5) at Round Top Island during the baseline train (left of the dotted line) 
and test (right of the dotted line) periods showing (from top to bottom): (i) the modelled (black line) and measured (orange line) 
turbidity levels, (ii) the residual turbidity, then each model term (with parameters applied) including (iii) RMS pressure fluctuations 
to represent the motion of surface gravity waves on the sea floor at time t (wave (t)), (iv)  RMS pressure fluctuations from the 
previous day (wave(t-1)), (v) water height at time t, (vi) tidal current quasi estimates at time t and (vii) tidal range at time t, all in 
units of NTU. Panel i showing measured and modelled turbidity is the same in all 3 figures and has been truncated to 50 NTU to 
show the smaller modelled turbidity levels. 

 

B 
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Figure 3-4 Hay Point project. Turbidity model (equation 5) at Slade Islet during the baseline train (left of the dotted line) and test 
(right of the dotted line) periods showing (from top to bottom): (i) the modelled (black line) and measured (orange line) turbidity 
levels, (ii) the residual turbidity, then each model term (with parameters applied) including (iii) RMS pressure fluctuations to 
represent the motion of surface gravity waves on the sea floor at time t (wave (t)), (iv)  RMS pressure fluctuations from the 
previous day (wave(t-1)), (v) water height at time t, (vi) tidal current quasi estimates at time t and (vii) tidal range at time t, all in 
units of NTU. Panel i showing measured and modelled turbidity is the same in all 3 figures and has been truncated to 50 NTU to 
show the smaller modelled turbidity levels.  
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Table 3-3 Turbidity model performance at Hay Point sites based on the R2 and skills score between modelled and measured turbidity 
during the fit (first half of data, used to calibrate model parameters) and test (second half of data used to validate model 
performance) data.  

Site R2 Skills score 
Fit Test Fit Test 

Hay Point/Reef 0.60 0.68 0.54 0.47 
Freshwater Point 0.79 0.45 0.78 0.36 
Keswick Island 0.61 0.57 0.52 0.57 
Round Top Island 0.32 0.56 0.13 0.45 
Slade Point 0.07 0.64 -0.04 0.31 
Victor Island 0.12 0.62 -0.10 0.36 

 

At Barrow Island the R2 values were 0 – 0.78 (median 0.27) during the fit period and 0 – 0.65 (median 

0.24) during the test period, while the skill scores were -78 – 0.76 (median -0.04) during the fit 

period and -31 – 0.48 (median -0.31) during the test period (Table 3-4). During the fit period 4 of 26 

sites (LNG3, SBS, LONE and DSGS) had R2 > 0.6 (0.59 – 0.78) and the same sites had skill scores > 

0.58 (0.58 – 0.76, Table 3-1). During the test period, 3 sites had R2 > 0.53 (0.53 – 0.60, sites LNG2, 

SBS and LONE) but those sites had poor skill scores (-0.32 – 0.20). The highest skill score during the 

test period occurred at site TR which had a test period R2 of 0.48. The best model performance was 

at site LONE (perimeter of the dredge spoil disposal site), with R2 = 0.78 and SS = 0.76 during the fit 

phase (but R2 = 0.53 and SS = 0.20 during the test phase, Figure 3-5 A and Table 3-4). Similar to Hay 

Point Reef (Figure 3-4 A), the temporal location and magnitude of the measured and modelled peaks 

were very similar at site LONE (Figure 3-5 A).   

 

Four other representative sites are also displayed in Figure 3-5 B to E. Sites MOF1 and LNG0 (Figure 

3-5 B & C) are within 0.8 km south of dredging (0.2 and 0.8 km away, respectively), and sites AHC 

and DUG (Figure 3-5 D & E) are reference sites located 32 km north and 9.2 km south from dredging. 
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Despite their low to moderate R2 and SS values between measured and modelled turbidity, ranging 

from R2 = 0.27 – 0.54 during the fit period, R2 = 0.14 – 0.38 during the test period, and SS from 0.24 

– 0.5  and -0.57 – 0.14 during fit and test periods (respectively, Table 3-4), the magnitude and 

temporal location of the modelled peaks are similar to the measured peaks (typically < 10 NTU, 

Figure 3-5). During the dredge period, the dredge impact sites have significantly higher measured 

turbidity than modelled turbidity, and the modelled turbidity peaks are similar magnitude to the 

baseline peaks (Figure 3-5 B & C) during the fit and test (i.e. entire baseline) periods, as expected. 

Model and measured plots of the remaining Hay Point sites are provided in Appendix B. 

 



 

51 
 

 
Figure 3-5 A Barrow Island Project. Turbidity model (equation 5) performance at site LONE during the baseline train (left of the 
dotted line), test (between dotted and solid lines), and dredge period (right of the solid line) showing (from top to bottom): 
the modelled (black line) and measured (orange line) turbidity levels, residual turbidity, or ‘overburden’ (which is the difference 
between the measured and modelled turbidity), and each model term (with parameters applied) including: (iii) RMS pressure 
fluctuations to represent the motion of surface gravity waves on the sea floor at time t (wave (t)), (iv)  RMS pressure 
fluctuations from the previous day (wave(t-1)), (v) water height at time t, (vi) tidal current quasi estimates at time t, (vii) tidal 
range at time t and (viii) wind at time t, all in units of NTU. The top panel showing measured and modelled turbidity has the 
same scale in all 5 figures, truncated to 50 NTU to show the smaller modelled turbidity events (most of which are < 10 NTU 
during the baseline period). 
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Figure 3-5 B Barrow Island Project. Turbidity model (equation 5) performance at MOF1 during the baseline train (left of the 
dotted line), test (between dotted and solid lines), and dredge period (right of the solid line) showing (from top to bottom): 
the modelled (black line) and measured (orange line) turbidity levels, residual turbidity, or ‘overburden’ (which is the difference 
between the measured and modelled turbidity), and each model term (with parameters applied) including: (iii) RMS pressure 
fluctuations to represent the motion of surface gravity waves on the sea floor at time t (wave (t)), (iv)  RMS pressure 
fluctuations from the previous day (wave(t-1)), (v) water height at time t, (vi) tidal current quasi estimates at time t, (vii) tidal 
range at time t and (viii) wind at time t, all in units of NTU. The top panel showing measured and modelled turbidity has the 
same scale in all 5 figures, truncated to 50 NTU to show the smaller modelled turbidity events (most of which are < 10 NTU 
during the baseline period). 
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Figure 3-5 C Barrow Island Project. Turbidity model (equation 5) performance at LNG0 during the baseline train (left of the 
dotted line), test (between dotted and solid lines), and dredge period (right of the solid line) showing (from top to bottom): 
the modelled (black line) and measured (orange line) turbidity levels, residual turbidity, or ‘overburden’ (which is the difference 
between the measured and modelled turbidity), and each model term (with parameters applied) including: (iii) RMS pressure 
fluctuations to represent the motion of surface gravity waves on the sea floor at time t (wave (t)), (iv)  RMS pressure 
fluctuations from the previous day (wave(t-1)), (v) water height at time t, (vi) tidal current quasi estimates at time t, (vii) tidal 
range at time t and (viii) wind at time t, all in units of NTU. The top panel showing measured and modelled turbidity has the 
same scale in all 5 figures, truncated to 50 NTU to show the smaller modelled turbidity events (most of which are < 10 NTU 
during the baseline period). 
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Figure 3-5 D Barrow Island Project. Turbidity model (equation 5) performance at AHC during the baseline train (left of the 
dotted line), test (between dotted and solid lines), and dredge period (right of the solid line) showing (from top to bottom): 
the modelled (black line) and measured (orange line) turbidity levels, residual turbidity, or ‘overburden’ (which is the difference 
between the measured and modelled turbidity), and each model term (with parameters applied) including: (iii) RMS pressure 
fluctuations to represent the motion of surface gravity waves on the sea floor at time t (wave (t)), (iv)  RMS pressure 
fluctuations from the previous day (wave(t-1)), (v) water height at time t, (vi) tidal current quasi estimates at time t, (vii) tidal 
range at time t and (viii) wind at time t, all in units of NTU. The top panel showing measured and modelled turbidity has the 
same scale in all 5 figures, truncated to 50 NTU to show the smaller modelled turbidity events (most of which are < 10 NTU 
during the baseline period). 
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Figure 3-5 E Barrow Island Project. Turbidity model (equation 5) performance at DUG during the baseline train (left of the 
dotted line), test (between dotted and solid lines), and dredge period (right of the solid line) showing (from top to bottom): 
the modelled (black line) and measured (orange line) turbidity levels, residual turbidity, or ‘overburden’ (which is the difference 
between the measured and modelled turbidity), and each model term (with parameters applied) including: (iii) RMS pressure 
fluctuations to represent the motion of surface gravity waves on the sea floor at time t (wave (t)), (iv)  RMS pressure 
fluctuations from the previous day (wave(t-1)), (v) water height at time t, (vi) tidal current quasi estimates at time t, (vii) tidal 
range at time t and (viii) wind at time t, all in units of NTU. The top panel showing measured and modelled turbidity has the 
same scale in all 5 figures, truncated to 50 NTU to show the smaller modelled turbidity events (most of which are < 10 NTU 
during the baseline period). 
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Table 3-4 Turbidity model performance at Barrow Island sites based on the R2 and skills scores between modelled and measured 
turbidity during the fit (first half of baseline data, used to calibrate model parameters), test (second half of baseline data used to 
validate model performance) and dredge (all of dredge period, 19 May 2010 – 31 November 2011) periods.  
 

Site 
R2 Skills score 

Fit Test Fit Test 

Northern sites 

AHC 0.46 0.22 0.38 -0.09 

REFN 0.58 0.65 -28.23 -18.4 

ELS 0.2 0.43 -15.53 -24.4 

ANT 0.49 0.11 0.33 -0.25 

DIW 0 0.24 -10.4 -1.72 

LOW 0.2 0.4 -0.58 0 

LOW1 0.4 0.47 -2.44 -5.91 

Northern sites 

LNG0 0.54 0.14 0.5 0 

LNGA 0.27 0.43 -46.63 -31.03 

LNG1 0.14 0.23 -1.79 -1.88 

LNGB 0.45 0.25 0.42 -0.3 

LNG2 0.21 0.6 -9 -3.84 

LNGC 0.04 0.2 -42.19 -30.72 

MOFA 0.07 0.06 -0.04 0.06 

MOFC 0.22 0 -78.37 -0.07 

MOF1 0.27 0.22 0.24 -0.57 

MOFB 0.16 0 -9.26 -0.17 

MOF3 0.22 0.26 -0.03 -0.05 

LNG3 0.72 0.09 0.67 -0.18 

TR 0.27 0.48 0.26 0.42 

DUG 0.37 0.38 0.31 0.14 

BAT 0.34 0.19 0.31 -1.16 

REFS 0.25 0.13 -2.02 -1.46 

SBS 0.64 0.57 0.62 -0.32 

Dredge spoil disposal sites 

LONE 0.78 0.53 0.76 0.2 

DSGS 0.59 0.01 0.58 -1.08 

 
 

RMS pressure fluctuations (estimates of wave motion at the seafloor, wave (t) in Figure 3-4 and 

Figure 3-5, panel iii) influenced the turbidity model more than the other input variables at Hay Point 

and Barrow Island sites, and at some of the Hay Point sites the RMS pressure fluctuations on the 

previous day (wave (t-1) in Figure 3-4 and Figure 3-5 panel iv) were also a significant component of 

the model, but had negligible influence at the Barrow Island sites. The relationship between daily 
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averaged RMS pressure fluctuations and daily averaged turbidity are presented in Figure 3-6 and 

Figure 3-7 for representative sites at Hay Point (Figure 3-6) and Barrow Island (Figure 3-7) to 

demonstrate the influence of seafloor pressure fluctuations at resuspending sediment. Quantitative 

comparisons of the pressure fluctuations and turbidity (R2 and root mean square errors) are 

provided in Table 3-5 for Hay Point sites and Table 3-6  for Barrow Island sites. In the Hay Point sites 

show in Figure 3-4, contribution from present day waves was the most significant at Hay Point Reef; 

modelled turbidity values reached over 50 NTU (Figure 3-4 A i), while values from the present day 

wave term ranged from 9 -27 NTU (Figure 3-4 A iii), from the previous day waves ranged from 5 – 

15 NTU (Figure 3-4 A iv) and all other model inputs were < 1 NTU, Figure 3-4 A v – vii. The previous 

day waves were the most significant to the modelled turbidity at the other 2 represented Hay Point 

sites (Figure 3-4 B & C, panel iv), with values ranging between 4 – 11 NTU for turbidity ~ 10 NTU at 

Round Top Island (Figure 3-4 B), and 10 – 30 NTU contributing to modelled turbidity of up to 40 NTU 

at Slade Islet (Figure 3-4 C). Apart from the influence of the tidal current at Slade Islet (3 – 7.5 NTU, 

Figure 3-4 C vi), all other input variables contributed relatively little (Figure 3-4 B & C v - vii).  

 

 

Figure 3-6 Relationship between daily averaged RMS pressure fluctuation measurements and daily averaged turbidity at three 
representative Hay Point sites (the same turbidity model representative sites) during the turbidity model fit period (first half of data): 
A) Hay Point Reef, B) RoundTop Island and C) Slade Islet. The RMS pressure fluctuations (an estimate of the influence of waves on 
the seafloor) were the most significant predictor of modelled turbidity at Hay Point. 
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Table 3-5 R2 and root mean square error (RMSE) between RMS pressure fluctuations (estimates of seafloor wave motion) and 
turbidity measurements at Hay Point for the fit and test periods (first half and second half of data) using a power regression.  
 

Site 
R2 RMSE (NTU) 

Fit Test Fit Test 

Hay Point/Reef 0.76 0.57 6.4 4.7 

Freshwater Point 0.74 0.72 4.4 9.8 

Keswick Island 0.24 0.34 0.5 0.6 

Round Top Island 0.21 0.64 2.3 4.0 

Slade Point 0.05 0.57 6.3 9.4 

Victor Island 0.18 0.75 5.4 6.4 
 
 

At the representative Barrow Island sites, the present day waves were consistently the most 

significant contributor to the modelled turbidity (panel iii in Figure 3-5). Maximum wave term values 

ranged between 3.5 – 19 NTU (Figure 3-5 A – E iii) which were similar to the maximum modelled 

turbidities of between 5 – 20 NTU (Figure 3-5 A – E i). Only at site LONE did the previous day waves 

influence the modelled turbidity, contributing up to 3.5 NTU (Figure 3-5 A iii) for turbidity up to 20 

NTU (Figure 3-5 A i), but had less influence than the present day waves. At sites LNG0 and AHC, the 

tidal range contributed to the modelled turbidity up to 3 NTU (Figure 3-5 C & D panel vii). At all sites 

shown in Figure 3-5 the water height (panel v), tidal current (panel vi) and wind (panel viii) terms 

did not contribute to modelled turbidity.   

 

Figure 3-7 Relationship between daily averaged RMS pressure fluctuation measurements and daily averaged turbidity at three 
representative Barrow Island sites during the turbidity model fit period (first half of baseline data): A) LONE, B) MOF1 and C) LNG0. 
The RMS pressure fluctuations (a quasi-estimate of the influence of waves on the seafloor) were the most significant predictor of 
modelled turbidity at Barrow Island.  
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Table 3-6 R2 and root mean square error between RMS pressure fluctuations (quasi-estimates of wave motion at the seafloor) and 
turbidity measurements at Barrow Island for the fit and test periods (first half and second half of baseline data) using a power 
regression.  
 

Site R2 RMSE (NTU) 

Fit Test Fit Test 

Northern sites 

AHC 0.17 0.10 2.11 1.23 

REFN 0.22 0.30 0.21 0.20 

ELS 0.05 0.15 0.16 0.22 

ANT 0.10 0.02 1.00 0.65 

DIW 0.05 0.26 0.45 0.49 

LOW 0.09 0.06 0.97 0.93 

LOW1 0.02 0.00 0.33 0.36 

Southern sites 

LNG0 0.06 0.01 0.94 0.37 

LNGA 0.07 0.21 0.17 0.20 

LNG1 0.02 0.03 1.34 0.57 

LNGB 0.39 0.22 0.08 0.56 

LNG2 0.01 0.28 0.70 0.60 

LNGC 0.01 0.14 0.33 0.39 

MOFA 0.01 0.02 0.25 0.82 

MOFC 0.02 0.02 0.12 0.75 

MOF1 0.04 0.13 1.01 0.41 

MOFB 0.01 0.02 0.17 0.69 

MOF3 0.02 0.07 1.41 0.60 

LNG3 0.15 0.12 0.99 0.43 

TR 0.22 0.01 0.36 0.57 

DUG 0.04 0.05 1.15 0.85 

BAT 0.10 0.06 1.35 0.58 

REFS 0.52 0.02 0.81 0.97 

SBS 0.29 0.18 3.57 1.62 

Dredge spoil disposal sites* 

LONE 0.44 0.44 1.07 0.55 

DSGS 0.18 0.14 0.12 0.35 

 

3.3.4 Running mean analysis 

Running mean percentile plots for representative Barrow Island sites are shown in Figure 3-8. First, 

a brief explanation of the structure of the running mean plots are provided. Each data point in the 

figures represent a percentile (either maximum, 99th, 95th and 80th in Figure 3-8 or maximum and 
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95th in Figure 3-10) for each running mean window size (1 hour to 30 days, horizontal axis). For 

example, in Figure 3-8 A, the start of the solid lines (i.e. the very first data point at the left of the 

figure) represent the percentiles of the hourly running mean array during the dredge period at site 

MOF1. And each individual line represents a percentile of all running means; i.e. moving from left 

to right, the green solid line are the maximums of the running means from 1 hour to 30 days. Broken 

lines represent the baseline period.  

 

At site MOFA (0.6 km from the dredge zone) maximum hourly running means reached over 400 NTU 

(solid green line, Figure 3-8 A) during dredging but did not exceed ~ 20 NTU during the baseline 

period (broken green line, Figure 3-8 A). Also at site MOFA the maximum 30 day running mean 

during dredging (~ 25 NTU, green solid line on the right of Figure 3-8 A) exceeded the hourly 

maximum baseline turbidity (~ 8 NTU, green dotted line on the left of Figure 3-8 A). Site MOFC 

(Figure 3-8 B) which is also within the dredge impact zone (0.6 km south), had similar conditions to 

MOFA with hourly percentiles during dredging from 6 – 400 NTU (solid lines in Figure 3-8 B) 

compared to the hourly percentiles during the baseline from 3 – 20 NTU (broken lines in Figure 3-8 

B). Site LNG0 (Figure 3-8 C), which is also within the dredge impact zone (0.2 km south) had slightly 

lower hourly percentiles during dredging, from 6 – 200 NTU (solid lines in Figure 3-8 C) but similar 

baseline hourly percentiles from 1 – 20 NTU (broken lines in Figure 3-8 B). 

 

Site DSGS, which is on the perimeter of the spoil disposal ground and 4.2 km south of dredging, had 

lower dredge period hourly percentiles, from 1 – 40 NTU (solid lines in Figure 3-8 D) and 1 – 6 NTU 
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during the baseline period (broken lines in Figure 3-8 D).  Site SBS, which is the furthest southern 

site ~ 30 km from the dredge zone, the dredge period running means were similar to or less than 

the baseline period running means with maximum hourly dredge period mean of ~ 50 NTU (green 

solid line in Figure 3-8 E) and the maximum hourly baseline mean of ~ 70 NTU (green broken line in 

Figure 3-8 E). Additional running mean percentile analysis of turbidity at the remaining Barrow 

Island sites can be found in Appendix A.  
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Figure 3-6 A and B. Turbidity running mean percentile analysis using increasing window sizes (from 1 hour to 30 days) comparing 
the baseline (dotted lines) and dredge periods (solid lines) at representative Barrow Island sites, including A) MOFA and B) MOFC 
which are within 1 km south of the dredge zone (see Figure 2-1 for site locations). The four lines for each period (baseline and 
dredge) are the maximum, 99th, 95th and 80th percentiles. Starting from the left of each figure to the right are the different 
running mean window sizes. Note that the 95th percentiles (black solid and broken line) represent the intensity of turbidity events. 
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Figure 3-6 C and D Turbidity running mean percentile analysis using increasing window sizes (from 1 hour to 30 days) comparing 
the baseline (dotted lines) and dredge periods (solid lines) at representative Barrow Island sites, including C) LNG0 (within 1 km 
south of the dredge zone) and D) DSGS (on the perimeter of the spoil disposal ground and 4.2 km from the main dredge area) (see 
Figure 2-1 for site locations). The four lines for each period (baseline and dredge) are the maximum, 99th, 95th and 80th 
percentiles. Starting from the left of each figure to the right are the different running mean window sizes. Note that the 95th 
percentiles (black solid and broken line) represent the intensity of turbidity events. 
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Figure 3-8 E Turbidity running mean percentile analysis using increasing window sizes (from 1 hour to 30 days) comparing the 
baseline (dotted lines) and dredge periods (solid lines) at representative Barrow Island site E) SBS, the furthest southern site (see 
Figure 2-1 for site locations). The four lines for each period (baseline and dredge) are the maximum, 99th, 95th and 80th 
percentiles. Starting from the left of each figure to the right are the different running mean window sizes. Note that the 95th 
percentiles (black solid and broken line) represent the intensity of turbidity events.  

 

Percentile running mean analysis of turbidity at all Barrow Island monitoring sites revealed that 

running means also increased at sites within 2 km south of dredging during the dredge period. The 

distance from dredge effects of running mean percentiles are shown in Figure 3-9 and Figure 3-10. 

Figure 3-9 shows the percentiles of the 1 hour (panel A) and 1 day (panel B) running means plotted 

at all sites according to the site distance from the dredge zone, separately for the baseline (dots) 

and dredge periods (circles). The remaining running mean window sizes are added to Figure 3-10 

(imagine Figure 3-9 being extended into the page with the addition of all other running mean 

percentiles (similar to the horizontal lines in Figure 3-8), however only the maximum and 95th 
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percentiles are included to avoid overcrowding. Figure 3-10 has been separated into baseline (panel 

A) and dredge periods (panel B).    

 

The maximum 1 hour turbidity averages during the dredge period ranged from approximately 100 

– 550 NTU at sites within 2 km of the dredge zone (green circles, Figure 3-9 A and green lines, Figure 

3-10 B) and the maximum 1 day turbidity averages ranged from approximately 20 – 200 NTU for the 

same sites (green circles, Figure 3-9 B and green lines, Figure 3-10 B). In contrast, during dredging 

northern sites and sites > 5 km south of dredging had maximum hourly turbidity < 100 NTU (green 

dots, Figure 3-9 A and green lines, Figure 3-10 B) with 1 hour turbidity averages between around 5 

– 30 NTU (green dots, Figure 3-9 A) and around 2 – 15 NTU 1 day turbidity averages (green dots, 

Figure 3-9 B).  

 

Baseline running means were fairly consistent across all study sites, with the maximum turbidity 

percentiles of all window sizes ≤ 30 NTU across most sites, while the furthest northern and southern 

sites (AHC and SBS) had the highest maximum percentile for all running mean periods (Figure 3-10 

A). Maximum baseline hourly averages at all sites ranged from 3 – 100 NTU (green dots, Figure 3-9 

A and Figure 3-10 A) and maximum baseline daily averages from 3 – 30 NTU (green dots, Figure 3-9 

B and Figure 3-10 A). Differences between the further reference sites baseline and dredge running 

mean percentiles could be due to differences in the length of each time series (the lengths of the 

baseline time series varied significantly between sites and compared to the dredge period, see Table 

2-1 for time series lengths).  
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Figure 3-9 Percentiles of turbidity running means (vertical axis) calculated using (A) 1 hour running mean window size and (B) 1 day running 
mean window size, plotted according to the site distance from the dredge zone during the baseline period (dots) and dredge period (circles). 
Negative values on the horizontal axis are north of the dredge zone (which is at origin) and positive values are south. 
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Figure 3-10 Percentiles of turbidity running means (vertical axis) calculated using increasing window sizes (1 hour to 30 days) plotted 
according to the site distance from the dredge zone (front axis) during the (A) baseline period and (B) dredge period. Negative values are 
north of the dredge zone (which is at origin) and positive values are south. Only the maximum and 95th percentiles of the running means for 
each site are shown to prevent overcrowding the plot. 
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3.3.5 Spectral analysis 
 

Spectral analysis clearly identified periodic patterns in the turbidity data at the semi-diurnal 

(particularly during the dredge phase), diurnal, spring/neap and longer period weather band periods 

of 1 week to months (shown in the global wavelet spectrum in Figure 3-11). During baseline 

monitoring, the largest peaks in the turbidity global spectra across all sites occurred at the semi-

diurnal, diurnal (tide and/or sea breeze) and fortnightly (spring / neap tide) periods, with no clear 

distinction based on site distance (i.e. sites within 2 km had the same relative spectral peaks as the 

reference sites located > 10 km away, Figure 3-15 A). However, during dredging, the semi-diurnal 

and diurnal peaks were significantly higher at sites within 2 km of dredging (red and orange lines, 

Figure 3-11 B) compared to sites > 2 km away (Figure 3-11 B) and compared to the baseline period 

(Figure 3-11 A). These semi-diurnal and diurnal peaks were also higher than the longer period 

fortnightly and monthly peaks during dredging (Figure 3-11 B). The semi-diurnal peak was stronger 

during the dredge phase at Barrow Island dredge impact LNG and MOF sites. During the baseline 

period, and at reference sites during dredging, this semi-diurnal peak was of similar strength or 

weaker than the diurnal peak and the longer period weather bands. 
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Figure 3-11 Normalised turbidity global (time-averaged) spectral power curves across all sites for the baseline period (A) and dredge period 
(B). Lines show normalised temporal spectral power values across the range of periods examined, with colours from blue (sites > 10 km 
from dredging) to red (sites < 1 km from dredging). 

 

Peaks in the wave spectral plots were greatest at the semi-diurnal and diurnal periods compared to 

the longer periods, with most sites having a larger diurnal peak (Figure 3-12). Conditions were 

similar during the baseline and dredge periods. There were also smaller peaks during the baseline 
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and dredge periods at the weekly, spring/neap tide, monthly and annual seasonal cycles, which are 

better defined during the dredge period (probably because of the consistent lengths of the time 

series during the dredge measurement period compared to the baseline) (Figure 3-12). In the water 

height spectrum during both the baseline and dredge monitoring phases (Figure 3-13 A (baseline) 

and B (dredge)), the largest peak occurred at the semi-diurnal period, while the diurnal signal was 

insignificant. The longer period spring/neap tide and weather patterns were present but weaker 

than the semi-diurnal signal.  
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Figure 3-12 Normalised wave global (time-averaged) spectral power curves across all sites for the baseline period (A) and dredge 
period (B). Lines show normalised temporal spectral power values across the range of periods examined, with colours from blue 
(sites > 10 km from dredging) to red (sites < 1 km from dredging). 
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Figure 3-13 Normalised water height global (time-averaged) spectral power curves across all sites for the baseline period (A) and 
dredge period (B). Lines show normalised temporal spectral power values across the range of periods examined, with colours from 
blue (sites > 10 km from dredging) to red (sites < 1 km from dredging). 
 

The dominant periodicities in the wind were the strong daily sea breeze in both the zonal and 

meridional directions, and the annual seasonal peak in the zonal direction (Figure 3-14). As 

expected, there was little difference in spectral power between the baseline and dredge periods 

(the slight difference in the zonal wind direction could be due to the length of the time series). 

Irregularly shaped intermittent energetic features were also present, with periods ranging from 4 
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to 100 days in both directions but were less energetic than the daily sea breeze and seasonal cycle 

(Figure 3-14).  

 

Figure 3-14 Normalised wind global (time-averaged) spectral power curves at Barrow Island airport showing the zonal (blue) and meridional 
(red) directions during the baseline period (solid line) and dredge period (broken line). 

 

Individual spectral plots, including global wavelet power spectrums comparing baseline and dredge 

monitoring phases, are presented at some representative sites in Figure 3-15; LNG1 and MOF1 

(Figure 3-15 A and B) are both in the dredge impact zone (0.5 and 0.8 km south) while sites DUG 

and SBS (Figure 3-15 C and D) are reference sites further south (9.2 and 30 km south). The two sites 

close to the dredge zone have relatively low power across all periods during the baseline monitoring 

compared to dredging, which is evident in Figure 3-15 A and B panel i by the lack of yellow on the 

left of the red dotted line (which separates the baseline and dredge monitoring periods) compared 

to the right of the dotted line, and by the absence of any peaks in the blue curve in the panel ii of 

Figure 3-15 A and B. In contrast during dredging the dominant periodicities occurred in the semi-

diurnal and diurnal bands, demonstrated by the yellow bands in panel i and the peaks in the orange 
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curve in panel ii of Figure 3-15 A and B. There was also some lower power occurring in the synoptic 

10 day weather, spring / neap tidal and longer period weather bands at both LNG1 and MOF1 during 

dredging (Figure 3-15 A and B, panels i and ii).  

 

In contrast, site DUG had higher power occurring in the longer period weather bands compared to 

the semi-diurnal and diurnal bands during both the baseline and dredge periods (Figure 3-15 C), 

with the longer periodicities more dominant during the dredge phase than baseline. The lower 

power of the semi-diurnal and diurnal signals are similar during baseline and dredging, which is 

evident in the yellow horizontal bands in Figure 3-15 C panel i. Site SBS had similar power across 

baseline and dredging, with peaks in the semi-diurnal, diurnal, ten day synoptic pattern and the 

spring / neap cycle (Figure 3-15 D).  The additional spectral analysis figures of turbidity at Barrow 

Island can be found in 0.  
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Figure 3-12 A and B Turbidity spectral analysis for the Barrow Island project, showing representative dredge impact sites A) LNG1 and B) 
MOF1. The three panels on each figure are: (i) wavelet spectrum, (ii) global wavelet spectrum and (iii) original time series. Areas of high 
energy are yellow, and low energy are light blue and green. The darker blue horizontal areas are gaps in the time series, and the grey 
curved area between the top and bottom plots is outside the cone of influence. The broken red line running from the wavelet spectrum 
through to the time series shows the start of dredging. The global wavelet spectral plot shows the peaks in the baseline data (blue line) 
and dredge data (orange line). 95% confidence contours have been removed as they obscure the high frequency energy regions. Full 
spectral analysis plots for all sites can be found in 0. 
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Figure 3-15 C and D Turbidity spectral analysis for the Barrow Island project, showing reference sites C) DUG and D) SBS. The three panels 
on each figure are: (i) wavelet spectrum, (ii) global wavelet spectrum and (iii) original time series. Areas of high energy are yellow, and low 
energy are light blue and green. The darker blue horizontal areas are gaps in the time series, and the grey curved area between the top 
and bottom plots is outside the cone of influence. The broken red line running from the wavelet spectrum through to the time series shows 
the start of dredging. The global wavelet spectral plot shows the peaks in the baseline data (blue line) and dredge data (orange line). 95% 
confidence contours have been removed as they obscure the high frequency energy regions. Full spectral analysis plots for all sites can be 
found in Appendix C. 
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3.4 Discussion 

3.4.1 Barrow Island turbidity conditions 

The Barrow Island water quality sites are located in a shallow offshore environment with naturally 

low turbidity levels, typically < 5 mg L-1 (Jones, Ricardo, et al. 2015). Spatial analysis clearly shows a 

dredge related increase in turbidity in a well-defined region within 2 – 5 km south of the dredge 

zone. Turbidity maximums, means and standard deviations were up to 4 – 6 x higher at sites within 

2 – 5 km south of dredging compared to all northern sites and sites > 5 km south, which had levels 

similar to the baseline period of 1 – 3 NTU, compared to dredge period averages 3 – 7 NTU (Table 

3-1 and Figure 3-2). Turbidity levels declined sharply at the northern sites however a more gradual 

decline occurred at the southern sites 2 – 10 km from dredging (in the path of the dredge plume 

flow, see Evans et al. 2012, Fisher et al. 2015). Spatial results are supported by other studies, with 

a literature review by Spearman (Spearman 2015) reporting that no dredge effects were evident >  

3 km from dredging in a number of dredging projects.  

 

There were small differences in maximum and average turbidity between sites during the baseline 

period due to storms. The impact of storms on turbidity levels is well documented (see Chapter 1 

Introduction and Erftemeijer et al. 2012), and can be seen in some of the reference sites in Figure 

3-1. Storms passing through the region during the dredge period could also be responsible for the 

slightly higher dredge period maximum turbidities at some reference sites (Figure 3-2 A) and the 

higher baseline period average at SBS (Figure 3-2 B), which is located beyond the southern tip of 

the island and is therefore more exposed to waves (Pearce et al. 2003).  
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The two dredge spoil disposal sites (LONE and DSGS located 4.2 and 9.2 km, respectively, southeast 

of dredging) had lower turbidity levels than sites located at similar distances but in a more southerly 

direction from the dredge zone (TR and DUG, see Figure 2-1 for site locations). During baseline 

monitoring site LONE had higher mean, maximum and SD turbidities than DSGS, while during 

dredging both sites were similar.  Differences during baseline monitoring between the 2 sites and 

at DSGS between baseline and dredge periods could be due to differences in time series length 

because the shorter monitoring period would more likely exclude high turbidity events such as 

storms; DSGS had only 120 baseline monitoring days compared to 529 at LONE, and both sites had 

similar monitoring days during dredging (373 days at DSGS and 473 days at LONE).  

 

3.4.2 Running mean analysis 
 

It is important to understand not only how dredging affects the intensity of turbidity events, but 

also how dredging alters the duration and frequency of these events. How these changes correlate 

with coral health are necessary to thoroughly understanding the impacts of dredging on coral reefs 

(Rogers 1990, Erftemeijer et al. 2012). Large turbidity peaks of short duration (acute) may have little 

to no effect on corals but instead lower, prolonged (chronic) turbidity increases could lead to 

mortality. For example, upon reviewing the literature, Connell (1997) found that, of 65 coral 

assemblages after being exposed to both acute and chronic disturbances (with disturbance defined 

as any event causing damage or mortality), coral cover recovered after 69 % of the acute 

disturbances but only 27 % of the chronic events. This running mean analysis is designed to 

characterise the duration of extreme turbidity events occurring during dredging. Information from 
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this research will be used in conjunction with coral health studies at Barrow Island project by 

researchers at WAMSI DSN to determine the impact of dredging on coral health and to determine 

accurate and appropriate thresholds for future dredging operations. 

 

The percentile running mean analysis demonstrated that during dredging turbidity increases were 

more frequent and lasted longer at sites within 2 km of dredging.  Prolonged increases are shown 

in the running mean plot for site MOF1 (0.8 km south of dredging); the 95th percentile of the 30 day 

running mean during dredging wasn’t much lower than the maximum hourly mean during the 

baseline period (~ 20 NTU, Figure 3-8 A). All sites within 2 km of dredging had higher maximum 

running means, with maximum hourly means between ~ 100 and 300 NTU (Figure 3-10 B). An 

increased frequency of turbidity levels during dredging were also evident in the running mean 

analysis. At site MOF1, the 95th and 80th percentiles increased with increasing running mean 

window size while during the baseline period and during both monitoring periods at site SBS (Figure 

3-8 B), these lower percentiles either remained steady (with a slight increase between 5 and 7 days) 

or decreased with increasing window size. For the 95th percentile of the 30 day average to be higher 

than the 95th percentile of the hourly average, there must have been more frequent, high turbidity 

peaks captured within the 30 day averaging window than in the hourly window.   

 

3.4.3 Spectral analysis 
 

Dominant periodicities in turbidity data during both baseline and dredge monitoring occurred at 

the semi-diurnal frequency, diurnal frequency (due to the strong daily sea breeze characteristic of 
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the WA coast, Verspecht & Pattiaratchi 2010), the spring/neap tidal frequency, the 10 day large 

scale synoptic pattern and the longer period monthly weather bands (Pattiaratchi 2011). Higher 

energy regions appearing in the 30 to 100 day period range were possibly due to the 30-60 Madden 

Julian Oscillation (MJO, Madden & Julian 1994, Zhang 2005),  which is well known for its intra-

seasonal and intra-annual characteristics, causing it to appear at uneven intervals (Zhang 2005). The 

longer period events were less energetic than the daily sea breeze and seasonal cycles, and were 

slightly more energetic in the east/west direction than north/south.  

 

The spectral analysis performed separately on the baseline and dredge shows that M2 (semi-

diurnal) peaks were stronger at sites within 2 km of dredging during the dredge period. The 

appearance of the semi-diurnal peak in the wave spectra and during the baseline period in the 

turbidity spectra suggests that the twice daily low water height amplifies wave resuspension, and 

the strengthening of the semi-diurnal peak during dredging at sites within 2 km of the dredge zone 

suggests that horizontal advection occurred at these sites. According to Weeks et al. (1993) the M2 

peak in suspended sediment occurs due to horizontal advection of sediments, not because of the 

semi-diurnal tidal currents which would appear as 6 hourly peaks during both ebb and flood tidal 

current resuspension.  

 

Wind, wave and water height spectral analysis were helpful in determining the cause of the turbidity 

spectral peaks, particularly the diurnal (i.e. whether the diurnal peaks are due to daily sea breeze 

or the diurnal tide). The diurnal peak was the dominant oscillation in the wind (zonal) and wave 
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spectra, but was relatively weak in the water height (tidal) data, suggesting that the daily sea breeze 

was the cause of the diurnal peak in turbidity. The strong semi-diurnal peak appeared in the water 

height (tidal) data, representing the semi-diurnal tidal height, and also in the wave spectra, 

suggesting that the influence of waves on the pressure fluctuations were stronger during low tide.  

 

A large annual peak occurred in the wave and zonal wind data (Figure 3-12 and Figure 3-14), 

however this did not translate to the turbidity spectrum (Figure 3-11). Also, seasonal periodicities 

in the global wavelet spectra were weak and the locations of the peaks were inconsistent between 

monitoring sites. Seasonal variability between sites could be due to the length of the time series 

(analyses were performed separately on baseline and dredge periods, and dredge monitoring lasted 

for 18 months), but is also consistent with other research of seasonal turbidity cycles in the region. 

Margvelashvili et al (2006) found no seasonal effect on turbidity due to the lack of seasonal 

differences in the monthly bottom shear stress patterns responsible for sediment resuspension.  

 

3.4.4 Turbidity model 
 

The primary purpose of the turbidity model was to provide a simple, statistical predictor of natural 

turbidity driven by waves and tides. The model can be used during dredging operations to decouple 

the natural and dredge related turbidity events, allowing proponents to more accurately assess 

dredging impacts by altered water quality conditions, and scientists to better understand the 

impacts of dredging on resuspension. Water column turbidity measurements during dredging 

include both natural and dredge related turbidity, therefore subtracting the modelled (natural) 
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turbidity from measured (natural + dredge related) turbidity provides an estimate of turbidity 

caused solely by dredging. A similar method of using a simple turbidity model to estimate natural 

turbidity and monitor threshold exceedance was developed for dredging activities in Darwin 

Harbour (VanSenden et al. 2013). The difference between the turbidity model in this study and the 

turbidity model developed for the Darwin project is the form of the model and the dominant 

resuspension forcing mechanisms in the two regions; in our model, waves are the most significant 

forcing term at both the Barrow Island and Hay Point sites due to both regions being wave dominant 

(Orpin et al. 1999, DEC 2007, Chartrand et al. 2008, Macdonald et al. 2013, Waltham et al. 2015) 

whereas the Darwin turbidity model has a single input variable for the tidal range due to the large 

tidal influence on sediment resuspension in Darwin Harbour (VanSenden et al. 2013).  

 

A feature of the model is its simplicity; it only requires collection of two variables – seafloor turbidity 

and water pressure. Water quality modelling typically involves multi-dimensional complex 

hydrodynamic models (e.g. DELFT3D) which require multiple inputs such as currents, waves, tides, 

boundary layer dynamics and sediment type / particle size information (van Rijn 1986, Luger et al. 

1998, Luger & Ballegooyen 2000, Swanson et al. 2007, Erftemeijer et al. 2012) which are expensive 

to collect and not always available. The turbidity and hydrodynamic data for this model are typically 

collected during a dredge operation, and the ability for this data to monitor dredge related turbidity 

and deposition events would replace the need for additional data collection and monitoring (e.g. 

sediment trap deployments which are expensive and often inaccurate, see below).  
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The turbidity model was tested at both Barrow Island and at Hay Point to compare model 

performance at different locations with varying water quality conditions. Model performance was 

strong at a few of the Hay Point and Barrow Island sites. During the test phase (2nd half of the 

baseline data), 83 % of the Hay Point sites had R2 > 0.5 compared to 38 % of the Barrow Island sites 

however the skill scores were moderate to weak at both Hay Point and Barrow Island sites during 

test periods. Model performance was stronger during the fit period than during the test period. At 

Hay Point half the sites had both R2 and skill scores > 0.5.  At Barrow Island, during the test period 

no site had a skill score > 0.5, and 3 sites had R2 > 0.5. Also, at the Hay Point sites the model 

significantly underestimated the measured turbidity levels, which could be a limitation of the 

pressure measurements to estimate higher turbidity levels. Due to the simplicity of both the model 

function (i.e. a simple empirical model) and the data inputs, the results aren’t unexpected; as ten 1 

second readings of pressure fluctuations were measured instead of higher frequency wave 

measurements for longer than 10 seconds, wave orbital velocities and therefore shear stresses 

could not be calculated, which limits the model to lower resolution (daily) turbidity estimates and 

possibly reduces model performance. However, the model was intended as a first order estimate 

of dredge induced turbidity and possibly as a simple, cost effective initial indicator of turbidity 

threshold exceedance during dredging operations, and could also provide further evidence of the 

impact of dredging on corals. Despite the quantitative results, the similarities between the 

magnitude and temporal location of modelled and measured turbidity peaks at Barrow Island 

(Figure 3-5), as well as the model scores at a few sites during the fit period, provide some evidence 

that the model has the potential to be used to estimate dredge related turbidity and as a first order 

threshold exceedance monitoring tool, providing daily exceedance estimates during monitoring 

operations.  
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This chapter provides an overview of the turbidity environment at Barrow Island (and briefly Hay 

Point), and compared changes in turbidity levels prior to and during a large scale capital dredging 

operation at Barrow Island. Although Barrow Island is a clear water environment with naturally low 

average turbidity levels, dredging significantly increased turbidity frequently and for prolonged 

periods during dredging. However, these increases were confined to a relatively small area 2 – 5 km 

south of dredging, along the principal axis of the dredge plume flow. Dredge spoil disposal sites 

were relatively unaffected by dredging, as were all northern sites and sites > 5 km south. Dredge 

plume advection occurred at sites within 2 km of dredging, demonstrated by higher amplitudes of 

the M2 frequency occurring in the turbidity data during dredging. The success of the model at a few 

sites at both Barrow Island and Hay Point demonstrate that, with further testing, the model could 

be a simple and cost-effective tool for monitoring dredge related turbidity (and possibly deposition 

– see Chapter 5 Dredge deposition zone detection using in-situ data and turbidity model 

overburden) threshold exceedance during future dredging operations.  

 

The following chapters extend this investigation into dredging impacts on water quality by analysing 

changes in underwater light levels (specifically light attenuation coefficients, Chapter 4 Light 

attenuation during dredging: spatial variations in PAR) and a deposition dredge impact zone in 

Chapter 5 Dredge deposition zone detection using in-situ data and turbidity model overburden), 

where the model is also assessed as a tool to monitor deposition threshold exceedance. 
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 Light attenuation during dredging: spatial 

variations in PAR  

 
4.1 Synopsis 

This chapter characterises spatially the submarine light environment during dredging to better 

understand the impact dredging has on light levels – one of the most important requirements for 

coral survival. Light (specifically PAR) is essential for benthic primary production, and reduced PAR 

(lasting for days and weeks) can reduce photosynthesis and trigger a range of adaptive behaviours, 

including stress to corals, seagrasses and other marine organisms (Kinzie 1973, Rogers 1990, 

Anthony & Larcombe 2000, Anthony et al. 2004, Gilmour et al. 2006, Cooper et al. 2008, Erftemeijer 

et al. 2012). Reduced PAR levels have been implicated as the cause of coral mortality (Chalker 1981, 

Chalker et al. 1984, Erftemeijer et al. 2012). 

 

Dredging increases suspended sediment which, in the coastal environment, is likely the primary 

cause of light attenuation (Kirk 1977b, Cloern 1987, Mobley 2001, Margvelashvili et al. 2006, Lawson 

et al. 2007, Saulquin et al. 2013). Anthony et al. (2004) discovered turbidity was responsible for 74 

– 79 % variation in light levels in a coastal environment. To better understand how dredging affects 

submarine light levels, light attenuation coefficients were calculated at each site (from the Beer 

Lambert Law and using a double exponential method developed by Paulson and Simpson (1977)), 

compared to turbidity levels and the distance from dredge effects were analysed by comparing 

conditions at increasing distance from the dredge zone.  
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Light attenuation coefficients were calculated and analysed in lieu of the measured PARs because 

of the non-uniform sensor depths at the different monitoring sites. The PAR sensors measured light 

from the benthos and were therefore deployed at different depths (ranging from ~ 4 – 14 m) which 

introduces a depth dependence to the spatial analysis (because light continues to attenuate with 

depth regardless of the turbidity levels, obscuring the dredging impact analysis). Using the 

attenuation coefficients also has the advantage of only considering light reduction in the water 

column and excludes light reduction due to atmospheric conditions (as the Beer Lambert Law 

calculates light attenuation from the surface to depth z). To ensure all depth dependence was 

removed from the spatial analysis, depth effects in the light attenuation coefficients (due to the 

preferential absorption and therefore higher attenuation rates of red light in the surface layers) 

were also investigated.  

 

4.2 Methods 

4.2.1 Light attenuation coefficient  
 

The light attenuation coefficients (k) were calculated using the Beer-Lambert Law (Mobley 2001, 

Devlin et al. 2008, Kirk 2010): 

I𝑧𝑧 = I0 𝑒𝑒−𝑘𝑘𝑧𝑧 ( 10 ) 

where Iz is the subsurface light at depth z, I0 is the surface light (using terrestrial PAR), k is the 

attenuation coefficient, and z is the logger depth derived from the water pressure measurements 

(converted to water depth using the hydrostatic equation). Note that the Beer-Lambert Law 



 

87 
 

(equation 10) is wavelength dependent (Kirk 1977b), however, as our incident radiation 

measurements cover the PAR bandwidth, our attenuation coefficient represents a 300 – 700 nm  

average (derived in Kirk 1977b for natural systems).  

 

All terrestrial PAR values were reduced by 5% to account for the proportion of incident light 

reflected from the sea surface (Sverdrup 1953, Nelson & Smith 1991, Humphrey et al. 2008, Kirk 

2010). To ensure the origin of the incident light was as close to zenith as possible (satisfying the 

condition of the Beer Lambert Law that incident light is normal to the surface) only midday 

measurements (10 am – 2 pm) were used.  

 

Midday k values (also referred to herein as daily values) were calculated using benthic PAR, water 

depth and terrestrial PAR measurements. A k value was calculated for every 10 minute benthic 

reading between 10 am and 2 pm using the Beer-Lambert Law. Because terrestrial PAR 

measurements were every 15 minutes, the benthic readings were matched with the nearest 

terrestrial PAR neighbour, allowing a gap of no more than ten minutes between benthic and 

terrestrial samples. The k values were then averaged to get a single midday k. Negative k values at 

each site (no more than 5 % per site) occurred if a terrestrial PAR measurement was lower than the 

benthic PAR value, due to either logger errors or patchy cloud covering only the terrestrial sensor 

(which is unlikely to prevail over the four hour period), and were therefore removed.  
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Midday k values were compared to midday turbidity averages at each site, and three different 

regression functions were investigated to determine the best fit. Initial visual inspection of the 

relationship, and comparison of R2 and root mean square errors (RMSEs), indicated that the optimal 

regression function was either linear or power, depending on the site. The best fitting function was 

applied at each site and the regression parameters derived from a least squares fit to observations. 

The use of a rational function (polynomial ratios, e.g.𝑓𝑓(𝑥𝑥) = 𝑎𝑎𝑥𝑥/(𝑏𝑏 + 𝑥𝑥)) was also tested at each 

site  (Bolker 2008, Mathworks 2016b). Although rational functions are not commonly applied to 

water quality relationships, their flexible function shape (shape can be either linear or non-linear 

depending on the function parameters) make them useful when investigating the relationship 

between k and turbidity across multiple sites which have different relationships, which would 

otherwise require testing the relationship and possibly changing the regression function at each 

site. To demonstrate the flexibility and performance of the rational function, comparisons were 

made between the rational function and either linear or (non-linear) power regression functions, 

depending on the site (comparisons to the Paulson and Simpson (1977) method are described below 

in section 4.2.3 Double exponential method).  

The three regression functions tested were: 

Rational: 𝑘𝑘�(𝑇𝑇) =    (𝑎𝑎1𝑇𝑇 +  𝑎𝑎2) (𝑇𝑇 +  𝑎𝑎3)⁄  ( 11 ) 

Linear: 𝑘𝑘�(𝑇𝑇) =    𝑏𝑏1𝑇𝑇 +  𝑏𝑏2 ( 12 ) 

Power: 𝑘𝑘�(𝑇𝑇) =    𝑐𝑐1𝑇𝑇𝑐𝑐2 ( 13 ) 

where 𝑘𝑘�  is the predicted light attenuation coefficient, T the turbidity, and a1-3, b1-2 and c1-2 the 

regression parameters which were determined using the curve fitting toolbox in MATLAB 

(Mathworks 2016b).  
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The performance of each regression was investigated by calculating 𝐼𝐼 at depth z (𝐼𝐼𝑧𝑧 ) by substituting 

𝑘𝑘�  from each regression equation into equation 10, e.g.: 

𝐼𝐼𝑧𝑧 = 𝐼𝐼0𝑒𝑒−((𝑎𝑎1𝑇𝑇+ 𝑎𝑎2) (𝑇𝑇+ 𝑎𝑎3))𝑧𝑧⁄   ( 14 ) 

then comparing R2 and RMSE between 𝐼𝐼𝑧𝑧  and measured I𝑧𝑧 (from equation 10) at each site for each 

regression type. The rational function was then used instead of the linear or power function for this 

research due to its performance (see section 4.3.1 Relationship between k and turbidity), its ease 

of use and its flexibility.   

4.2.2 Depth dependence of light absorption 
 

 Based on the theory that the attenuation rate is higher in the surface layers due to the selective 

absorption of light by wavelength (with higher attenuation rates of shorter wavelength red light in 

the surface layers), the depth dependence of the clear water attenuation coefficient at each site (k0,  

i.e. light absorption when turbidity = 0 NTU, calculated from the regression parameters of the 

rational function) was tested. A depth dependence of k0 would lead to a depth dependence of k and 

would interfere with the spatial analysis of dredging impacts, therefore k0 was derived at each site 

using the regression coefficients in equation 11 when T = 0, i.e.:  

𝑘𝑘0 =  𝑎𝑎2 𝑎𝑎3⁄  ( 15 ) 

This relationship between k0 (equation 15) and depth z was then analysed by plotting k0 against 

each site’s average logger depth (see Figure 4-6), fitting a linear regression and calculating R2: 

𝑘𝑘0(𝑧𝑧) =  𝑏𝑏𝑧𝑧 +  𝑘𝑘𝐶𝐶  ( 16 ) 
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where b is the depth coefficient and kc  is k0 at the surface (z = 0 m).  

 

To correct for this depth dependence at each site, k0 was normalised to a single value – average k0 

across all sites, 0.25). The normalised value of 0.25 was chosen as the average: 

𝑘𝑘0(5) =  0.25 = 𝑎𝑎2 𝑎𝑎3⁄   ( 17 ) 

The depth corrected k was then modelled at each site using the ten minute turbidity measurements 

and used in the spatial analysis for more accurate distance to dredge effect investigation: 

𝑘𝑘�𝑑𝑑(𝑇𝑇) =    (𝑎𝑎1𝑇𝑇 +  0.25𝑎𝑎3) (𝑇𝑇 +  𝑎𝑎3)⁄   ( 18 ) 

Paulson and Simpson (1977) have derived an equation to account for the strong wavelength 

selective absorption in the upper layers  

 

4.2.3 Double exponential method 
 

Paulson and Simpson (1977) extended the Beer Lambert Law to a double exponential function, with 

separate terms for the different attenuation rates at the surface (higher attenuation, top 6 m) and 

at deeper layers (lower attenuation, > 10 m): 

𝐼𝐼 𝐼𝐼0⁄� = 𝑅𝑅𝑒𝑒𝑧𝑧 𝜁𝜁1⁄ + (1 − 𝑅𝑅)𝑒𝑒𝑧𝑧 𝜁𝜁2⁄   ( 19 ) 

The 1st term on the right hand side (RHS) represents the higher attenuation of red light in the upper 

6 m, and the 2nd term on the RHS is for the lower attenuation rate of blue-green light at depths > 

10 m. The Paulson Simpson method (referred to herein as PS method) calculated submarine light at 
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increasing depths from the surface to 40 m at single locations, while submarine light data for this 

study are measured at a single depth at each site.  

 

Paulson and Simpson derived the regression parameter values for the 2nd term on the RHS (R and 

ζ2) by a least-squares fit of 

𝐼𝐼 𝐼𝐼0⁄� = (1 − 𝑅𝑅)𝑒𝑒𝑧𝑧 𝜁𝜁2⁄   ( 20 ) 

with observed I/I0 values at site depths > 10 m, then derived a value for ζ2 by a least squares fit of  

𝐼𝐼 𝐼𝐼0⁄� − (1 − 𝑅𝑅)𝑒𝑒𝑧𝑧 𝜁𝜁2⁄ = 𝑅𝑅𝑒𝑒𝑧𝑧/𝜁𝜁1  ( 21 ) 

equation 19 with observed values at depths < 6 m.  

To derive the PS method regression parameters for this study (R, ζ1 and ζ2),  the midday averaged 

(10 am – 2 pm) measured PAR at each site were calculated using data between 21st April – 18 May 

2010 to represent the observed I, and the midday averaged terrestrial PAR were calculated for the 

same observation period to represent the surface light (I0). The dates for the regression calibration 

(21st August – 18 May 2010) were chosen because this was the only period with both terrestrial and 

submarine light data collected prior to dredging. It was important to use ambient submarine PAR 

measurements to ensure minimum water quality variation (and therefore minimum PAR variation 

due to turbidity) existed between sites in an effort to represent multiple depth measurements at a 

single location, and the dredge period data was expected to have maximum PAR variation with 

lower PAR at sites closer to dredging. The adjustments to surface irradiance levels (I0) applied in the 

PS method were not applied here because each daily surface irradiance measurement was the same 
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for all sites (i.e. surface irradiance was represented by terrestrial light measurements made at a 

single location on Barrow Island). 

 

The same method was used to derive the fit parameters as in Paulson and Simpson (1977). A least 

squares fit of equation 20 to the average 𝐼𝐼 𝐼𝐼0⁄�  calculations was performed using sites with depths > 

9.5 m to derive R and ζ2, then a second least squares fit of equation 21 using data at sites < 6 m 

produced a value for ζ1. Once all regression parameters were estimated, the final regression 

(equation 19) was applied to the average 𝐼𝐼 𝐼𝐼0⁄�  for the ambient observation period. To improve the 

fit, the value for ζ1 was adjusted between its 95th confidence interval limits. Once the best fit was 

obtained by adjusting the regression parameters, daily estimates of 𝐼𝐼 𝐼𝐼0⁄�  were calculated at each 

site for the dredge period using equation 19. The method was validated by comparing 𝐼𝐼 to measured 

I  by multiplying both sides by I0 and calculating R2 and RMSE at each site. Comparisons were then 

made between the PS method and the previously described light attenuation and turbidity 

regression methods (i.e. linear / power and rational function) by visual comparison as well as 

comparing the R2 and RMSE from each method.  

 

4.3 Results 

4.3.1 Relationship between k and turbidity 
 

The relationship between daily (midday, 10 am – 2 pm) k and turbidity was investigated at all sites 

visually using scatter plots and quantitatively by calculating R2 and root mean square error (RMSE) 

and the relationship varied between either linear or power depending on the site. Comparison 

between observations and regression using a rational function at each site (due to its flexibility and 
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therefore ease of application) was also tested. There were strong relationships between k and 

turbidity at almost all sites, with R2 = 0.7 for the aggregated sites (Table 4-2 and Figure 4-4), R2 > 0.6 

at 21 of the 25 sites, and median RMSE of 0.1 m-1 across all sites (Table 4-2 and Figure 4-1 and Figure 

4-5 for representative sites). There was very little difference (visually and quantitatively) between 

the linear / power regression relationship and the rational function regression relationship across 

the sites (see Table 4-2 and Figure 4-1) . Moderate relationships (R2 ≥ 0.5) occurred at 92 % of sites 

and strong relationships (R2 ≥ 0.7) at 64 % (Table 4-2). 16 of the 25 sites had median turbidity > 1 

NTU and 14 of those had k > 0.4 m-1, while high turbidity events (> 50 NTU) occurred at 12 sites 

during dredging (Table 4-1). Most of these sites had only 2 – 7 days with high midday turbidity (> 50 

NTU), whereas site MOFA (~ 500 m south of the dredge zone) had the highest with 17 days (Table 

4-1). All of the high turbidity days resulted in k > 1 m-1 at MOFA. For example, three events (~19th 

September, 19th October and 29th October 2010, shown in Figure 4-2  and Figure 4-3 A) coincided 

with k between 1.5 and 3 m-1 (Figure 4-3 A) and complete loss of benthic PAR (Figure 4-2 A and B). 

Lower turbidity events (20 - 50 NTU) resulted in k > 0.5 m-1 and reduced instantaneous daily benthic 

PAR levels < 100 µmol photons m-2 s-1 (Figure 4-2 A, D and B and Figure 4-3 A).   
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Figure 4-1 Relationship between midday light attenuation coefficients (k) and turbidity (black dots) at two sites close to dredging. 
Sites are: (A) LNG0 (0.2 km from dredging) and (B) LNG2 (1.8 km from dredging, also shown in Figure 4-4) with either a linear or 
power fit (black line) and a rational function fit (red broken line). 

 

 

Table 4-1 Dredge period average PAR, median and maximum midday light attenuation coefficients (k) and turbidity, k in clear water 
(k0), and the number of days the midday averaged turbidity exceeded 50 NTU at all study sites and aggregated across all Barrow 
Island sites  
 

Site 
PAR 

(µE m-2 s-1) 
k0 

k (m-1) Turbidity (NTU) 
#days T > 50 NTU 

Median Max Median Max 

All  0.25 0.4 2.3 1.5 187 51 

Northern sites 

AHC 343.8 0.23 0.36 1.1 0.6 20 0 

REFN 378.4 0.18 0.37 1.3 0.9 21 0 

ELS 415.4 0.19 0.37 0.8 0.8 10 0 

ANT 256.7 0.35 0.35 0.5 0.9 9 0 

LOW3 308.7 0.24 0.40 1.4 1.0 16 0 

LOW1 334.2 0.23 0.40 1.0 1.2 13 0 

Southern sites 

LNG0 206.4 0.26 0.44 1.3 2.8 90 3 

LNGA 276.2 0.16 0.46 0.9 3.0 75 2 

LNG1 225.7 0.25 0.42 1.3 2.3 75 3 

LNGB 279.0 0.18 0.44 1.0 2.4 92 3 

LNG2 125.3 0.29 0.42 1.8 2.2 41 0 

LNGC 181.5 0.19 0.44 1.1 2.1 95 5 

MOFA 204.4 0.30 0.53 2.3 3.5 187 17 

MOFC 231.9 0.32 0.42 1.7 2.0 68 3 

MOF1 215.8 0.25 0.47 1.3 2.6 72 7 

MOFB 232.1 0.25 0.43 1.3 2.1 91 3 

MOF3 213.5 0.33 0.40 1.9 1.7 39 0 

LNG3 260.7 0.27 0.40 2.1 1.5 51 1 

TR 223.0 0.31 0.39 2.3 1.3 60 2 
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DUG 269.8 0.24 0.36 2.0 0.8 63 2 

BAT 285.5 0.28 0.37 1.1 0.5 40 0 

REFS 337.9 0.24 0.37 1.9 0.8 28 0 

SBS 331.2 0.26 0.37 0.9 0.9 14 0 

Dredge spoil disposal sites* 

LONE 392.9 0.18 0.36 1.2 0.8 20 0 

DSGS 396.4 0.15 0.36 1.0 1.2 30 0 

* Distance to spoil ground = 0.1 km 

 

Table 4-2 Relationship between midday light attenuation coefficients (k) and turbidity, including function equation, R2 and RMSE for different 
regression functions (either linear or power depending on the site, and rational function), as well as median and maximum k and turbidity, k in 
clear water (k0), and the number of days the midday averaged turbidity exceeded 50 NTU at all study sites and aggregated across all Barrow 
Island sites during dredging 

Site 
Linear or power function Rational function 

Function equation R2 RMSE Function equation R2 RMSE 

All 0.28T0.38 0.65 0.14 (2.3T + 10.15)/(T + 41.2)  0.70 0.13 

AHC 0.04T + 0.23 0.67 0.48 (101T + 567)/(T + 2489)  63.2 301.8 

REFN 0.05T + 0.18 0.75 0.63 (1412T + 5570)/(T + 30.167)  69.4 289.2 

ELS 0.05T + 0.19 0.66 0.54 (226T + 975)/(T + 5019)  44.6 294.6 

ANT 0.02T + 0.30 0.06 0.71 (117T + 2501)/(T + 7248)  42.8 167.7 

LOW3 0.07T + 0.24 0.52 0.69 (1398T + 4849)/(T + 19837)  55.8 173.1 

LOW1 0.06T + 0.23 0.51 0.60 (553T + 2262)/(T + 9958)  38.3 316.5 

LNG0 0.27T0.36 0.66 0.26 (1.7T + 8.7)/(T + 33)  35.7 469.0 

LNGA 0.23T0.35 0.63 0.15 (T + 2)/(T + 11.8)  28.2 610.9 

LNG1 0.23T0.36 0.73 0.21 (1.7T + 7.5)/(T + 30.3)  37.4 473.6 

LNGB 0.24T0.34 0.72 0.17 (1.1T + 2.5)/(T + 13.8)  30.5 536.2 

LNG2 0.04T + 0.3 0.85 0.24 (10.3T + 71.2)/(T + 248)  42.1 399.6 

LNGC 0.26T + 0.34 0.74 0.23 (1.2T + 2.7)/(T + 13.8)  25.2 544.0 

MOFA 0.32T0.4 0.79 0.23 (2.7T + 12)/(T + 39.3)  44.3 365.9 

MOFC 0.30T0.36 0.72 0.37 (1.6T + 4.9)/(T + 19.5)  35.0 400.8 

MOF1 0.32T0.37 0.75 0.39 (2.8T + 17.5)/(T + 55.1)  31.2 402.9 

MOFB 0.28T0.35 0.71 0.39 (1.6T + 6.5)/(T + 25.7)  31.9 406.9 

MOF3 0.04T + 0.33 0.73 0.26 (225T + 1874)/(T + 5677)  65.1 332.2 

LNG3 0.04T + 0.29 0.85 0.32 (7.3T + 39)/(T + 146)  45.6 355.0 

TR 0.04T + 0.32 0.84 0.48 (10T + 71.9)/(T + 234.3)  56.1 250.3 

DUG 0.03T + 0.26 0.77 0.46 (4.4T + 22.1)/(T + 93.5)  56.2 264.1 

BAT 0.38T0.28 0.67 0.59 (1.4T + 3.8)/(T + 13.8)  79.5 170.7 

REFS 0.05T + 0.24 0.82 0.53 (2372T + 10442)/(T + 43224)  58.5 205.4 

SBS 0.04T + 0.26 0.45 0.55 (775T + 5103)/(T + 19818)  58.6 194.4 

LONE 0.04T + 0.18 0.76 0.57 (617T + 2272)/(T + 15090)  47.1 433.6 

DSGS 0.03T + 0.16 0.69 0.52 (4.3T + 21.4)/(T + 141)  44.2 530.9 

* Distance to spoil ground = 0.1 km 
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Figure 4-2 (A) Terrestrial PAR, (B) benthic PAR, (C) turbidity and (D) midday k values at MOFA (see Figure 2-1 for site locations) from 
September to December 2010. Raw terrestrial PAR (measured every 15 min), benthic PAR and turbidity (measured every 10 min) are 
represented by the black lines and midday (averaged between 10:00−14:00 h) values are represented by *. K values in (D) have been 
calculated using the midday terrestrial PAR and benthic PAR, as well as the daily water depth (not shown) in the Beer-Lambert Law 
(equation 10). 
 

In contrast to these high turbidity and k events at site MOFA, one of the furthest reference sites 

REFS (24.4 km south of the dredge zone, Figure 2-1 for site location) had only a few turbidity peaks 

(all of which were < 30 NTU, Figure 4-3 C). Further comparison between MOFA and REFS show that 

MOFA had the highest k of 2.33 m-1 and highest turbidity of 187 NTU of all sites, while REFS had a 

maximum k of 1.86 m-1 and maximum turbidity of 28 NTU (Table 4-1). Despite this, the depth 

corrected clear water k (k0) at MOFA was 0.30 m-1 while at REFS k0 = 0.24 m-1. The correlation 

between turbidity and k at both sites was high (MOFA R2 = 0.81, REFS R2 = 0.82, Table 4-2). 
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Figure 4-3 (A) Time series of midday (10:00−14:00 h) turbidity (primary vertical axis) and light attenuation coefficients (k, secondary vertical axis) at 
MOFA (located ~ 500 m south of dredge zone), (B) scatter plot of turbidity and k at MOFA, (C) time series of midday (10:00−14:00 h) turbidity 
(primary vertical axis) and light attenuation coefficients (k, secondary vertical axis) at reference site REFS, and (D) scatter plot of turbidity and k at 
REFS (~25 km south of dredge zone). See Figure 2-1 for site locations. 

 
 
4.3.2 Particle Size Distribution effects on light attenuation coefficients 
 

The aggregated midday light attenuation coefficients were plotted against midday turbidity for all 

sites (Figure 4-4). To test whether a particle size dependency was influencing light attenuation for 

the Gorgon project, sites were grouped according to site distance and direction from dredging 

(assuming a higher proportion of fine particles were resuspended at sites closer to dredging). The 

MOF and LNG sites located within 1.4 km south of dredging (i.e. excluding site MOF3 and LNG3) 

were grouped together (nearfield sites, blue dots in Figure 4-4) and compared to all other sites 

(farfield sites, red circles in Figure 4-4).  There was no significant difference in the range of light 

attenuation coefficients for the nearfield sites compared to the farfield sites, suggesting no particle 

size dependency in the light attenuation. To verify this, the PSD dependency was tested using 
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different site groupings including LNG sites within 1.4 km compared to all other sites (i.e. MOF sites 

plus all others), MOF sites within 1 km compared to all others, as well as the means and medians of 

all site groupings. These different analysis methods displayed the same results as in Figure 4-4 

therefore are not included.   

 

Figure 4-4 Scatter plot showing the relationship between midday turbidity and light attenuation coefficients for the aggregated data 
during dredging, separated into near field (MOF and LNG sites < 1.4 km south of dredging, blue dots) and far field sites (all other 
sites, red asterix). The inset shows the zoomed region between turbidity = 0 - 4 NTU and k = 0 - 0.5 m-1 as they are difficult to compare 
in the main figure. Sites have been grouped to investigate whether a particle size dependency exists in the light attenuation 
coefficients.  

 

4.3.3 Depth dependence of k 
 

At two of the deeper sites (LNGA and LNGB) high turbidity events did not produce the higher k 

values that occurred at shallower sites (Figure 4-5). Sites LNGA and LNGB (~ 11 m depth, Figure 4-5 

C and D and Table 2-1 for site depths) did not have k > 1 m-1 for corresponding turbidity between 
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10 and 100 NTU. In contrast, at sites LNG2 and LNG3 (6.2 m depth, Figure 4-5 A and B, and Table 

2-1 for site depths), turbidity often exceeded 20 NTU and k values reached 2 m-1, with a linear 

relationship for all turbidity values (R2 = 0.85 and 0.86, Table 4-1). Other shallow sites such as DUG 

(4.6 m) and TR (6.3 m) were within 10 km south-west of the dredging (Figure 2-1 for site locations 

and depths) also had higher corresponding k values of 1.95 m-1 and 2.30 m-1 for higher turbidity 

levels exceeding 20 NTU (Table 4-1).  

 

Figure 4-5 Relationship between turbidity and the light attenuation coefficient (k) at four sites in the dredge impact zone. Sites 
are: (A) LNG2 (7.4 m depth), (B) LNG3 (6.8 m), (C) LNGA (12.2 m depth) and (D) LNGB (11.1 m depth). The k values at LNGB (D) 
and LNGA (C) did not exceed 1 m-1, even for high turbidity levels > 20 NTU, whereas sites LNG2 (A) and LNG3 (B) had linear 
relationships between k and turbidity with higher k values corresponding to high turbidity levels. 
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To investigate this depth dependence of k, the clear water k (k0) at each site was calculated using 

equation 3 and compared to the average dredge period logger depth (Figure 4-6). The result was a 

strong linear relationship with R2 = 0.62. To remove the depth dependence from 𝑘𝑘�  (so that the depth 

dependence did not interfere with the spatial analysis of light conditions during dredging), a single 

k0 value was derived using equation 15, averaged across all sites (k0 = 0.25 m-1), and used to replace 

k0 at each site. 𝑘𝑘�  at each site were then recalculated using equation 18.  

 
Figure 4-6 Clear water light attenuation coefficient (k0, k when turbidity = 0 NTU) plotted against the average of the dredge period 
midday logger depths (z) at each site.   
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4.3.4 Double exponential Paulson Simpson method 

Terrestrial and submarine PAR data collected prior to dredging (21 April – 18 May 2010) were used 

to derive the coefficients of the Paulson and Simpson (1977) method. The regression coefficients 

were R = 0.555, ζ2 = -6.4 m and ζ1 = -2.53 m. To improve the fit to observed I/I0 calculations, ζ1 was 

adjusted to -1.5 m (the lower limit of the 95th confidence interval). Note that Paulson and Simpson report 

ζ2 and ζ1 as positive values although negatives were used in their model. The final regression equation 

was: 

𝐼𝐼 𝐼𝐼0⁄� = 0.55 𝑒𝑒𝑧𝑧/−1.5 + 0.45 𝑒𝑒𝑧𝑧/−6.4  ( 22 ) 

The performance of the PS method to replicate Iz, and comparison between PS method and the 

light attenuation and turbidity regression methods (linear / power and rational function) to 

estimate Iz are presented in  and Figure 4-7. R2 between 𝐼𝐼 and measured Iz using the PS method at 

each site were between 0.15 and 0.71 (median 0.46), and RMSE were between 167 and 611 µE m-2 

s-1 (median 355 µE m-2 s-1, Table 4-3).  In contrast, R2 between 𝐼𝐼 and Iz using the light attenuation 

and turbidity regressions (equations 11 - 12) were between 0.51 and 0.87 and 0.54 and 0.87 

(medians 0.71 and 0.74), respectively, and RMSE were between 26 and 84 µE m-2 s-1 and 25 and 80 

µE m-2 s-1 (medians 51 and 44 µE m-2 s-1, Table 4-3). Scatter plots comparing the three methods are 

presented at representative sites in Figure 4-7. The rational function method and the linear / power 

methods were very similar, with little difference visually or between R2 and RMSE.  
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Table 4-3 R2 and RMSE between modelled 𝐼𝐼 and measured Iz for performance comparison of the three regression functions to 
replicate Iz: linear / power function method and rational function method (which models light attenuation on turbidity), and the 
double exponential Paulson Simpson method (which models light attenuation on depth). 

Site Depth 
(m) 

R2 between Iz model and observations RMSE between Iz model and observations 

Linear / power 
function method 

Rational function 
method PS method 

Linear / power 
function 
method 

Rational function 
method PS method 

Northern sites 

AHC 6.9 0.70 0.70 0.48 62.9 63.2 301.8 

REFN 7.2 0.63 0.64 0.63 74.1 69.4 289.2 

ELS 7 0.73 0.74 0.54 45.9 44.6 294.6 

ANT 3.9 0.87 0.87 0.71 66.5 42.8 167.7 

LOW3 4.5 0.87 0.87 0.69 57.6 55.8 173.1 

LOW1 6.9 0.79 0.79 0.60 41.9 38.3 316.5 

Southern sites 

LNG0 8.6 0.51 0.66 0.26 42.5 35.7 469.0 

LNGA 11.1 0.52 0.55 0.15 30.2 28.2 610.9 

LNG1 8.9 0.63 0.68 0.21 58.7 37.4 473.6 

LNGB 10.2 0.67 0.76 0.17 37.0 30.5 536.2 

LNG2 6.6 0.78 0.79 0.24 46.6 42.1 399.6 

LNGC 10.7 0.74 0.76 0.23 26.1 25.2 544.0 

MOFA 4.9 0.70 0.80 0.23 65.9 44.3 365.9 

MOFC 6.2 0.64 0.72 0.37 42.7 35.0 400.8 

MOF1 6.9 0.71 0.71 0.39 37.7 31.2 402.9 

MOFB 7.5 0.66 0.70 0.39 37.1 31.9 406.9 

MOF3 4.8 0.62 0.62 0.26 65.0 65.1 332.2 

LNG3 6.2 0.78 0.78 0.32 51.1 45.6 355.0 

TR 4.5 0.84 0.84 0.48 59.4 56.1 250.3 

DUG 6 0.76 0.76 0.46 53.9 56.2 264.1 

BAT 3.7 0.73 0.72 0.59 83.7 79.5 170.7 

REFS 5 0.82 0.81 0.53 60.1 58.5 205.4 

SBS 4.7 0.77 0.77 0.55 59.2 58.6 194.4 

Dredge spoil disposal sites* 

LONE 8.5 0.55 0.54 0.57 47.1 47.1 433.6 

DSGS 14 0.55 0.56 0.52 48.6 44.2 530.9 

* Distance to spoil ground = 0.1 km 
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Figure 4-7 Relationship between observed Iz at depth z and modelled 𝐼𝐼 using the three regression methods: linear / power 
comparisons are blue dots, rational function method are red dots and the Paulson Simpson double exponential method are 
orange dots at sites A) LNG0 and B) LNG2 during the dredge period. 

 

4.3.5 Spatial dredging impacts on k and turbidity 
 

Scatterplots of the median midday turbidity and modelled k (depth corrected using equation 18) 

during the dredge period with distance from the dredge zone show a strong decay relationship 

between each variable and distance from dredging (R2 = 0.67 and 0.83 for k and turbidity, 

respectively) (Figure 4-8). Sites within 5 km south-west of dredging had median k between 0.4 and 

0.55 m-1 while sites south-east, north and > 5 km south of dredging (including LONE and DSGS on 

the perimeter of the dredge spoil disposal ground) had median k between 0.36 and 0.4 m-1 (Figure 

4-8 and ). Median midday turbidity during the dredge period at sites within 10 km south-west of 

dredging were between 1.5 and 3.5 NTU (Figure 4-8, Figure 2-1 for site locations and Table 4-1  for 

k values), compared to sites south-east, north and > 10 km south with 0.5 – 1.3 NTU. The two dredge 

spoil disposal perimeter sites (DSGS and LONE located < 10 km south of the dredge zone) had lower 

median turbidity than two sites (DUG and TR) at similar distances but south-west of the dredge zone 

(Figure 4-8 B and Figure 2-1 for site locations).   
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Figure 4-8 Median midday (A) k (depth corrected) and (B) turbidity plotted according to the distance of the site from the dredge zone, with negative 
values north of the dredge zone (which is at the origin) and positive values south. Figures (C) and (D) are the same k and turbidity midday values 
but plotted by absolute distance from dredging with a non-linear (rapid decay) regression fit (showing regression equations and R2 values) and 
only for the southern transect sites (i.e. southern sites excluding the dredge spoil perimeter sites). Impact sites are the MOF and LNG sites located 
within 2 km south of the dredge zone and reference sites are up to 30 km from the dredge zone in both north and south directions (see Figure 
2-1). Non-linear regressions are fitted for k and turbidity at all distances from dredging for the southern transect sites (see Figure 2-1) while linear 
regressions are fitted only for median k and turbidity only for sites ≥ 5 km from dredging (C & D). The linear regressions also have 95 % confidence 
interval regions (grey shaded areas). 

 
 
4.4 Discussion 

This study provides spatial analysis of dredging impacts on the underwater light environment by 

comparing light attenuation at increasing distances from a large scale dredging operation. Obvious 

dredge effects were observed in light attenuation coefficients and turbidity; median attenuation 

coefficients were 1.5 times higher and median (midday) turbidity 4 times higher at sites within 2 – 

5 km south of dredging, compared to all northern sites and sites > 5 km south (see Figure 2-1 for 

site locations) which were unaffected by dredging. There was a strong relationship between light 
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attenuation and turbidity at almost all sites; 24 of the 25 sites had R2 > 0.5 and 17 had R2 ≥ 0.50. 

Median light attenuation coefficients at sites closest to the main dredge zone (within 2 – 5 km) were 

between 0.4 – 0.55 m-1 compared to all other sites which had levels 0.35 – 0.4 m-1. Clear water 

attenuation coefficients (approximate absorption coefficients) for coastal waters across the region 

ranged from 0.16 – 0.35 m-1, similar to the absorption coefficients in the 590 – 650 nm band of the 

spectrum reported by Kirk (2010).  

 

Light attenuation coefficients were used in lieu of measured PARs for spatial analysis of dredging 

impacts, as the non-uniform PAR sensor depths introduces a depth dependence to the spatial 

analysis (depths ranged from ~ 3 – 14 m, see Table 2-1 for sensor depths). Light continues to 

attenuate (by absorption and scattering) with increasing depth and, even in homogenous water 

quality conditions, sensors at different depths will record different PAR levels which would obscure 

the spatial analysis due to the sensor depth variations.  

 

A further advantage of using the attenuation coefficients rather than measured PARs to analyse the 

dredging impacts is that it eliminates variations in irradiance that are not dredge related. For 

example, subsurface irradiance levels also vary due to cloud cover; Anthony et al. (2004) discovered 

that 14 – 17 % of annual benthic light variations were caused by cloud cover (while 74 – 79 % were 

from turbidity and 7 – 10 % due to the tidal cycle).  The relationship between turbidity and light 

attenuation during this study was very similar to Anthony et al.’s results, with R2 = 0.7 for the 

aggregated data (across all sites) and R2 > 0.6 at 21 of 25 sites (Table 4-2). In contrast, previous 
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studies by Sofonia & Unsworth (2010) comparing PAR and turbidity showed a weaker relationship 

with only 41 % variation in PAR due to turbidity. While benthic PAR measurements include all light 

reducing effects, light attenuation measures only the proportion of surface light at depth z and 

therefore only includes the absorption and scattering of light in the water column, not atmospheric 

interference above the surface.  

 

The relationship between light attenuation and turbidity was investigated using three different 

regression functions; linear, power and rational. The use of a linear or a power function was 

determined for each site visually and quantitatively using R2 and root mean square error (RMSE) 

values. Using either function the relationship was strong, with only 4 of the 25 sites with R2 < 0.6. A 

rational function was also used at each site due to its flexibility and ease of use across multiple sites 

with varying regression functions. The form of the linear and power functions are simple and 

commonly used, but offer little flexibility in function shape (i.e. only the slope and intercept change 

for a linear function), but the rational function – although not typically used for water quality 

relationships – are much more flexible in their response to site specific water quality changes. There 

was little difference between the linear or power functions and the rational function, demonstrating 

its flexibility in responding to different, site specific, regression functions. The rational function was 

used as it only requires regression parameters to be changed between sites (and not the actual form 

of the regression) and also enabled investigation and removal of the depth dependence of the light 

attenuation coefficients in the Beer Lambert Law – by comparing and normalising the clear water k 

(k0) at each site (the regression parameters when T = 0) to site depth.  
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The influence of particle size distribution (PSD) on light attenuation was also investigated by 

comparing the light attenuation values at near field sites (< 1.4 km south of dredging) to far field 

sites (all northern sites and southern sites > 1.4 km from dredging) however no effect was found 

(Figure 4-4). This is based on the assumption that dredging creates a higher distribution of fine 

particles at sites close to dredging, wh, as occurred at Cape Lambert and Burrup Peninsula dredging 

projects (Jones et al. 2016). The relationship between particle size and scattering is complex (Davies-

Colley & Smith 2001, Jonasz & Fournier 2007, Bowers et al. 2009, Kirk 2010). Briefly, for suspended 

particles, it is the PSD per volume that affects scattering (Davies-Colley & Smith 2001), and depends 

on both the scattering cross section (projected area of scattered light) and the scattering efficiency 

(scattering cross section divided by geometrical cross section of particle, Kirk 1985) of individual 

particles. The scattering cross section decreases for larger particles but also for very small particles, 

and the ideal attenuation (scattering plus absorption, Jonasz & Fournier 2007) cross section particle 

size is around 1.2 µm according to Davies-Colley (2001). Furthermore, scattering efficiency increases 

rapidly for particle sizes > 1.6 µm but decreases at larger sizes (see Kirk 1985 for detailed 

explanation). The similar attenuation coefficients with site proximity to the dredge zone suggests 

either that there was no / minimal impact of PSD on light attenuation (possibly due to the size of 

the particles / distribution of particles with respect to the scattering cross section and scattering 

efficiency), there was no significant change in PSD at sites closer to dredging, or that there were 

other effects preventing changes in PSDs appearing in the attenuation coefficients. 

 

To ensure that depth dependence was removed as much as possible from the spatial analysis, the 

depth dependence in the attenuation coefficients was also investigated. Light attenuation rates are 
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higher in surface layers, as red light absorption by water is much higher than any other colour – 

resulting in high absorption in the upper layers, and depleted red light in the underlying layers (Kirk 

1977b). The absorption (attenuation) rate of the remaining green-blue light is therefore relatively 

low, causing differences in the attenuation rates at different depths. Analysis of the light 

attenuation coefficients at each site revealed this to be the case – the attenuation coefficients were 

depth dependent; coefficients at two of the deeper sites (LNGA and LNGB at 11 – 12 m) did not 

exceed 1 m-1, unlike sites in a similar location with similarly high turbidity levels (> 20 NTU) but at 

shallower depths (LNG2 and LNG3 at 6 – 7 m), which had linear relationships between turbidity and 

k and k values up to 2 m-1. Comparison of the average clear water attenuation (i.e. absorption by 

water) at each site to the site average sensor depth revealed a strong relationship (R2 = 0.62); 

deeper sites had lower absorption attenuation rates than shallower sites. This is because the 

attenuation coefficients are a vertical average over the water column, and, because attenuation 

rates are higher in the surface layers, shallower sites have relatively higher attenuation rates over 

the water column than the deeper sites. For spatial analysis the attenuation coefficient depth 

dependence was removed by modelling k on turbidity at each site and normalising k0.  

 

Due to this depth dependence of light attenuation, the use of an alternative function was 

investigated which aims to remove any difference in light attenuation rates between shallow and 

deep column layers. Paulson and Simpson (1977) have extended the Beer Lambert Law to a double 

exponential method which uses different exponential coefficients for the upper 6 m of the water 

column and for depths > 10 m. The method first derives the regression coefficients for the deeper 

layers by a least squares fit of an exponential function to observations of surface and submarine 
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irradiance, then a further least squares fit using these derived coefficients to shallow observations 

of surface and submarine irradiance provides regression coefficients for the shallow layers. In 

Paulson and Simpson (1977) submarine light levels are measured at a single location (on multiple 

runs) just beneath the surface and then at increasing depths up to 40 m, whereas the data available 

for this study is measured at a single depth at each location, and the maximum depth is 14 m. 

Although there was a large amount of PAR data across the study region at multiple depths, the 

depths are non-linear and each depth, being at a different location, has possibly different water 

quality conditions to other sites. To minimise the variation in water quality at the different depths, 

only the baseline PAR measurements were used for model calibration, providing approximately 1 

month of data due to the measurement period of the terrestrial light data. This difference in depth 

measurements to Paulson and Simpson (PS) made model calibration challenging and less accurate; 

most of the deeper sites were at ~ 10 m depth and most shallow sites were ~ 5 – 6 m depth. The 

lower performance of the PS method was due to the non-linear depths of the PAR measurements 

and the different water quality conditions for each depth measurement. Although only the baseline 

data was used, there is still variation in water quality conditions between sites due to different 

exposure to waves and the complex flows due to the bathymetry.  

 

For the PS method, median R2 values between modelled 𝐼𝐼 and measured Iz was 0.46 compared to 

median R2 of 0.71 and 0.74 for the light attenuation and turbidity regressions. Also, the median 

RMSE for the PS method was 355 µE m-2 s-1 compared to 51 and 44 µE m-2 s-1 using the other 

regression methods. Although the PS method appears to be an effective alternative to the Beer 

Lambert Law to remove any selective depth dependence in light attenuation rates, it was not 
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suitable for this study due to the method of data collection, with only a single measurement depth 

at each monitoring site. The use of the rational function was chosen as the best method for this 

study to investigate the relationship between light attenuation and turbidity due to its flexibility, its 

ease of use across multiple study sites, and its performance at most sites. The depth dependence 

was removed from the modelled attenuation coefficients by normalising the clear water 

attenuation (attenuation due to absorption), and the resulting modelled attenuation coefficients 

were compared at increasing distance from the dredge zone. Results of the spatial impact of 

dredging (confined to 2 – 5 km south of dredging) were similar to other results in this study and of 

other studies using the same dataset (see Fisher et al. 2015).  
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 Dredge deposition zone  

5.1 Synopsis 

Managing the environmental impacts of dredging requires a good understanding of the spatial 

extent of water quality changes and changes in coral health, and sediment deposition is believed to 

be one of the most harmful consequences of dredging to corals (Bak 1978, Brown et al. 1990, Rogers 

1990) as it further reduces light, smothers corals and requires corals to expend excess energy by 

creating mucus sheets in an attempt to remove the sediment (Bak & Elgershuizen 1976, Cortes & 

Risk 1985, Stafford-Smith 1993, Riegl 1995, Torres 2001, Bégin et al. 2013). Being able to predict the 

spatial scale of potential deposition related impacts near coral reefs is important for dredging 

monitoring and management (Spearman 2015) as it will better inform dredging program design and 

the position of water quality monitoring sites.  

 

During this chapter, a dredge related deposition zone was identified using both in-situ deposition 

data and overburden from the turbidity model described in section Chapter 3. The overburden 

method assumes that excess turbidity during dredging is likely to result in excess dredge related 

deposition – where suspended sediment quickly deposits in-situ, particularly if dredging occurs 

during calm conditions when entrainment hydrodynamics are non-existent. High natural turbidity 

events indicate the presence of turbulent conditions from waves and currents while low natural 

turbidity suggest calm sea states. Any excess measured turbidity above the natural turbidity is 

therefore likely to deposit because the hydrodynamics are insufficient to maintain suspension. The 

model overburden technique (i.e. assessing dredge induced deposition by overburden levels) 

provides an estimate or indication that excess deposition is occurring, and can therefore be used as 
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an early warning to dredge proponents to monitor dredging deposition threshold exceedance 

during future dredge operations.  

 

The relationship between the turbidity model overburden and in-situ deposition data are compared 

in this chapter to validate the use of the overburden method to monitor dredge induced deposition. 

Also, deposition conditions prior to and during dredging are compared to characterise the natural 

and dredge related deposition conditions at Barrow Island, and spatial comparisons of the in-situ 

deposition data and daily overburden levels are compared at increasing distances from the dredge 

zone during dredging for dredge deposition zone identification.  

 

 
5.2 Methods 

 
5.2.1 Overburden (from turbidity model) 
 

The turbidity model detailed in Chapter 3 was used here to estimate turbidity overburden (excess 

turbidity caused solely by dredging) and hence excess deposition due to dredging. Overburden was 

calculated by subtracting the daily averaged modelled turbidity (natural turbidity) from the daily 

averaged measured turbidity (natural + dredge turbidity) at each site. The spatial impacts of 

deposition caused by dredging were then analysed by comparing the overburden at each site with 

the site distance from the dredge zone.  

 



 

113 
 

The use of the overburden technique to monitor dredge related deposition threshold exceedance 

was analysed by comparing daily overburden to daily averaged SSD at each site as measured by the 

deposition sensor. As small overburden values could be caused by model errors, and deposition 

threshold exceedance is more likely to coincide with large overburden values, we also compared 

the daily overburden to daily averaged SSD only on days which had high overburden (> 5 NTU).  

 

5.2.2 Daily surface sediment density (SSD) 
 

The deposition optical backscatter sensor (OBS), from which the SSD measurements are derived, 

has a two hour wiper which removes accumulated sediment on the sensor surface (see section 2.2.1 

Turbidity and deposition measurements and calibration). This periodic SSD removal creates a 

sawtooth pattern in the data (for example Figure 5-1) where, during accumulation events, sediment 

continues to accumulate on the sensor, increasing the deposition reading (in mg cm-2), during the 

two hours between wiper activation. When the wiper activates, the sensor readings return to zero 

as all sediment is removed from the sensor. This sawtooth pattern was used to help identify 

significant accumulation events in the Barrow Island SSD data due to the size of the time-series and 

the difficulty identifying the two hourly sawtooth pattern in the raw data. Wavelet analysis (similar 

to the wavelet analysis used in the temporal analysis of turbidity data described in Chapter 3, 

section 3.2.2) can detect the two hourly periodic pattern and is easily identifiable in the wavelet 

analysis results as a dominant periodic event in the SSD data.  
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Figure 5-1 An example of the sawtooth pattern occurring in the SSD data during significant sediment accumulation events. 
Sediment deposits onto the sensor and accumulates every ten minutes during the two hours between sensor wiper activation 
(represented by the wiper off in the figure). The wiper removes any sediment or particles which have accumulated on the upwards 
facing optical backscatter sensor, returning the sensor reading to zero and thereby creating a sawtooth pattern. If this sawtooth 
pattern is present, it allows a deposition rate to be calculated from the slope for every two hour accumulation event (which has 
been normalised to a 24 hour period, secondary Y axis in units of mg cm-2 d-1). (Whinney et al. 2017) 

As well as the spectral analysis of the SSD data to detect accumulation events, the SSD were also 

converted to daily measurements by averaging the daily values. To avoid false averages, no daily 

value was recorded if more than 20% of the data points per day were missing. 

 
5.3 Results 

5.3.1 Surface sediment density 
 
 

There was a large gradient in average SSD with increasing distance from the primary dredging sites 

(shown in Figure 5-2 in 2 dimensions and Figure 5-8 B in 3 dimensions – with time as an extra 

dimension). Average dredge period SSD values within a few km south of the dredging area was up 

to 7 times higher than the northern sites and sites > 5 km south (Figure 5-2). Sites within 5 km south 

had average dredge period SSD between 0.15 and 0.75 mg cm-2 (Figure 5-2) and maximum daily SSD 

up to 13 mg cm-2 (Figure 5-8 B and Table 5-1). All northern sites and sites > 5 km south had average 
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dredge period SSD < 0.1 mg cm-2 (similar to average baseline levels of between 0 and 0.2 mg cm-2, 

Figure 5-2 and Table 5-1) and maximum daily SSD up to 6 mg cm-2 (Figure 5-8 B).  Higher average SSD 

at some sites during the baseline period (Figure 5-2, white circles near dredge zone) could be caused 

by variations in sensor deployment lengths resulting in exclusion of high natural resuspension to 

deposition events from the time series.  

 

Figure 5-2 Average daily SSD (mg cm-2) during the baseline period (white circles) and dredge period (black circles) during the Barrow 
Island project plotted according to the distance of the sites from the dredge zone, with negative values north of the dredge zone 
(which is at the origin) and positive values to the south. 
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Table 5-1 Summary table showing mean, median and maximum SSD during the baseline and dredging periods listed according to 
site distances (km) from north to south of the dredge zone (with dredging at origin). The dredge spoil disposal ground sites are also 
listed; site LONE was 4.2 km south and site DSGS was 9.2 km south of the primary site of dredging and both were also 0.1 km from 
the dredge material placement site (Figure 2-1). 

Sites Distance (km) 

SSD (mg cm-2) 

Baseline Dredge 

Mean Median Max Mean Median Max 

Northern sites 

AHC 32.8 0.09 0.05 1.11 0.06 0.03 0.59 

REFN 28 0.03 0.03 0.07 0.03 0.01 0.61 

ELS 21 0.04 0.03 0.12 0.03 0.02 0.55 

ANT 8.8 0.06 0.03 0.96 0.01 0.01 0.41 

DIW 6.5 0.06 0.04 0.56 0.05 0.02 5.15 

LOW 1.9 0.04 0.02 0.78 0.02 0.01 0.99 

LOW1 1.6 0.03 0.00 0.51 0.06 0.04 0.56 

Southern sites 

LNG0 0.2 0.06 0.02 1.07 0.53 0.12 12.73 

LNGA 0.3 0.21 0.15 1.84 0.34 0.12 4.39 

LNG1 0.5 0.19 0.11 2.22 0.36 0.12 6.27 

LNGB 0.7 0.11 0.09 0.45 0.19 0.06 6.45 

MOFA 0.6 0.10 0.08 0.26 0.26 0.08 6.71 

MOFC 0.7 0.18 0.12 2.00 0.41 0.15 10.02 

MOF1 0.8 0.16 0.06 3.05 0.32 0.16 4.52 

MOFB 1 0.03 0.02 0.33 0.22 0.06 12.11 

LNG2 1 0.14 0.08 1.83 0.15 0.06 4.43 

LNGC 1.4 0.03 0.01 0.21 0.21 0.07 4.56 

MOF3 1.5 0.13 0.05 4.22 0.22 0.07 6.63 

LNG3 4 0.09 0.05 1.68 0.19 0.10 1.41 

TR 5 0.06 0.02 2.10 0.06 0.03 1.30 

DUG 9.2 0.14 0.04 1.80 0.06 0.02 1.06 

BAT 15 0.05 0.02 1.75 0.06 0.04 0.98 

REFS 24 0.09 0.06 0.28 0.03 0.02 0.51 

SBS 30 0.09 0.01 3.04 0.04 0.02 0.44 

Dredge spoil disposal sites 

LONE 4.2 0.12 0.05 5.11 0.07 0.03 1.06 

DSGS 9.2 0.07 0.06 0.53 0.04 0.02 0.66 

* Distance to spoil ground = 0.1 km 

 

A wavelet analysis technique was used to identify significant SSD events, however it was discovered 

that the deposition sensor underestimated accumulated sediment (Figure 5-4). The wavelet analysis 

technique is possible due to the sawtooth pattern occurring during accumulation events (Figure 5-4 

A). Every two hours the antifouling wiper of the upwards facing OBS removes sediment that has 
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accumulated on the sensor surface, which resets the sensor reading to zero, creating a sawtooth 

pattern in the data indicative of sediment accumulation (Figure 5-4A). The sawtooth patterns 

appear as uniquely coloured stripes, shown in Figure 5-4 B for the site MOFC, where the yellow 

vertical bands represent 5 × 2 h cycles (and harmonics at 1, 0.5, 0.25 h) over a 10 h period. Such 

occurrences were rare and further inspection of the raw data demonstrated that there were 

frequently periods when sediment accumulated on the flat sensor, moved off, and resettled again 

within the 2 h accumulation period (an example is presented in Figure 5-3). This created a broken 

sawtooth pattern and no 2 hourly period bands were evident in the spectral data, which prevented 

calculaton of a sedimentation rate for each 2 h period. For this reason a different method was used 

to calculate SSD – by averaging the 10 minute SSD measurement over the day, providing an index 

of sediment deposition as mg cm-2. 

 



 

118 
 

Figure 5-3 SSD data at MOFA demonstrating the rapid removal of accumulated sediment during a two hour accumulation period 
(i.e. between the two hour antifoul sensor wiper activation). Sediment has deposited on the sensor and begins accumulating 
every ten minutes. After one hour (i.e. 7 data points represented by the orange dots), some accumulated sediment is removed 
from the sensor, decreasing the SSD value and disrupting the sawtooth pattern and preventing calculation of deposition rate.  

 

 

Figure 5-4 (A) Turbidity (black line) and deposition (orange line) at site MOFC from 19-20 August 2010, demonstrating the sawtooth 
pattern in the deposition data resulting from sediment accumulation and wiper action, and (B) the wavelet transform of the sawtooth 
pattern in deposition data, showing higher energy (yellow bands) in the 2,1 and half hour periods. 
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5.3.2 Overburden 
 

By subtracting daily model estimates from the measured turbidity during dredging, the overburden 

could provide a monitoring tool to estimate excess turbidity and deposition induced solely by 

dredging. Average daily overburden was calculated for the Barrow Island sites (no dredging 

occurred at Hay Point). Daily overburden – up to ~5 NTU and maximum of up to ~70 NTU – was 

higher at sites close to dredging and decreased with increasing distance from dredging (Figure 5-5 

and Table 5-2). Sites within 10 km south of the dredge zone, such as MOF1 (0.8 km from dredging) and 

LNG0 (0.2 km from dredging) with average overburden between 3.3 and 4.4 NTU (Table 5-2), had 

higher and more frequent overburden events during dredging in contrast to northern sites and sites 

> 10 km south (shown in Figure 5-5 in 2 dimensions and Figure 5-8 A in 3 dimensions (with time as 

an extra dimension)). Sites within 2 km north, and sites >10 km north and south of the dredging had 

average dredge period overburden ≤ 0 NTU, equivalent to or less than typical baseline period 

overburden across all sites (≤ 0.5 NTU, Figure 5-5 and Table 5-2). The negative overburden values 

occur when daily measured turbidity > daily modelled turbidity and are likely a result of model error.  

The dredge spoil disposal perimeter site LONE (located south-east of the dredge zone, Figure 2-1) 

had infrequent overburden events > 2 NTU and low average overburden of 0.03 NTU, similar to the 

most southern reference sites and all sites during the baseline period (Figure 5-5 and Table 5-2). 
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Figure 5-5 Daily average overburden (NTU) during the baseline period (white circles) and dredge period (black circles) during the 
Barrow Island project plotted according to the distance (km, see Figure 2-1) of the sites from the dredge zone, with negative 
values north of the dredge zone (which is at the origin) and positive values to the south. 
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Table 5-2 Summary table showing mean and maximum overburden (i.e. difference between measured and modelled turbidity in 
NTU) during the dredge period (overburden is only calculated during dredging), listed according to site distances (km) from north to 
south of the dredge zone (with dredging at origin). The dredge spoil disposal ground sites are also listed; site LONE was 4.2 km south 
and site DSGS was 9.2 km south of the primary site of dredging and both were also 0.1 km from the dredge material placement site 
(Figure 2-1). 

Sites Distance (km)  
Daily overburden (NTU) 

Max Mean 

Northern sites 

AHC 32.8 6.29 -1.35 

REFN 28 2.13 -3.01 

ELS 21 0.04 -3.07 

ANT 8.8 9.44 0.15 

DIW 6.5 12.94 0.18 

LOW 1.9 7.35 -0.49 

LOW1 1.6 6.95 -1.1 

Southern sites 

LNG0 0.2 57.22 4.37 

LNGA 0.3 48.77 3.14 

LNG1 0.5 41.56 1.07 

LNGB 0.7 70.15 1.48 

MOFA 0.6 134.11 4.81 

MOFC 0.7 116.39 4.84 

MOF1 0.8 70.63 3.29 

MOFB 1 64.82 2.19 

LNG2 1 23.92 0.4 

LNGC 1.4 50.57 -0.3 

MOF3 1.5 29.38 1.57 

LNG3 4 32.04 1.4 

TR 5 32.7 1.55 

DUG 9.2 42.1 1.41 

BAT 15 12.14 -1.03 

REFS 24 4.97 -1.6 

SBS 30 3.1 -2.45 

Dredge spoil disposal sites 

LONE 4.2 6.43 0.03 

DSGS 9.2 15.16 0.74 

             
* Distance to spoil ground = 0.1 km 
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5.3.3 Surface sediment density and overburden 
 

The relationship between daily average SSD and daily overburden was weak (R2 ≈ 0) across all 

Barrow Island sites, however the relationship improved significantly at two sites (DUG and DSGS, 

see Figure 2-1 for site locations) when only higher overburden (>5 NTU) days were analysed (Figure 

5-6). At site DUG, the R2 increased from 0 to 0.5 and at site DSGS from 0 to 0.7 (Figure 5-6). The 

relationship remained weak at all other modelled sites. Sites > 10 km south and the two northern 

modelled sites (AHC and ANT) had < 5 days with overburden > 5 NTU while sites within 10 km south 

of dredging had between 0 and 117 days with overburden > 5 NTU. Comparisons between 

overburden and the following day SSD in case deposition of excess turbidity was delayed, however 

no improvement was found in the R2 values.  
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Figure 5-6 Overburden and daily averaged surface sediment density comparing all overburden values (black circles) and only days 
when overburden > 5 NTU (orange circles) at sites DUG (A) and DSGS (B). The relationship improved significantly at both sites when 
comparing overburden and SSD only on days when overburden > 5 NTU, from R2 = 0 (typical of all sites) to R2 = 0.5 at DUG and R2 = 
0.7 at DSGS. 
 
Most sites had a few instances with corresponding peaks in both overburden and deposition, however these 

were rare (see Figure 5-7) and due to storm activity, for example on 10 May 2011 at site DUG (Figure 5-7 A) 

during the highest overburden (> 140 NTU) event. MOF1 also had high overburden during this storm (up to 

400 NTU, Figure 5-7 B), however there were no peaks in SSD. The highest peaks in SSD at site DUG (~1 mg 

cm-2) occurred in early November 2010 and mid-April 2011 (Figure 5-7 A). There were higher (~4 mg cm-2) 

and more frequent SSD peaks at site MOF1 (Figure 5-7 B), with only a few peaks corresponding to high 

overburden (up to 70 NTU) events in July and September 2011.  



 

124 
 

 

Figure 5-7 Daily averaged SSD (solid line) and daily overburden (broken line) at site DUG (A, 9.3 km south of the dredge zone) and 
MOF1 (B, 0.8 km of dredge zone and on the perimeter of the spoil disposal ground) during the dredge period. Corresponding 
peaks in SSD and overburden occurred at DUG (A) during a storm ~ mid May 2011, and corresponding peaks in SSD and overburden 
occurred at MOF1 (B) in July and September 2011, but not during the storm in mid May 2011. Higher and more frequent peaks in 
SSD occurred at MOF1 (B) than at DUG (A).  
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Figure 5-8 Daily overburden (A) and daily averaged sediment surface density (B) at Barrow Island sites from December 2007 to 
December 2011 plotted according to the distance of site from the dredge zone. Negative values are north of the dredge zone 
(which is at origin) and positive values are south. The black dotted line separates the baseline period (December 2007 to 19 May 
2010) and dredge period (19 May 2010 to December 2011). 
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5.4 Discussion 

 

Understanding the spatial extent of dredging impacts, particularly deposition events studied in-situ, 

is important in managing and mitigating their environmental impacts. This study demonstrated, 

using two different analysis methods, a clear deposition zone confined to within 2 – 5 km of 

dredging during 18 months of dredging at Barrow Island.  Sites within 1 km north and 5 km south of 

the main dredge zone had median deposition levels up to 7 times higher and median overburden 

(dredge related turbidity) 3 – 4 times higher than reference sites further north and south. The 

reference sites had deposition and overburden levels similar to baseline (background) conditions. 

No significant deposition events occurred at two sites on the perimeter of the spoil disposal site, 

however this could be attributed to site placement. As explained in Fisher et al. (2015), these in-situ 

benthic spatial impacts of dredging are confined to a much smaller area than the spatial extent of 

the dredge plume analysed from satellite images and described in Evans et al. (2012).  

 

A novel turbidity modelling technique was investigated to simplify deposition monitoring during 

dredge operations. Additional monitoring is required during a dredge operation if pre-determined 

water quality thresholds, set during the approvals process to minimise the environmental impact of 

the dredge, are exceeded (for example Chevron Australia Pty Ltd 2011a). The ability for turbidity 

and hydrodynamic data to predict potential deposition events by using the turbidity model would 

replace the need for additional data collection and monitoring (e.g. sediment trap deployment, see 

below). The use of the model to predict dredge related deposition events was tested at each Barrow 

Island site (no dredging occurred during the Hay Point study) by comparing the overburden with 

the daily in-situ SSD. Unfortunately, due to the clear ambient conditions at Barrow Island, model 
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performance was inadequate for this purpose. As a result the use of the model to predict dredge 

related deposition events could not be assessed at the Barrow Island sites and requires further 

testing.  

 

Despite the poorer model performance at the Barrow Island sites, further investigation of model 

use for monitoring excess dredge related deposition is worthwhile. For one, the relationship 

between overburden and SSD – used to validate the use of the model to predict dredge related 

deposition – improved significantly at 2 sites, DUG and DSGS, from R2 = 0 to 0.5 and 0.7 (overburden 

> 5 NTU is likely to result in deposition levels significant to coral health). Both of these sites are 

located at the same latitude on the southern tip of Barrow Island (see Figure 2-1) and are probably 

more exposed to waves and tidal currents (see Hubbert et al. 2005) but are deep enough (with 

sensor depths of 5.5 m and 14 m, respectively – see Chevron Australia Pty Ltd 2011a for sensor 

depths) that wind driven water motion may not remove sediment from the deposition sensor plate 

as easily as the shallower sites further south (for example Wolanski et al. (2005) reported waves 

affecting only shallow sites < ~ 5.5 m on the leeward side of an island). Also, although the model 

performance was weak during the clear water Barrow Island study, the model performed well at 

most sites when applied to the more turbid environment of Hay Point (Queensland) (see Figure 

2-1). The higher performance of the model at Hay Point demonstrates that the model is able to 

successfully predict natural turbidity events and therefore could estimate dredge related deposition 

levels when used in a more turbid environment.  
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Accurate deposition measurements are also necessary to assess the use of the model to predict and 

manage dredging deposition. The deposition sensor used during the Barrow Island study likely 

underestimated daily deposition levels due to the flat sensor plate; water motion could easily 

remove deposited sediment from the plate when it would normally remain on the rougher, more 

porous coral surfaces (Ridd et al. 2001, Chevron Australia Pty Ltd 2011a). Problems with the sensor 

were evident by infrequent sawtooth patterns occurring at sites close to the dredge zone despite 

high turbidity and deposition levels. The sawtooth pattern occurs when sediment accumulates on 

the plate and is wiped away every two hours (figure 2, Thomas & Ridd 2005), however sediment 

rapidly removed from the sensor plate disrupted this sawtooth pattern. Although sites close to the 

dredge zone had average deposition 4 to 5 times higher than sites > 2 km away, there were few 

sawtooth patterns in the data.  

 

Despite data from the deposition sensor not being used throughout the project due to perceived 

doubts of its veracity, the data is still reliable for comparisons between sites and between pre-

dredge and dredge conditions. Sediment accumulation levels may be lower than expected, but 

overall there were strong similarities to spatial trends using other analysis methods in this thesis, as 

well as by Fisher et al (2015) using the same dataset, and compared to other case studies into the 

impacts of dredging near coral reefs (Erftemeijer et al. 2012). Sites within 2 km of dredging had 

maximum daily SSD just over double the maximum daily SSD at sites > 2 km away. Similar results 

were found by Kettle et al. (2001); deposition rates of 500 mg cm-2 d-1 within 500 m of dredging at 

Cleveland Bay were 10 times higher than sites 1.5 km from dredging, falling to 50 mg cm-2 d-1 at 1.5 

km radius. Furthermore, during dredging in Mermaid Sound, Dampier Archipelago in 2004, Stoddart 
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& Anstee  (2004) found that coral mortality was confined to within 1 km of dredging, with average 

turbidity levels decreasing from 3.75 NTU to 1.24 NTU at the far field sites. Likewise Blakeway (2004)  

reported that Woodside found coral mortality was confined to 2 sites within 1.3 km. Monitoring 

changes in deposition levels during dredging requires comparisons to reference sites and/or 

ambient conditions prior to dredging, therefore relative daily SSD levels are sufficient for managing 

the impacts of dredging on the benthos.  

 

To overcome problems with reduced absolute SSD levels, a new deposition sensor has since been 

developed by the James Cook University Geophysics Lab. The new sensor resolves issues by using 

an indented surface to better mimic coral surfaces and by increasing the number of sensors (see 

(Whinney et al. 2017)). Regular sawtooth patterns were observed for a range of turbidity levels 

using the new sensor.  
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 Conclusion 

 
6.1 Summary of work 

 

This thesis studied the spatial and temporal water quality changes during a large scale capital (~ 7.6 

Mm3) dredging operation on the eastern side of Barrow Island, Western Australia, during 

construction of a materials offloading facility and LNG jetty for development of the Gorgon LNG 

plant – the largest single resources project in Australia’s history. The comprehensive analysis used 

the largest global temporal and spatial water quality dataset ever collected prior to and during 

dredging, with 29 sites collecting water quality and water pressure measurements every 10 minutes 

along a 60 km north / south transect for up to 4 years. Dredging occurred for 18 months from 19 

May 2010 – 31 November 2011.  

 

The site locations of the Gorgon project allowed us for the first time to determine the spatial extent 

of the dredge impacts because there were many sites located within a few kilometres from the 

dredge so that gradients in turbidity, light, and sediment deposition could be measured and 

unequivocally related to dredging. We have now been able to very accurately determine the extent 

of the dredge impact field perhaps for the first time in Australia, and certainly for a location affecting 

corals.  

 

Turbidity, light attenuation and sediment deposition conditions at Barrow Island were described 

prior to and during dredging, and spatially at increasing site distance from the dredge zone.  
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Turbidity metrics were up to 4 – 6 x higher, median light attenuation coefficients 1.5 x higher, 

median deposition levels up to 7 x higher and median overburden (dredge related turbidity, 

calculated using a simple statistical turbidity model which estimates natural turbidity during 

dredging) 3 – 4 x higher at sites within 2 – 5 km south of dredging. All northern sites and sites > 5 

km south of dredging were unaffected by the dredge, as were the 2 dredge spoil disposal perimeter 

sites, located ~ 0.1 km from the spoil ground and 4.2 and 9.2 km south east of the main dredge 

zone.  

 

Barrow Island is typically a clear water environment, with mean ambient turbidity levels 0.8 – 2.7 

NTU and 1 – 7 NTU during dredging. During the baseline period turbidity metrics did not vary much 

with increasing site distance from the dredge zone, however during dredging mean, maximum and 

standard deviation levels were up to 5 x higher at the sites close to dredging, with maximums up to 

550 NTU and maximum daily averaged turbidity up to 153 NTU.  

 

Further temporal and spatial analysis of turbidity data included a running mean analysis over 

increasing temporal scales and spectral analysis – comparing conditions prior to and during 

dredging as well as at increasing distances from dredging. The running mean analysis revealed that 

sites close to the dredge zone had significantly higher average turbidity, even using a 30 day running 

mean window size, than the northern sites and sites > 5 km south). For example, at a site 0.5 km 

south of dredging the maximum of the 30 day running mean was greater than the maximum hourly 

mean during the baseline period. During dredging, the frequency of turbidity increases was also 
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evident in the running mean analysis with the 95th and 80th percentiles increasing with increasing 

running mean window sizes – requiring the presence of turbidity peaks in the larger window sizes.  

 

The spectral analysis at Barrow Island decomposed the natural resuspension events into their 

periodic constituents – semi-diurnal, diurnal, spring-neap tide, as well as the presence of the weaker 

10 day synoptic and Madden Julian Oscillation. The appearance of the semi-diurnal peak in the wave 

spectra and during the baseline period in the turbidity spectra suggests that the twice daily low 

water height amplifies wave resuspension, and the strengthening of the semi-diurnal peak during 

dredging at sites within 2 km of the dredge zone suggests that horizontal advection occurred at 

these sites.  

 

A simple, statistical turbidity model was developed and tested in 2 different hydrodynamic settings 

– the clear waters of Barrow Island and the more turbid energetic waters of Hay Point, Queensland. 

The purpose of the model is to estimate natural turbidity, caused by waves and tides, using a simple 

model requiring collection of only 2 variables – in place of the more complex three dimensional 

hydrodynamic models typically used during dredging operations. The model can decouple the 

natural and dredge related sediment plume advection, which is useful for monitoring dredge related 

turbidity threshold exceedance as well as improving our understanding of turbidity changes during 

dredging. The model was successful at estimating daily turbidity at a few of the Hay Point and 

Barrow Island sites, with R2 > 0.5 between modelled and measured turbidity at 83% of sites during 

the model test phase at Hay Point (although model skill scores were > 0.5 at only 1 site during the 
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test phase), and 38 % of Barrow Island sites had R2 > 0.5 at Barrow Island and , but improvements 

could be made to both the input data and possibly more sophisticated parameter estimation tools 

(such as Bayesian analysis).  

 

The study of light levels during dredging shows that impacts were confined to sites < 5 km south of 

dredging while all northern sites and sites > 5 km south unaffected by dredging. It demonstrates 

spatial differences in both the magnitude of impacts (light attenuation was 1.5 x higher at sites 

directly affected by dredging), and the duration of reduced light levels (sites close to dredging 

experienced low light conditions for over 150 consecutive days). A method was successfully used to 

remove the depth dependence from light analysis (for studies where sensors are placed at non-

uniform depths) to ensure spatial results were not obscured by differences in light sensor depths. 

The use of light attenuation coefficients is also useful for eliminating non-dredge parameters 

affecting submarine light levels, such as cloud cover. Further detailed spatial and temporal analysis 

of turbidity and SSC during this dredging project can be found in Fisher et al. (2015) and Jones et al. 

(2015). 

 

A clear dredge related deposition zone, analysed using daily averaged SSD and turbidity model 

overburden (i.e. dredge related turbidity), was also confined to within 2−5 km south of dredging. 

The use of the turbidity model to estimate dredge related deposition and as a deposition threshold 

exceedance monitoring tool was investigated by comparing daily SSD measurements to the daily 

overburden values. Unfortunately due to low model performance in the clear water Barrow Island 
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waters, and the deposition sensor underestimating accumulated deposition, results are 

inconclusive. Despite this, there is still potential for the model to estimate dredge related deposition 

(and turbidity) and to monitor deposition threshold exceedance during future dredging operations; 

model performance was strong in the more turbid Hay Point environment, and the relationship 

between SSD and overburden improved significantly at 2 of the southern sites (R2 increased from ~ 

0 to 0.5 and 0.7) when using only high overburden days (> 5 NTU, which are more likely to result in 

deposition events).  

 

6.2 Recommendations and future work 

 

This research has provided a good basis for both spatial and temporal analysis methods, for studying 

light levels during dredging programs, for modelling light levels during future dredging operations, 

and for future threshold exceedance monitoring tools to be used during future dredging operations. 

The primary recommendation is that a high density of in-situ water quality monitoring sites are 

placed close to the dredge zone during future dredging operations to increase our understanding 

of dredging impacts. Previous studies into dredging impacts at Cape Lambert and Burrup Peninsula 

on the north west shelf did not find a similarly well-defined distance to dredge effects, but this could 

be because there were fewer monitoring sites deployed close to dredging rather than a lack of water 

quality spatial gradient during dredging operations (Fisher et al. 2015).  

 

Due to the importance of distance to dredge impacts for the EIA process and while monitoring 

dredging impacts, it should also be recommended in the future that monitoring sites always be 
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located in geometrically increasing spacing's from within a few hundred meters of a dredge 

operation, and that a suite of oceanographic instruments be deployed to enhance our 

understanding of dredging impacts. This will enable the dredge impact field to be determined - even 

if there are no biologically sensitive sites at those close-in locations. 

 

Also the performance of the turbidity model in different hydrodynamic settings, particularly during 

a dredge operation, is recommended to investigate the use of the model to monitor dredge related 

turbidity and deposition threshold exceedance. If the model is tested during a dredge operation, 

the new deposition sensor developed at the James Cook University Marine Geophysics Lab 

(Whinney et al. 2017) should also be deployed and used to validate the use of the model overburden 

in detecting dredge related deposition. The calculated overburden from the turbidity model 

(difference between measured and modelled turbidity) can be used to monitor excess dredge 

related turbidity – which can lead to excess dredge related deposition – however this method needs 

to be validated using accurate in-situ deposition measurements. The new deposition sensor is much 

more accurate than methods currently used and is therefore an important tool (see Whinney et al. 

2017) to not only monitor deposition events during dredging and characterise dredge related 

deposition zones but to validate the overburden method and determine deposition levels caused 

solely by dredging.  
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Appendix A Turbidity running mean percentiles Barrow Island 

The remaining running mean turbidity figures from the other Barrow Island sites are presented 

here. Running mean figures for representative sites are shown and discussed in Chapter 3.  
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Figure A-1 Turbidity running mean percentiles at remaining Barrow Island monitoring sites (excluding sites LNG0, MOFA, MOFC, SBS and DSGS 
which are presented in Figure 3-8. The running mean percentile analysis used increasing window sizes (from 1 hour to 30 days) comparing the 
baseline (dotted lines) and dredge periods (solid lines). The four lines for each period (baseline and dredge) are the maximum, 99th, 95th and 80th 
percentiles. Starting from the left of each figure to the right are the different running mean window sizes. Note that the 95th percentiles (black 
solid and broken line) represent the intensity of turbidity events. Only sites with data during both the baseline and dredging monitoring phases 
are included. Site codes are included in the top left of each figure. 
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Appendix B Turbidity model Barrow Island and Hay Point 

Turbidity model as well as daily measured turbidity, model residuals (which is also the model 

overburden at the Barrow Island sites), and all model terms (with parameters applied) for the 

remaining Hay Point and Barrow Island sites are displayed here. See Chapter 3 section 3.3.3 for the 

model at representative Hay Point and Barrow Island sites.  

Hay Point Sites: 
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Hay Point project. Turbidity model (equation 5) performance at remaining Hay Point monitoring sites (excluding Hay Point Reef, Round Top 
Island and Slade Islet which are presented in Figure 3-4) during the baseline train (left of the dotted line) and test (right of the dotted line) periods 
showing (from top to bottom): the modelled (black line) and measured (orange line) turbidity levels, the residual turbidity, then each model term 
(with parameters applied) including RMS pressure fluctuations to represent the motion of surface gravity waves on the sea floor at time t (wave 
(t)), RMS pressure fluctuations from the previous day (wave(t-1)), water height at time t, tidal current quasi estimates at time t and tidal range at 
time t, all in units of NTU.  The top panel showing measured and modelled turbidity is the same in all figures and has been truncated to 50 NTU 
to show the smaller modelled turbidity levels. Site names are included at the top left of each figure 
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Barrow Island sites: 
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Figure B-1 Turbidity model (equation 5) performance at the remaining Barrow Island monitoring sites (excluding LONE, MOF1, LNG0, AHC, and 
DUG which are presented in Figure 3-5) during the baseline train (left of the dotted line), test (between dotted and solid lines), and dredge period 
(right of the solid line) showing (from top to bottom): the modelled (black line) and measured (orange line) turbidity levels, residual turbidity, or 
‘overburden’ (which is the difference between the measured and modelled turbidity), and each model term (with parameters applied) including: 
waves at time t, waves from the previous day (i.e. waves at t-1), water height at time t, tidal current at time t, tidal range at time t and wind at 
time t, all in units of NTU. The top panel showing measured and modelled turbidity has the same scale in all 5 figures, truncated to 50 NTU to 
show the smaller modelled turbidity events (most of which are < 10 NTU during the baseline period). Site codes are included in the top left of 
each figure 
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Appendix C Turbidity spectral analysis for Barrow Island 

Wavelet analysis of turbidity at remaining Barrow Island sites. Other representative sites are 

included in Figure 3-12, Chapter 3 section 3.3.5.   
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Figure C-1 Wavelet analysis of turbidity for the remaining Barrow Island sites (except sites LNG1, MOF, DUG and SBS which are presented in 
Figure 3-12). The three panels of each figure are: wavelet spectrum (top left), global wavelet spectrum (top right) and original time series (bottom). 
Areas of high energy are yellow, and low energy are light blue and green. The darker blue horizontal areas are gaps in the time series, and the 
grey curved area between the top and bottom plots is outside the cone of influence. The broken red line running from the wavelet spectrum 
through to the time series shows the start of dredging. The global wavelet spectral plot shows the peaks in the baseline data (blue line) and dredge 
data (orange line). 95% confidence contours have been removed as they obscure the high frequency energy regions. 
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