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Abstract

This work examines powering marine based sensors (MBSs) by harvesting energy from

their local environment. MBSs intrinsically operate in remote locations, traditionally

requiring expensive maintenance expeditions for battery replacement and data down-

load. Nowadays, modern wireless communication allows real-time data access, but adds

a significant energy drain, necessitating frequent battery replacement. Harvesting re-

newable energy to recharge the MBSs battery, introduces the possibility of autonomous

MBS operation, reducing maintenance costs and increasing their applicability. The the-

sis seeks to answer if an unobtrusive energy harvesting device can be incorporated into

the MBS deployment to generate 1 Watt of average power.

Two candidate renewable energy resources are identified for investigation, ocean waves

and the thermal gradient across the air/water interface. Wave energy conversion has

drawn considerable research in recent years, due to the large consistent energy flux

of ocean waves compared to other conventional energy sources such as solar or wind,

but focussing on large scale systems permanently deployed at sites targeted for their

favourable wave climates. Although a small amount of research exists on using wave

energy for distributed power generation, the device sizes and power outputs of these

systems are still one to two orders of magnitude larger than that targeted in this thesis.

The present work aims for an unobtrusive device that is easily deployable/retrievable

with a mass less than 50kg and which can function at any deployment location regardless

of the local wave climate. Additionally, this research differs from previous work, by also

seeking to minimise the wave induced pitch motion of the MBS buoy, which negatively

affects the data transmission of the MBS due to tilting and misalignment of the RF

antenna. Thermal energy harvesting has previously been investigated for terrestrial

based sensors, utilising the temperature difference between the soil and ambient air. In

this thesis, the temperature difference between the water and ambient air is utilised, to

present the first investigation of this thermal energy harvesting concept in the marine

environment.

A prototype wave energy converter (WEC) was proposed, consisting of a heaving cylin-

drical buoy with an internal permanent magnet linear generator. A mathematical model

of the prototype WEC is derived by coupling a hydrodynamic model for the motion of

the buoy with a vibration energy harvester model for the generator. The wave energy

resource is assessed, using established mathematical descriptions of ocean wave spec-

tra and by analysing measured wave data from the coast of Queensland, resulting in

characteristic wave spectra that are input to the mathematical model of the WEC. The

parameters of the WEC system are optimised, to maximise the power output while min-

imising the pitch motion. A prototype thermal energy harvesting device is proposed,
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consisting of a thermoelectric device sandwiched between airside and waterside heat ex-

changers. A mathematical model is derived to assess the power output of the thermal

energy harvester using different environmental datasets as input. A physical prototype

is built and a number of experiments performed to assess its performance.

The results indicate that the prototype WEC should target the high frequency tail of

ocean wave spectra, diverging from traditional philosophy of larger scale WECs which

target the peak frequency of the input wave spectrum. The analysis showed that the

prototype WEC was unable to provide the required power output whilst remaining

below 100kg and obeying a 40 degrees pitch angle constraint to ensure robust data

transmission. However, a proposed modification to the WECs cylindrical geometry, to

improve its hydrodynamic coupling to the input waves, was shown to enable the WEC to

provide the required 1W output power whilst obeying the pitch constraints and having a

mass below 50kg. The thermal energy harvester results reveal that the thermal gradient

across the air/water interface alone is not a suitable energy resource, requiring a device

with a cross-sectional area in excess of 100m2 to power a MBS. However, including a

solar thermal energy collector to increase the airside temperature, greatly improves the

performance and enables a thermal energy harvester with a cross-sectional area on the

order of 1m2 to provide 1W of output power.

The findings in this thesis suggest that a well hydrodynamically designed buoy can pro-

vide two major benefits for a MBS deployment: enabling efficient wave energy absorp-

tion by the MBS buoy, and minimising the wave induced pitch motion which negatively

affects the data transmission.



Acknowledgements

First and foremost, I would like to thank my supervisor Prof. Peter Ridd, without

whom none of this would have been possible. Thanks for the education, the guidance,

the support and the mentorship. I would also like to thank the Energy Harvesting Team

at CSIRO, especially my supervisor there, Dr Sam Behrens, as well as Chris Knight,

thanks for the guidance and the opportunities. Finally, I would like to thank my family

and friends for all your support. Cheers.

iv



Contents

Declaration of Authorship i

Abstract ii

Acknowledgements iv

List of Figures xi

List of Tables xvii

1 Introduction 1

1.1 Sensors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.2 Marine based sensors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.2.1 Data transmission . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

1.3 Energy harvesting for marine based sensors . . . . . . . . . . . . . . . . . 5

1.4 Thesis overview and contribution . . . . . . . . . . . . . . . . . . . . . . . 6

1.4.1 Outline of thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

1.4.2 Contribution of thesis . . . . . . . . . . . . . . . . . . . . . . . . . 8

2 Energy options for wireless sensor nodes 9

2.1 Energy storage . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

2.1.1 Batteries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

2.1.2 Capacitors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

2.1.3 Micro fuel cells . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

2.1.4 Radioactive power sources . . . . . . . . . . . . . . . . . . . . . . . 14

2.2 Energy harvesting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

2.2.1 Solar photovoltaic . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

2.2.2 Thermal energy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

2.2.2.1 Solid state thermal energy harvesting techniques . . . . . 21

2.2.2.2 Heat sources . . . . . . . . . . . . . . . . . . . . . . . . . 23

2.2.3 Mechanical . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

2.2.3.1 Fluid flow . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

2.2.3.2 Pressure variations . . . . . . . . . . . . . . . . . . . . . . 27

2.2.3.3 Vibrations . . . . . . . . . . . . . . . . . . . . . . . . . . 27

2.3 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

v



Contents vi

3 Powering Marine Based Sensors 30

3.1 Power requirements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

3.2 Energy harvesting for marine based sensors . . . . . . . . . . . . . . . . . 32

3.2.1 Solar . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

3.2.2 Wind . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

3.2.3 Currents . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

3.2.4 Microbial Fuel Cells . . . . . . . . . . . . . . . . . . . . . . . . . . 38

3.2.5 Waves . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

3.2.6 Thermal Energy Harvesting . . . . . . . . . . . . . . . . . . . . . . 40

3.2.7 Comparison . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

3.3 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

4 Wave Energy Conversion 44

4.1 Ocean waves . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

4.1.1 Regular waves . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

4.1.2 Irregular waves . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

4.1.3 Wave creation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

4.1.4 Standard ocean wave spectra . . . . . . . . . . . . . . . . . . . . . 49

4.1.4.1 The Pierson-Moskowitz spectrum . . . . . . . . . . . . . 49

4.1.4.2 The JONSWAP spectrum . . . . . . . . . . . . . . . . . . 49

4.2 Wave energy review . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

4.2.1 Principles of capturing energy from waves . . . . . . . . . . . . . . 51

4.2.2 Wave energy converters . . . . . . . . . . . . . . . . . . . . . . . . 52

4.2.2.1 Power take-off mechanisms . . . . . . . . . . . . . . . . . 53

4.3 Wave energy harvesting for marine based sensors . . . . . . . . . . . . . . 53

4.3.1 Comparison with conventional large scale wave energy conversion . 54

4.3.2 Wave resource at sensor node deployment sites . . . . . . . . . . . 55

4.3.2.1 Case study buoy locations . . . . . . . . . . . . . . . . . 56

4.3.2.2 Data analysis . . . . . . . . . . . . . . . . . . . . . . . . . 61

4.3.3 Proposed system . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

4.3.3.1 Design problem . . . . . . . . . . . . . . . . . . . . . . . 66

4.3.3.2 Pitch constraint . . . . . . . . . . . . . . . . . . . . . . . 67

4.3.4 Similar work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

4.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

5 Numerical modelling of the proposed CIPMLG Wave Energy Con-
verter 70

5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

5.2 Hydrodynamic modelling . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

5.2.1 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

5.2.2 The linear hydrodynamic model for the CIPMLG WEC . . . . . . 72

5.2.2.1 Hydrodynamic coefficients . . . . . . . . . . . . . . . . . 74

5.2.2.2 Time Domain . . . . . . . . . . . . . . . . . . . . . . . . 75

5.2.2.3 Pitch . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

5.2.2.4 Coupled heave and pitch . . . . . . . . . . . . . . . . . . 78

5.3 Modelling the inertial permananet magnet linear generator power take-off 79

5.4 Full CIPMLG WEC model . . . . . . . . . . . . . . . . . . . . . . . . . . 80



Contents vii

5.4.1 Frequency domain . . . . . . . . . . . . . . . . . . . . . . . . . . . 81

5.4.1.1 Pitch . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82

5.4.2 Time Domain . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82

5.4.2.1 Implementation . . . . . . . . . . . . . . . . . . . . . . . 83

5.4.2.2 Selecting the time step . . . . . . . . . . . . . . . . . . . 84

5.4.2.3 Example outputs . . . . . . . . . . . . . . . . . . . . . . . 86

5.4.3 Frequency vs Time Domain . . . . . . . . . . . . . . . . . . . . . . 86

5.4.3.1 Wave Height Inputs . . . . . . . . . . . . . . . . . . . . . 88

5.4.3.2 Simulations and results . . . . . . . . . . . . . . . . . . . 89

5.5 Analysis approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90

5.5.1 Power . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90

5.5.2 Stroke displacement . . . . . . . . . . . . . . . . . . . . . . . . . . 91

5.5.3 Pitch motion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

5.5.4 Obtaining maximum values from the time domain . . . . . . . . . 92

5.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

6 Preliminary Analysis of the CIPMLG Wave Energy Converter 94

6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94

6.2 Design parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94

6.2.1 Mass of the buoy . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

6.2.2 Center of mass . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96

6.2.3 Moment of intertia . . . . . . . . . . . . . . . . . . . . . . . . . . . 96

6.2.4 Hydrodynamic coefficients . . . . . . . . . . . . . . . . . . . . . . . 97

6.2.4.1 Heave . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97

6.2.4.2 Pitch . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

6.2.5 Hydrodynamic natural frequency . . . . . . . . . . . . . . . . . . . 102

6.2.6 Generator Natural Frequency . . . . . . . . . . . . . . . . . . . . . 104

6.2.7 Mechanical damping . . . . . . . . . . . . . . . . . . . . . . . . . . 104

6.3 The Stroke Velocity Transfer Function . . . . . . . . . . . . . . . . . . . . 104

6.3.1 The effect of the SVTF in the time domain . . . . . . . . . . . . . 108

6.4 The stroke displacement . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109

6.4.1 The output power’s dependence on the stroke length . . . . . . . . 109

6.4.2 The generator damping’s influence on the stroke length . . . . . . 109

6.4.3 The effect of the maximum allowable stroke length . . . . . . . . . 110

6.5 Pitch motion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112

6.5.1 Effect of generator on pitch . . . . . . . . . . . . . . . . . . . . . . 115

6.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116

7 Investigation of the input wave spectrum 118

7.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118

7.2 The high frequency tail of ocean wave spectra . . . . . . . . . . . . . . . . 119

7.2.1 Comparing the theoretical high frequency tail of ocean wave spec-
tra with measured wave data . . . . . . . . . . . . . . . . . . . . . 121

7.2.2 Estimating the temporal persistence of the high frequecy tail of
ocean wave spectra from measured wind data . . . . . . . . . . . . 129

7.2.3 The high frequency cut-off for input spectrum . . . . . . . . . . . . 131

7.3 The input wave spectra for pitch motion analysis . . . . . . . . . . . . . . 132



Contents viii

7.4 Summary of the input wave spectrum . . . . . . . . . . . . . . . . . . . . 133

8 Results of the CIPMLG Wave Energy Converter analysis 135

8.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135

8.2 Results for a twenty kilogram system . . . . . . . . . . . . . . . . . . . . . 136

8.2.1 Power . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136

8.2.1.1 Analysis approach . . . . . . . . . . . . . . . . . . . . . . 136

8.2.1.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140

8.2.2 Stroke . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143

8.2.3 Pitch . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144

8.2.3.1 Increasing the buoy radius . . . . . . . . . . . . . . . . . 147

8.2.3.2 The pitch displacement transfer functions . . . . . . . . . 149

8.3 Results for a forty kilogram system . . . . . . . . . . . . . . . . . . . . . . 150

8.3.1 Power . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150

8.3.2 Stroke . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151

8.3.3 Pitch . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152

8.3.3.1 Increasing the radius . . . . . . . . . . . . . . . . . . . . 153

8.4 Results for an eighty kilogram system . . . . . . . . . . . . . . . . . . . . 155

8.4.1 Power . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155

8.4.2 Stroke . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155

8.4.3 Pitch . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156

8.4.3.1 Increasing the radius . . . . . . . . . . . . . . . . . . . . 157

8.5 Practical considerations . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159

8.5.1 Generator efficiency . . . . . . . . . . . . . . . . . . . . . . . . . . 160

8.5.2 Mechanical damping . . . . . . . . . . . . . . . . . . . . . . . . . . 160

8.5.3 Electromagnetic damping . . . . . . . . . . . . . . . . . . . . . . . 162

8.5.4 Spring . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 162

8.5.5 Effect of generator on pitch . . . . . . . . . . . . . . . . . . . . . . 163

8.5.6 Mooring forces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 163

8.5.7 Practical performance of the CIPMLG WEC . . . . . . . . . . . . 164

8.6 New proposed geometry - The Wedgetop WEC . . . . . . . . . . . . . . . 165

8.6.1 Example Wedgetop WEC results . . . . . . . . . . . . . . . . . . . 166

8.6.2 Potential performance of the Wedgetop WEC . . . . . . . . . . . . 168

8.7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 168

9 Thermal energy harvesting across the air-water interface 170

9.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 170

9.2 Estimating the resource . . . . . . . . . . . . . . . . . . . . . . . . . . . . 171

9.2.1 Mathematical model of the thermal energy harvesting device . . . 173

9.2.2 Including a solar thermal collector . . . . . . . . . . . . . . . . . . 175

9.2.2.1 Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 176

9.2.2.2 Convection coefficient . . . . . . . . . . . . . . . . . . . . 177

9.2.2.3 Absorptivity and emissivity . . . . . . . . . . . . . . . . . 177

9.2.2.4 Collector plate and TE device area . . . . . . . . . . . . . 177

9.2.2.5 PAR to solar insolation conversion . . . . . . . . . . . . . 178

9.2.2.6 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . 178

9.2.3 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 181



Contents ix

9.3 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 182

9.3.1 Thermal energy harvester prototype . . . . . . . . . . . . . . . . . 182

9.3.2 Aim of the experiments . . . . . . . . . . . . . . . . . . . . . . . . 184

9.3.3 Experimental details . . . . . . . . . . . . . . . . . . . . . . . . . . 184

9.3.4 Results and discussion . . . . . . . . . . . . . . . . . . . . . . . . . 185

9.3.4.1 Temperature values . . . . . . . . . . . . . . . . . . . . . 185

9.3.4.2 Varying the number of TE devices trial . . . . . . . . . . 187

9.3.4.3 Varying the collector plate area experiment . . . . . . . . 189

9.3.4.4 Powering a wireless sensor node . . . . . . . . . . . . . . 191

9.4 Evaluation of the thermal energy harvester concept . . . . . . . . . . . . . 192

10 Conclusions and future work 195

10.1 Wave energy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 195

10.1.1 High frequency operation . . . . . . . . . . . . . . . . . . . . . . . 196

10.1.2 CIPMLG WEC performance . . . . . . . . . . . . . . . . . . . . . 197

10.1.2.1 Geometry . . . . . . . . . . . . . . . . . . . . . . . . . . . 197

10.1.2.2 Mass distribution . . . . . . . . . . . . . . . . . . . . . . 198

10.1.3 Pitching motion . . . . . . . . . . . . . . . . . . . . . . . . . . . . 198

10.1.4 Comparison against other systems . . . . . . . . . . . . . . . . . . 199

10.1.5 Limitations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 200

10.1.6 Future work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 201

10.1.6.1 Hydrodynamic modelling . . . . . . . . . . . . . . . . . . 201

10.1.6.2 Generator modelling . . . . . . . . . . . . . . . . . . . . . 204

10.2 Thermal energy harvesting . . . . . . . . . . . . . . . . . . . . . . . . . . 205

10.2.1 Estimated power output . . . . . . . . . . . . . . . . . . . . . . . . 206

10.2.2 Comparison against other systems . . . . . . . . . . . . . . . . . . 206

10.2.3 Limitations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 207

10.2.3.1 Numerical modelling . . . . . . . . . . . . . . . . . . . . . 207

10.2.3.2 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . 208

10.2.4 Future work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 208

10.3 General conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 209

10.3.1 Combination of energy harvesting devices . . . . . . . . . . . . . . 209

10.3.2 Storage capacity and duty cycles . . . . . . . . . . . . . . . . . . . 210

10.3.3 Multi-disciplinary . . . . . . . . . . . . . . . . . . . . . . . . . . . 210

A Electromagnetic force capability of the IPMLG 212

A.1 Electromagnetic force . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 213

A.1.1 The generator voltage . . . . . . . . . . . . . . . . . . . . . . . . . 213

A.1.1.1 The inductance of the generator . . . . . . . . . . . . . . 213

A.1.2 The generator current . . . . . . . . . . . . . . . . . . . . . . . . . 214

A.1.3 Generated Power . . . . . . . . . . . . . . . . . . . . . . . . . . . . 214

A.1.4 Electromagnetic force capability . . . . . . . . . . . . . . . . . . . 214

A.2 Genetator Parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 215

A.2.1 The electrical resistance of the coil . . . . . . . . . . . . . . . . . . 215

A.2.2 Number of turns of wire . . . . . . . . . . . . . . . . . . . . . . . . 216

A.2.3 The magnetic flux gradient . . . . . . . . . . . . . . . . . . . . . . 217



Contents x

A.2.3.1 Calculating the magnetic flux gradient . . . . . . . . . . . 217

A.2.3.2 Translator topology . . . . . . . . . . . . . . . . . . . . . 218

A.2.3.3 Effect of the coil length . . . . . . . . . . . . . . . . . . . 221

A.2.3.4 Effect of coil width . . . . . . . . . . . . . . . . . . . . . 221

A.2.3.5 Effect of the magnet height . . . . . . . . . . . . . . . . . 222

A.2.3.6 Effect of the magnet width . . . . . . . . . . . . . . . . . 223

A.3 Evaluating the electromagnetic force capability . . . . . . . . . . . . . . . 224

A.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 226

B PAR to solar insolation value conversion 228

Bibliography 230



List of Figures

1.1 General structure of a marine based wireless sensor network . . . . . . . . 4

1.2 Communication with underwater sensors . . . . . . . . . . . . . . . . . . . 5

2.1 Ragone chart for various energy storage technologies . . . . . . . . . . . . 11

2.2 Representation of a charged electrochemical double layer capacitor . . . . 12

2.3 Example of a polymer electrolyte membrane (PEM) fuel cell. . . . . . . . 14

2.4 Radioisotope energy harvester. . . . . . . . . . . . . . . . . . . . . . . . . 15

2.5 Average daily solar exposure. . . . . . . . . . . . . . . . . . . . . . . . . . 17

2.6 Photovoltaic cell. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

2.7 Solar current and battery voltage in full sunlight. . . . . . . . . . . . . . . 19

2.8 Solar current and battery voltage in partial sunlight. . . . . . . . . . . . . 19

2.9 Solar current and battery voltage in low sunlight. . . . . . . . . . . . . . . 19

2.10 Thermoelectric module. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

2.11 Hybrid Solar PV/thermoelectric harvester. . . . . . . . . . . . . . . . . . 24

2.12 Simplified diagram of temperature harvesting device. . . . . . . . . . . . . 25

3.1 The set-up of three different deployments using solar panels . . . . . . . . 34

3.2 Worldwide average wind power levels. . . . . . . . . . . . . . . . . . . . . 36

3.3 Spatial distribution of mean tidal power on the Australian continental shelf. 37

3.4 Schematic of a microbial fuel cell . . . . . . . . . . . . . . . . . . . . . . . 38

3.5 Estimates of worldwide average wave power levels in kW/m. . . . . . . . . 39

3.6 Spatial distribution of mean wave power on the Australian continental
shelf. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

4.1 The orbital motion of fluid particles in a regular wave. . . . . . . . . . . . 45

4.2 (a) The free surface elevation (FSE) measured at a spatial point, (b) The
power spectrum of the signal in (a). . . . . . . . . . . . . . . . . . . . . . 46

4.3 The creation of waves from the wind. . . . . . . . . . . . . . . . . . . . . . 48

4.4 Comparison of the JONSWAP and PM spectra. . . . . . . . . . . . . . . . 50

4.5 Wave creation/absorption by an axisymmetric buoy . . . . . . . . . . . . 51

4.6 Locations of the Waverider buoys used for analysis. . . . . . . . . . . . . . 56

4.7 Location of the Albatross Bay waverider buoy. . . . . . . . . . . . . . . . 57

4.8 Location of the Cairns wave rider buoy. . . . . . . . . . . . . . . . . . . . 57

4.9 Location of the Townsville waverider buoy. . . . . . . . . . . . . . . . . . . 58

4.10 Location of the Mackay waverider buoy. . . . . . . . . . . . . . . . . . . . 58

4.11 Location of the Gladstone waverider buoy. . . . . . . . . . . . . . . . . . . 59

4.12 Location of the Mooloolaba waverider buoy. . . . . . . . . . . . . . . . . . 59

4.13 Location of the Moreton Bay waverider buoy. . . . . . . . . . . . . . . . . 60

xi



List of Figures xii

4.14 Location of the Gold Coast waverider buoy. . . . . . . . . . . . . . . . . . 60

4.15 Significant wave height and peak period recorded at 30 minute intervals
at the Townsville buoy in 2012 . . . . . . . . . . . . . . . . . . . . . . . . 61

4.16 Scatter plot of all the significant wave height and peak period 30 minute
interval measurements for 3 years (Jan 2012- Dec 2014) . . . . . . . . . . 62

4.17 Percentage occurance of the 30 minute interval significant wave height
and peak period measurements grouped into 0.1m significant wave height
bins and 0.2s peak period bins . . . . . . . . . . . . . . . . . . . . . . . . 63

4.18 Percentage occurance of the 30 minute interval significant wave height
and peak period measurements grouped into 0.1m significant wave height
bins and 0.2s peak period bins for the Queensland coast sites . . . . . . . 63

4.19 Schematic of the proposed microscale wave energy converter . . . . . . . . 65

5.1 Example WAMIT ouputs . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

5.2 The radiation impulse response function as calculated by hydrodynamic
analysis and state space modeling . . . . . . . . . . . . . . . . . . . . . . . 77

5.3 The excitation impulse response function as calculated by hydrodynamic
analysis and state space modeling . . . . . . . . . . . . . . . . . . . . . . . 78

5.4 Schematic of WEC model . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

5.5 Representation of model implementation . . . . . . . . . . . . . . . . . . . 83

5.6 Model outputs for the Initial Potential Energy test . . . . . . . . . . . . . 85

5.7 Example time domain simulation outputs. . . . . . . . . . . . . . . . . . . 87

5.8 PM spectrum for 8m/s wind speed and its corresponding simulated time
series . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

5.9 Depiction of the calculation to obtain the frequency domain stroke velocity. 91

6.1 Mass of a cylindrical WEC for varying buoy radius and draught. . . . . . 95

6.2 Schematic of the mass distribution around the CoM. . . . . . . . . . . . . 96

6.3 The heave mode hydrodynamic coefficients as a function of frequency for
a cylindrical buoy with 1m draught and varying radius. . . . . . . . . . . 98

6.4 The heave mode hydrodynamic coefficients as a function of frequency for
a cylindrical buoy with 0.3m radius and varying draught. . . . . . . . . . 99

6.5 Stable and unstable buoy . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

6.6 The hydrostatic restoring force coefficient for a buoy with 1m draught as
a function of the center of mass location along its central axis. . . . . . . 100

6.7 The pitch mode hydrodynamic coefficients as a function of frequency for
a cylindrical buoy with 1m draught and varying radius. . . . . . . . . . . 101

6.8 The pitch mode hydrodynamic coefficients as a function of frequency for
a cylindrical buoy with 0.3m radius and varying draught. . . . . . . . . . 101

6.9 The pitch mode hydrodynamic coefficients as a function of frequency for
a cylindrical buoy with 0.3m radius and 1m draught with varying centre
of mass. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102

6.10 Heave velocity amplitude response as a function of frequency for a cylinder
with 0.5m radius. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103

6.11 Hydrodynamic natural frequency of a heaving vertical cylinder as a func-
tion of draught and radius. . . . . . . . . . . . . . . . . . . . . . . . . . . 103



List of Figures xiii

6.12 The stroke velocity transfer function with the frequency normalised to
the hydrodynamic natural frequency, for a cylindrical buoy with radius
0.The stroke velocity transfer function with the frequency normalised to
the hydrodynamic natural frequency for a cylindrical buoy with radius
0.2m and draught 0.5m, with translator mass 50% the total mass and
varying generator natural frequency and generator damping. . . . . . . . . 105

6.13 The stroke velocity transfer function with the frequency normalised to
the hydrodynamic natural frequency, for a cylindrical buoy with radius
0.2m and draught 0.5m, with generator damping of 100 Ns/m and varying
generator natural frequency and translator mass . . . . . . . . . . . . . . 106

6.14 The stroke velocity transfer function with the frequency normalised to the
hydrodynamic natural frequency for a cylindrical buoy with radius 0.2m
and draught 0.5m, with generator damping of 100 Ns/m and varying
generator natural frequency and translator mass. . . . . . . . . . . . . . . 107

6.15 Illustration of the qualitative differences in spectral response, for power
output versus wave period for different loads reported by Cheung and
Childress. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108

6.16 Time domain example of the FSE input and the calculated buoy and
translator mass output, for the case of: (a) ωng < ωnb, and (b) ωng > ωnb.108

6.17 The stroke length of the linear generator as a function of the generator’s
damping coefficient. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110

6.18 The limit of the translator stroke and the extension of the spring. . . . . . 111

6.19 The natural frequency of the generator as a function of the stroke limit. . 112

6.20 The pitch displacement transfer function for a buoy with CoM 60% the
draught depth for varying radii and draughts. . . . . . . . . . . . . . . . . 113

6.21 The pitch displacement transfer function for a buoy with CoM 90% the
draught depth for varying radii and draughts. . . . . . . . . . . . . . . . . 114

6.22 The MoI as a function of the CoM, where mass of the buoy is uniformly
distributed from the buoy’s axis to its radius and vertically symmetric
above and below the buoy’s CoM, for a buoy with 0.25m radius and 0.5m
draught. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115

6.23 The PDTF for a buoy with 0.25m radius and 0.5m draught for varying
CoM and MoI values. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115

7.1 The PM spectrum for varying windspeed compared against the Burling
spectrum. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119

7.2 The significant wave height, (a), and power per metre of wave front, (b),
as a function of the low frequency cut-off for the Burling spectrum. . . . . 121

7.3 Cairns 12:00am. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122

7.4 Cairns 6:00am. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123

7.5 Cairns January. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126

7.6 Cairns July. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126

7.7 Moreton Bay January. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127

7.8 Moreton Bay July. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127

7.9 Gold Coast January. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128

7.10 Gold Coast July. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128

7.11 Wave height and pariod as a function of wind speed, duration and fetch. . 129

7.12 JONSWAP spectrums with a peak period of 2s for various wind speed
and fetch combinations compared to the Burling spectrum. . . . . . . . . 130



List of Figures xiv

7.13 The locations of the wind speed measurements. . . . . . . . . . . . . . . . 131

7.14 The percentage occurrence of wind speeds. . . . . . . . . . . . . . . . . . . 131

7.15 The significant wave height, (a), and power per metre of wave front, (b),
as a function of the high frequency cut-off for the Burling spectrum. . . . 132

7.16 (a) The truncated Burling spectrum to be used as input for assessment
of the WECs performance, (b) Time domain realisation of the Burling
spectrum in (a). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134

8.1 Output power as a function of generator damping and translator mass. . . 139

8.2 Output power as a function of generator damping and translator mass for
a 20kg buoy with 0.05m radius and varying ωng. . . . . . . . . . . . . . . 140

8.3 Mass and hydrodynamic natural frequency of the buoy as a function of
radius and draught. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141

8.4 Maximum output power for 20kg bouy for varying radius values . . . . . . 141

8.5 Power as a function of generator damping and translator mass for a 20kg
buoy with 0.11m radius (ωnb 4.1 rad/s, ωng 6.2rad/s). . . . . . . . . . . . 142

8.6 Maximum output power for 20kg bouy, with the translator mass value
constrained to less than 50% of the total mass, for varying radius values . 142

8.7 Outout power as a function of generator damping and translator mass for
a 20kg buoy with 0.10m radius (ωnb 3.8 rad/s, ωng 5.6 rad/s). . . . . . . . 143

8.8 RMS stroke displacement as a function of generator damping and mass
for a an 20kg buoy with 0.10m radius. . . . . . . . . . . . . . . . . . . . . 143

8.9 The time domain stroke displacement for a 20kg buoy with a 0.10m radius,
ωng of 5.6 rad/s, generator damping of 10Ns/m and translator mass 40%
of the total mass. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144

8.10 RMS pitch displacement (plotted on a logscale), for a 20kg buoy with
0.10m radius, as a function of the CoM’s depth and the input PM spec-
trum sea state parameterised by the wind speed. . . . . . . . . . . . . . . 145

8.11 Time domain pitch displacement for a 20kg buoy with 0.10m radius,
I=0.5kgm2, CoM 80% of the draught depth in a 10m/s wind speed PM
spectrum. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146

8.12 Ratio of the maximum pitch displacement to RMS pitch displacement, for
a 20kg buoy with 0.1m radius, as a function of CoM and PM spectrum
sea state parameterised by the wind speed. . . . . . . . . . . . . . . . . . 147

8.13 RMS pitch displacement, for a 20kg buoy with 0.15m radius, as a function
of CoM and PM spectrum sea state parameterised by the wind speed. . . 148

8.14 RMS pitch displacement, for a 20kg buoy with 0.20m radius, as a function
of CoM and PM spectrum sea state parameterised by the wind speed. . . 149

8.15 PDTF for a 20kg buoy with 0.10m and 0.20m radius, for various CoM
and MoI values. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150

8.16 Maximum outout power for 40kg bouy for varying radius values . . . . . . 151

8.17 Output power as a function of generator damping and mass for a 40kg
buoy with 0.14m radius (ωnb 3.9 rad/s, ωng 5.9 rad/s). . . . . . . . . . . . 151

8.18 RMS stroke displacement as a function of generator damping and trans-
lator mass for a an 40kg buoy with 0.14m radius. . . . . . . . . . . . . . . 152

8.19 RMS pitch displacement, for a 40kg CIPMLG WEC with 0.14m radius, as
a function of CoM depth and input PM spectrum sea state parameterised
by the wind speed. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153



List of Figures xv

8.20 RMS pitch displacement, for a 40kg buoy with 0.20m radius, as a function
of CoM and PM spectrum sea state parameterised by the wind speed. . . 154

8.21 RMS pitch displacement, for a 40kg buoy with 0.25m radius, as a function
of CoM and PM spectrum sea state parameterised by the wind speed. . . 154

8.22 Output power as a function of generator damping and translator mass for
a 80kg buoy with 0.21m radius (ωnb 3.8 rad/s, ωng 5.9 rad/s ). . . . . . . 155

8.23 RMS stroke displacement as a function of generator damping and trans-
lator mass for a an 80kg buoy with 0.21m radius. . . . . . . . . . . . . . . 156

8.24 RMS pitch displacement, for a 80kg buoy with 0.21m radius, as a function
of CoM and PM spectrum sea state parameterised by the wind speed. . . 157

8.25 RMS pitch displacement, for a 80kg buoy with 0.25m radius, as a function
of CoM and PM spectrum sea state parameterised by the wind speed. . . 158

8.26 RMS pitch displacement, for a 80kg buoy with 0.30m radius, as a function
of CoM and PM spectrum sea state parameterised by the wind speed. . . 158

8.27 RMS pitch displacement, for a 80kg buoy with 0.35m radius, as a function
of CoM and PM spectrum sea state parameterised by the wind speed. . . 159

8.28 Power as a function of generator damping and translator mass for a 40kg
buoy with 0.14m radius and varying amounts of mechanical damping. . . 161

8.29 The generator efficiency as a function of generator damping and trans-
lator mass for a 40kg buoy with 0.14m radius and varying amounts of
mechanical damping. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 162

8.30 The dimensions of the new buoy geometry, the Wedgetop WEC . . . . . . 165

8.31 Power output for a 40kg Wedgetop WEC with a 0.40m top radius, 0.075m
bottom radius, 0.10m wedge depth and 1.18m draught. . . . . . . . . . . . 167

8.32 RMS pitch displacement for a 40kg Wedgetop WEC with a 0.40m top
radius, 0.075m bottom radius and 0.10m wedge depth. . . . . . . . . . . . 168

9.1 Air and water temperatures measured at Orpheus Island. . . . . . . . . . 172

9.2 Average of absolute air/water temperature differences for 2008. . . . . . . 172

9.3 Thermal energy harvesting device. . . . . . . . . . . . . . . . . . . . . . . 173

9.4 Power output from the thermal energy harvester model for the tempera-
ture input from Figure 9.1. . . . . . . . . . . . . . . . . . . . . . . . . . . 174

9.5 Average power output from the thermal energy harvester model for 2008. 175

9.6 Physical setup of the solar thermal concept. . . . . . . . . . . . . . . . . . 176

9.7 Power output from Orpheus Island Site utilising the solar thermal har-
vesting model. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 179

9.8 Average output power for 2008 utilising the solar thermal harvesting model.179

9.9 Average output power for January 2008. . . . . . . . . . . . . . . . . . . . 180

9.10 Average output power for June 2008. . . . . . . . . . . . . . . . . . . . . . 180

9.11 Thermal energy harvester design. . . . . . . . . . . . . . . . . . . . . . . . 183

9.12 Photograph of thermal energy harvester prototype used in experiments. . 183

9.13 Photograph of thermal energy harvester sitting on a desk during assembly
before waterside aluminium block heat sink is attached. . . . . . . . . . . 184

9.14 (a) Temperature of the ambient air and collector plate. (b) Temperature
of the water and bottom heat sink. . . . . . . . . . . . . . . . . . . . . . . 186

9.15 Power output from the varied number of TE devices experiment. . . . . . 188

9.16 Temperature difference across TE devices in the varied number of TE
devices experiment. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 188



List of Figures xvi

9.17 Solar insolation for the varied number of TE devices experiment. . . . . . 189

9.18 Power output from varied collector plate sizes experimentt. . . . . . . . . 190

9.19 Normailised power output from varied collector plate sizes experimentt. . 190

9.20 Solar insolation for varied collector size experiment. . . . . . . . . . . . . 191

9.21 Results from the experiment directly powering of a wireless sensor node
by the thermal energy harvester. . . . . . . . . . . . . . . . . . . . . . . . 192

A.1 Cross-sectional view of the generator coil . . . . . . . . . . . . . . . . . . 216

A.2 Screenshot of the FEMM software used to calculate the magnetic field
produced by the translator (a) The preprocessor view of the finite element
mesh used to discretise the problem domain, and (b) Post process view
of the calculated magnetic field. . . . . . . . . . . . . . . . . . . . . . . . 218

A.3 Zoomed in screenshot view of the mesh used in the FEMM software to
calculation of the magnetic field. . . . . . . . . . . . . . . . . . . . . . . . 218

A.4 The two translator designs considered, (a) the single magnet translator,
and (b) the magnet array translator. . . . . . . . . . . . . . . . . . . . . . 219

A.5 The magnetic flux gradient along the length of the single magnet trans-
lator . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 220

A.6 The flux gradient along the length of the magnet array translator . . . . 220

A.7 The flux gradient along the length of the magnet array translator for
varying coil radius . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 221

A.8 The peak magnetic flux gradient value for increasing coil radius . . . . . . 222

A.9 The magnetic flux gradient for a magnet with 20mm radius for 3 different
magnet heights. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 223

A.10 The magnetic flux gradient for a magnet with 40mm height for 2 different
magnet radii . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 224

A.11 Discretisation of the magnetic flux gradient across the cross-sectional area
of the coil. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 225

A.12 The electromagnetic force capability for a single coil with various magnet
heights, magnet radii and coil widths. . . . . . . . . . . . . . . . . . . . . 226

B.1 Standard terrestrial solar spectral irradiance distribution. . . . . . . . . . 229



List of Tables

3.1 Comparison of the time domain model’s computation time and output
power results for various simulation lengths, against the frequency domain
model’s results. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

5.1 Output energy calculated from model simulations using varying time in-
crements for a system starting with 982.5J of potential energy . . . . . . . 85

5.2 Output energy calculated from model simulations using varying time in-
crements for a system starting with 522.5J of kinetic energy . . . . . . . . 86

5.3 Comparison of the time domain model’s computation time and output
power results for various simulation lengths, against the frequency domain
model’s results. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89

xvii



Chapter 1

Introduction

Following Moore’s Law, the size and power consumption of electronics have reduced

dramatically, enabling new possibilities in the field of wireless sensor networks (WSNs).

It is envisioned that such networks will revolutionise environmental monitoring and data

acquisition with applications limited only by the user’s imagination. The ability to sam-

ple data with greater spatial resolution, due to decreased size and cost of the individual

nodes, and then to have that data available in real-time, as the networks communicate

results through radio frequency (RF) transmissions, gives significant benefit to users and

decision makers reliant on the information being monitored. However one aspect of the

sensor nodes which is currently lagging, and hindering the widespread deployment of

these WSNs, is a reliable power supply. This thesis investigates novel methods to power

sensor nodes deployed in marine environments.

1.1 Sensors

A sensor node is an instrument which can measure and record physical parameters. This

process is performed electronically, consuming electrical energy provided by a power

supply component. A typical node also contains a processing microcontroller, memory

chip, one or more sensors and a transceiver. Modern wireless communication technology

has enabled groups of sensor nodes to relay information between each other, forming a

WSN. At the turn of the century, Business Week proclaimed networked microsensors

as one of the 21 most important technologies for the 21st century [1]. The current

state and evolution of networked sensors is reviewed by Chong and Kumar [2] where

they indicate the future potential for WSNs with the following statement ”Cheap, smart

devices with multiple onboard sensors, networked through wireless links and the Internet

1
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and deployed in large numbers, provide unprecendented opportunities for instrumenting

and controlling homes, cities and the environment.”

Over the past decade the potential of sensor nodes have significantly increased as their

components’ capabilities follow Moore’s Law. However the power supply component

remains an exception to this exponential increase in capability, because sensor nodes are

traditionally battery powered. While the density of transistors on a chip doubles every 18

months, the energy density of batteries has only doubled every 5-20 years, depending on

the particular chemistry [3]. As sensor networks increase in number and size, replacement

of depleted batteries becomes time consuming and wasteful. Alternatively, increasing

the size of battery to last the lifetime of a sensor would not be very attractive or practical

either, resulting in huge batteries that dominate the overall size of the node.

There is a clear need to explore novel alternatives for powering WSNs, because relying

on existing battery technology hinders their widespread deployment. By harvesting

energy from their local environment, WSNs can achieve much greater run-times, years

not months, with potentially lower cost and weight. This is particularly true for WSNs

deployed in the marine environment, as discussed in the next section.

1.2 Marine based sensors

Seventy percent of the Earth’s surface is covered by water. As such, there are many

applications for monitoring environmental data in and around water. Marine biologists,

oceanographers, climatologists, environmental scientists, water quality managers and

many other users, currently monitor various parameters in aquatic environments, to

aide their understanding and decision making. WSNs are ideal to facilitate this process.

Curtin et al [4] proposed the concept of autonomous oceanographic sampling networks in

the 1990’s, because ”...assessing the reality of numerical model fields with ever increasing

resolution, testing dynamical balances involving high-order derivatives, and exploring

the limits of predictability required measurement of temporal and spatial gradients in

the ocean far exceeding the current practical capabilities.” The need for high grade data

acquisition in the marine environment through WSN monitoring, has been identified by

many other researchers since then, who are all working towards making this vision a

reality.

Rajasegarar et al [5] reported on the challenges of sensor network implementation in the

Great Barrier Reef (GBR) marine environment. The GBR consists of over 3,200 indi-

vidual reefs, spanning over 280,000 km2. The strategic collection of data at appropriate

scales is critical for effective environmental monitoring and analysis of the GBR, with the
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scales of fluctuations in this system ranging from kilometre oceanic mixing to millimetre

inter-skeletal currents. Although existing data logging systems could provide valuable

information, the high acquisition costs and inability to retrieve data in real time, lead

the marine research communities to examine emerging technologies, such as WSNs, for

real time acquisition of the data. In their paper, Rajasegarar et al [5] identified power

requirements as the top technical challenge, along with the fouling and corrosion of

equipment used under water, and the general problems of maintaining equipment in a

remote and hostile environment.

A number of other researchers have reported on case studies of WSN deployments in

marine environment. For example: Cella et al [6] trialled a sensor network, consisting

of ten nodes, to retrieve temperature and illuminance data from the sea bed. The work

reported by Cella et al is a part of the SEMAT (Smart Environmental Monitoring and

Analysis Technologies) project, which is developing advanced remote WSNs, designed to

collect data in marine environment locations for research into environmental issues such

as climate change, water quality and ecosystem health (see also [7, 8]). Another project

focused on the development of WSN for environmental surveillance of the sea, is the

OceanSense project [9]. The OceanSense project was originally motivated from a field

study in China’s second largest coal transportation harbour [10], which was suffering

from a severe problem of silt deposition along its sea route. To monitor the water depth

required the hiring of three vessels, equipped with sonar, to cruise the shallow sea area

around the harbour, costing the harbour millions of dollars per year. By deploying a

WSN to monitor the sea depth in this area, they could reduce the monitoring expense

by 95% [9].

Bondarenko et al [11] constructed and deployed four wireless nodes, each connected to

seven temperature sensors, for monitoring cold water upwelling. Voigt et al [12] also

designed and implemented a small scale marine sensor network to collect temperature

data. Many more examples can be found in the review by Albaladejo et al [13], which

identifies and details a dozen different case studies on WSNs for oceanographic moni-

toring. More recently Xu et al [14] published another review, with the intent of being

an update and extension to Albaladejo et al’s [13] review, whereby over twenty pub-

lished case studies were reviewed. In addition to these cases of deployed marine based

WSN, others have been proposed for special applications, for example; Barbosa et al

[15] proposed a drifting WSN for monitoring oil spills, and Lloret et al [16] proposed an

underwater WSN for fish farms to monitor the amount of uneaten food and fecal waste

by the fish.
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1.2.1 Data transmission

One of the key components of an autonomous WSN, is the data transmission system.

Data transmission allows users to access the measured data in real time. Figure 1.1

illustrates the general structure of a marine based WSN. The sensor nodes have surface

buoys, which relay the data, via RF transmission to a sink node. The sink node then

performs the long range data transmission to the base station.

Figure 1.1: General structure of a marine based wireless sensor network [13]

Sensors below the surface, can be distributed through the water column or on the sea

floor, as depicted in Figure 1.2. The sensors can either be directly connected to the sur-

face buoy with wires/cables, or via underwater wireless communication (such as acous-

tic modems [17]). Underwater WSN’s have been proposed by a number of researchers

[6, 18–22], whereby a gateway node at the surface communicates to a cluster of un-

derwater sensor nodes using acoustics, but communicates with other clusters, or base

stations, using radio waves. Indeed, Cella et al [6] concluded that underwater wireless

communication is the key factor in improving the practicality and versatility of sensor

networks for marine environment monitoring. However, this will place a large burden

on the power supply component, because the power consumption of underwater acoustic

communications is about 100 times greater than that for RF communication [23].
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Figure 1.2: Communication with underwater sensors: wired (a) [6] and (b) [12] or
acoustic (c) [19] and (d) [20]

1.3 Energy harvesting for marine based sensors

Marine based sensors (MBSs) intrinsically operate in remote environments. Ideally,

the maintenance required for these sensor nodes should be minimal. Maintenance ex-

peditions are time consuming and costly, requiring the hiring of sea vessels, qualified

personnel to operate these vessels, and in some cases divers. Historically, maintenance

expeditions would entail physically visiting the individual sensor nodes to retrieve the

data, inspect that the nodes are operating correctly, and to replace the batteries. Nowa-

days, modern data transmission allows real time access to the data, eliminating the need

for physical data retrieval. Additionally, the node can sending monitoring information

of its own state to eliminate the for physical inspection. Unfortunately however, the

data transmission comes at the expense of a large demand on the power supply, which

increases the need for physical battery replacement. Using energy harvesting to recharge

the batteries, would eliminate the need for periodic maintenance expeditions to replenish

the energy store, allowing MBSs to run autonomously.
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In fact, the lack of energy harvesting for MBSs has caused trade-offs between energy

conservation and the system’s functional requirements [24]. Voigt et al [12] describes

energy harvesting as a must in the ’Remaining challenges’ section of their paper. Like-

wise, in their review of MBS networks, Xu et al [14] identify energy harvesting as one

of the four main topics in ’Research challenges and opportunities’. Many other authors

have noted the need for energy harvesting systems to extend the lifetime of their MBS

application [6, 22, 25, 26].

The academic community are not alone in identifying the need for equipping MBSs with

energy harvesting devices. The US Navy issued a Small Business Innovative Research

solicitation [27], for energy harvesting devices which could be fitted to their ’sonobuoy’

MBSs. A sonobuoy is an acoustic device primarily used for detection of objects moving in

the water. Data is relayed from the device back to a station via a radio communications

module, housed in an inflatable surface float. A sonobuoy has an operational life limited

by its batteries of only 8 hours. Other than their extensive use in scientific research, for

example monitoring sea mammals, they also are used by the US Navy for detection of

submarines.

1.4 Thesis overview and contribution

The main objective of this thesis is to investigate an energy harvesting solution for

powering MBSs. Candidate solutions are sought by reviewing the literature related to

the general topic of energy harvesting for WSNs and by assessing the energy resources

available in the marine environment. Two renewable energy resources are selected for

further investigation in this thesis, namely: ocean waves and the thermal gradient across

the air/water interface.

Ocean waves provide the largest and most reliable resource and are selected as the

core focus of the thesis. Additionally, it is reported in the literature that the wave

induced pitching motion of the MBS buoy negatively effects the wireless communication,

by causing the antenna to be misaligned, which increases the required power budget

for data transmission. Therefore, while investigating a MBS buoy to harvest wave

energy, the wave induced pitch motion can simultaneously be investigated and ideally

minimised, to provide a stable platform for data transmission by the antenna, allowing

the power supply problem to be attacked on two fronts, by increasing the energy supply

and reducing the energy demand.
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Thermal energy harvesting across the air / water interface is identified as a novel energy

resource in this thesis, previously unexplored for powering small scale electrical equip-

ment in the marine environment. A similar resource was uncovered in the literature

review, the thermal gradient across the air / soil interface, which was reported to have

reasonable potential for terrestrial based sensor nodes. Therefore, the potential of this

resource, applied to the marine environment, will be explored in this thesis.

1.4.1 Outline of thesis

In Chapter 2, a literature review is presented on the general topic of energy options for

WSNs, detailing the different energy storage and harvesting methods available to power

sensor nodes distributed throughout the environment. A large body of work exists in

the field of energy harvesting for WSNs, which share many similarities with the present

topic of energy harvesting for MBSs. Indeed, energy harvesting for MBSs is a specific

application of energy harvesting for WSNs, therefore the present thesis begins by looking

to the lessons learnt in the more general field.

Chapter 3 then concentrates on the specific topic of powering a MBS. The literature

relating to MBS deployments is assessed to determine the power required by an MBS

from an energy harvesting device. From this literature, the detrimental effect of wave

induced pitch motion on the data transmission is revealed and its drain on the power

supply identified. The energy resources available in the marine environment are evalu-

ated, whereby ocean waves and the thermal gradient existing at the air / water interface

of the ocean are selected for further investigation in this thesis.

In Chapter 4, concepts relating to ocean waves are outlined and the field of wave en-

ergy conversion is reviewed. The disparity between traditional large scale wave energy

conversion and the present topic of wave energy harvesting for MBSs is distinguished.

The design requirements for a wave energy converter (WEC) for powering MBSs are

detailed, and a prototype WEC, the CIPMLG WEC, is proposed to fulfil these design

requirements.

Chapter 5 derives a mathematical model to assess the performance of the proposed

CIPMLG WEC, and then Chapter 6 uses this model to give a preliminary analysis of

the CIPMLG WEC. Chapter 7 investigates the ocean wave resource, to determine the

input wave spectra to be used for evaluating the CIPMLG WEC’s performance. Chapter

8 presents the results of the CIPMLG WEC’s performance, as assessed by the numerical

model, and details a number of practical aspects to be considered when evaluating the

numerical results. A refinement of the CIPMLG WEC’s geometry is then also proposed
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and assessed in Chapter 8, before conclusions on the viability of utilising wave energy

for powering MBSs are presented.

In Chapter 9 the novel concept of harvesting thermal energy across the air / water

interface is introduced and a mathematical model of this process developed and used

in conjunction with environmental datasets to assess the potential of this resource. A

physical thermal energy harvester prototype is constructed and used to test various

system aspects and prove the overall concept.

Conclusions are drawn and presented in Chapter 10, along with details of future work.

1.4.2 Contribution of thesis

The main contributions of this thesis are that it:

• Collates a literature review on energy options for WSNs and MBSs.

• Identifies that a well hydrodynamically designed buoy can improve the power sup-

ply on two fronts; by harvesting energy from the incident waves to recharge the

battery, and by minimising the wave induced pitch motion to reduce the power

demand of the wireless communication.

• Proposes a WEC which has the potential to satisfy the constraints of a small and

easily deployable device, and analyses this proposed WEC giving conclusions on

its applicability.

• Derives a mathematical model of the proposed WEC and develops a methodology

for analysing its performance and selecting optimal design parameter values for

this type of system.

• Identifies that focussing on the high frequency tail of ocean wave spectra is advan-

tageous for small scale wave energy conversion.

• Identifies a novel energy resource previously unexplored for small scale energy

harvesting: thermal energy harvesting across the air/water interface. Performs a

preliminary analysis to estimate the potential of the resource for powering MBSs,

a series of experiments to further evaluate the concept and then gives conclusions

on its applicability.



Chapter 2

Energy options for wireless sensor

nodes

This chapter is based on literature reviews co-published by the author [28, 29], pre-

senting energy options for wireless sensor nodes. At the commencement of the present

thesis, energy harvesting for wireless sensors was an active and growing research field,

though almost exclusively for terrestrial based applications. A good volume of litera-

ture existed, with many publications reporting the research into this field and sharing

knowledge gained, and a number of reviews on this topic were available [30–33]. Due to

the similarities between land based and marine based sensors, the purpose of this review

for the present thesis, was to learn from the large body of work in this general field of

energy options for wireless sensors, and then to apply it to the specific application of

marine based sensors.

Providing power for WSNs can be split into two main technology categories: energy

storage and energy harvesting. This chapter reviews the state-of-the art technology in

each of these fields, outlining different powering options for sensor nodes. These include

energy storage utilizing batteries, capacitors, fuel cells, heat engines and betavoltaic

systems and energy harvesting methodologies including photovoltaics, temperature gra-

dients, fluid flow, pressure variations and motion harvesting.

2.1 Energy storage

Energy storage is the basis of current power sources, whereby the sensor node is powered

from energy stored at the node e.g. batteries. The energy is stored in various forms

ranging from electrical charge to hydrocarbon based fuels. By itself, energy storage

9
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cannot deliver energy indefinitely, as at some stage the stored energy will be depleted

and need replenishing. The metric used in the comparison between these devices is their

average energy density, Joules per unit volume. Different energy storage techniques are

outlined below.

2.1.1 Batteries

Batteries are the most common power source currently utilized. They store energy

chemically, releasing it as electricity via an internal chemical reaction which transfers

electrons from its anode to cathode. Offering good energy density, they are available

commercially in a range of sizes. Their output power is supplied at the correct voltage

levels for modern electronics and consists of DC current which eliminates the need for

intermediate power conditioning electronics. However, its power output is limited by a

number of factors including: the relative potentials of the anode and cathode materials,

and the surface area of the electrodes.

There are two main categories of batteries, primary and secondary. Primary batteries

are not easily recharged using electricity, while secondary batteries can reverse their

internal chemical reaction through a recharging process. This process involves energy

being delivered back into the battery and stored in the form of chemical bonds. When

using primary batteries the lifetime of the sensor node is restricted by the fixed amount

of energy initially stored in the battery. The capacity of energy stored in a battery

depends on its energy density and volume. Unfortunately improvements in battery

energy density seem to be reaching a plateau. This coupled with the fact that it is

desirable to minimise the volume of any sensor node component means batteries are

forcing a large trade-off between the node’s lifetime and its volume.

Secondary batteries provide the option of extending the sensor node’s lifetime, relative

to that of a primary battery, through their ability to be recharged. However, this means

they need to run in conjunction with another device capable of supplying power. This

arrangement is usually desirable as quite often the device supplying the power does so

intermittently. The battery stores these bursts of energy, providing the electronics with

a stable constant energy interface. A robust system will require electronics to control

the charging and discharging of the battery in a way that maximises its life as incorrect

charging profiles diminish the battery’s usable life.

There is a wide variety of secondary batteries whose characteristics, like primary bat-

teries, are determined by their internal chemistries. Conventional chemistries such as

Nickel-Zinc (NiZn), Nickel Metal Hydride (NiMH) and Nickel-Cadmium (NiCd), offer
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high energy densities and good discharge rates, but with the disadvantages of short cy-

cle life and adverse ”memory” effects. Lithium-ion batteries overcome these drawbacks,

with a higher energy density and discharge rate, higher cell voltage, longer cycle life and

elimination of ”memory” effects [34]. However their major disadvantage is the particular

care required when recharging to avoid overheating and permanent damage. Figure 2.1

shows the relative strengths of the different battery chemistries in terms of their energy

and power densities.

Some battery chemistries have problems with shelf life. Standard alkaline batteries have

shelf lives of around seven years; while newer lithium based systems (both primary and

secondary) have even longer lives. Other secondary (rechargeable) chemistries like Nickel

Metal Hydride (NiMH) lose 1-2% of their capacity per day of storage.

Two promising new fields of research in battery technology are micro-batteries and

flexible batteries. Micro-batteries seek not only to reduce the size of the actual battery

but also to improve integration with the electronics they are powering. The goal of micro-

batteries is therefore to produce a battery on a chip. A major challenge is overcoming

small power outputs due to surface area limitations of micro-batteries, however work into

three-dimensional surfaces seem promising [35]. The second field involves a new breed

of lightweight flexible batteries [36] which can be moulded to any shape. Hence they

can serve a double purpose of acting as structural material, reducing the total volume

of the sensor node.

Figure 2.1: Ragone chart for various energy storage technologies [29]
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2.1.2 Capacitors

Capacitors store energy in the electric field between a pair of oppositely charged con-

ductors. They have significantly higher power density than batteries, as they are able to

charge and discharge over much shorter periods of time. However, their energy density is

two to three orders of magnitude lower. This makes capacitors ideal for providing short

bursts of high power with low duty cycles allowing the capacitor to recharge before the

next burst of power is needed. Therefore a combination of capacitor and battery could

solve the power requirement across a normal nodal duty cycle. A battery can be used

to provide the low power requirements on sleep and receive mode, while a capacitor can

provide the high power required for RF transmission on short duty cycles.

The focus of continued research strives to increase capacitor’s energy density, with a

new breed of supercapacitors. Figure 2.2 shows a charged supercapacitor. The critical

difference between a supercapacitor and a standard capacitor is in the surface area

supplied by the electrode and the thinness of the double layer formed at the electrode-

electrolyte interface. In a standard capacitor the area is simply the surface area of a

nominally flat plate. However, the use of porous materials, such as carbon, effectively

increases the surface area of each electrode enormously. This allows capacitors with

values of the order of 2000 Farads in packages approximating standard battery sizes.

Figure 2.2: Representation of a charged electrochemical double layer capacitor [37]



Chapter 2. Energy options for wireless sensor nodes 13

The simplified circuit shown in Figure 2.2 hints at a further improvement: Capacitors

in series add such that the total capacitance of a cell is given by;

1

Ccell
=

1

C1
+

1

C2
. (2.1)

For a supercapacitor both C1 and C2 are large, leading to a Ccell approximately half the

size of C1 or C2. This has lead to the development of so called asymmetric capacitors.

An asymmetric supercapacitor typically consists of a battery type electrode (usually a

faradaic or intercalating metal oxide) and an electrochemical capacitor type electrode

(high surface area carbon). In such an arrangement, the carbon electrode has a much

greater capacity than the battery electrode. Thus Ccell approaches the capacitance of

the carbon electrode alone, resulting in a much larger energy storage capability of a

comparable symmetric carbon based supercapacitor. This has lead to development of

cells with capacitance values in excess of 8,000 Farads [37].

The increase in capacitance values has led to energy storage capabilities approaching

that of some battery chemistries, such as lead-acid storage cells, and power storage

capabilities an order of magnitude greater. Critically, the efficiency of capacitors exceeds

90% while batteries have typical values of 60-70%. Some supercapacitors are capable of

more than 500,000 charge cycles before noticeable deterioration (compared with about

1,000 for rechargeable batteries) [38]. This factor, along with short charging times and

high power densities, make supercapacitors attractive as secondary power sources in

place of rechargeable batteries in some wireless sensor network applications [30].

2.1.3 Micro fuel cells

Like batteries, fuel cells convert stored chemical energy into electricity. Generally, liquid

fuels have much higher energy density than battery chemistries. In the fuel cell, such as

the one shown in Figure 2.3, a catalyst promotes the separation of the electrons from

the protons of hydrogen atoms drawn from the fuel. The electrons are then available for

use by an external circuit, while the protons diffuse through an electrolyte to recombine

with the electrons and oxygen on the other side producing water molecules [30]. This

technology was pioneered for the NASA space program and has been used on large

scales for decades but recent work has focused on reducing their size to replace consumer

batteries [39].

As with batteries, the major performance restriction of micro-scale fuels cells results

from the small electrode surface area. An opportunity may exist to combine the work

of Hart et al [35] involving three dimensional surfaces in battery electrodes, with the

noted shortcomings of fuel cell electrodes. Another hindrance is the plumbing for the
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fuel reservoir which at micro-scales is seen as a harder task than micro-fabricating the

electrodes. The main issue here is due to flow considerations and ensuring that the fuel

flows throughout the cell particularly to the finer tubing at the extremities.

Matsushita Battery has developed a direct methanol fuel cell (DMFC) incorporated with

a lithium ion battery. This system is approximately 400 cm3, with peak output of 20

W and an average of 13 W [40]. This corresponds to a average power density of 0.03

W/cm3. Angstrom Power has completed a six month test program using a hydrogen

fuel cell. The fuel is supplied as hydrogen absorbed in a metal hydride. The volume of

the fuel storage is around 6 cm3, and the fuel cell itself can be made in many forms.

The two presently available are a cylindrical, 1 W unit with a volume of 10 cm3, and a

rectangular 0.38 W unit with a volume of 2.5 cm3 [41]. The average power densities for

these, including the fuel storage, are 0.06 W/cm3 and 0.04 W/cm3, respectively.

Figure 2.3: Example of a polymer electrolyte membrane (PEM) fuel cell. [29]

2.1.4 Radioactive power sources

The use of radioactive materials as a power source is attractive due to their extremely

high average energy densities, approximately 105 kJ/cm3 [42]. Like many other power

sources, it has been used in the large scale for decades but has not yet fully transferred

down to a scale useful for sensor nodes. The main technical reason for this is the lack

of a high conversion efficiency mechanism at the micro-scale.

Early research into small scale radioactive energy conversion focussed on thermal heating

using the kinetic energy of emitted particles. The heat could be converted into electricity

using thermoelectric or thermionic techniques which require high temperatures (300 -

900 K) for efficient operation. This scheme works well for operations requiring power in
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the watt to kilowatt range but doesn’t scale down for micro-power applications since with

reducing size, the surface-to-volume ratio increases, leading to high heat leakage to the

surroundings, i.e. thermal heat management at the micro-scale is a tough engineering

challenge [43].

To date the most promising work for applications in powering wireless sensor nodes is

by Lal et al. [43] where they have used a radioactive isotope to actuate a conductive

cantilever. As shown in Figure 2.4 the emitted electrons collect on the cantilever which

causes an electrostatic attraction forcing the cantilever to bend towards the source.

When contact is made the charge differential is dissipated and the cantilever oscillates

about its equilibrium position. A piezoelectric plate will convert the mechanical energy

of the oscillation into electrical energy. They have demonstrated a power conversion

efficiency of 2-3% using this radioactive-to-mechanical-to electrical conversion cycle with

power outputs in the tens of microwatts, which could power low-power electronics or

trickle charge a battery or capacitor.

Figure 2.4: Radioisotope energy harvester. [29]

2.2 Energy harvesting

By harvesting energy from their local environment, sensor networks can overcome their

power source problem achieving much greater run-times, years not months, with poten-

tially lower cost and weight. There are numerous alternative energy harvesting options

depending on the location and environment of the sensor node’s deployment. The met-

ric used for comparison of energy harvesting devices differs from that used for energy

storage as they don’t have a fixed amount of energy intrinsic to their volume. There-

fore, energy harvesting devices are rated on their average power density, watts per unit

volume.
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In general, energy harvesting will not directly power a sensor. This may be because the

levels of power are too low, or it may be as a result of the power being in the wrong

form. Typically, sensors and nodes require a voltage in the range 2 - 10 V and peak

direct current of approximately 100 mA. Some energy harvesting techniques generate

much higher voltages, produce AC power, or simply do not have sufficient power to run

the node directly. The result of this is that electronics are required to condition the

power for the device and, critically, secondary energy storage in the form of capacitors

or rechargeable batteries will be required.

Many of the power options involve taking a technology which has been proven on large

scale applications and scaling it down to dimensions suitable for the sensor node. This

approach often runs into technical difficulties due to different effects which come into

play at smaller scales. Some of these effects include thermal effects as a device’s ratio of

surface area to volume changes, viscosity issues involving fluid flow at smaller scale and

problems related to increasing volume taken up by battery connectors, packaging and

other essential hardware. However, through the persistent work of researchers, many

technologies have overcome these obstacles and are nearing fruition.

2.2.1 Solar photovoltaic

Figure 2.5 displays the average daily levels of solar radiation energy falling on a horizontal

surface across Australia. It shows that a majority of populated areas receive 15 - 18

MJ/m2 , which is approximately 0.4 - 0.5 Wh/cm2 of energy per day. In power terms,

there is approximately 0.1 W/cm2 at the midday peak. This offers a huge potential for

wireless sensor node energy scavenging as a solar collector at 12 - 15% efficiency with

the area of 25 cm2 would produce over 300 mW peak of solar power. This would be

more than enough to run most wireless sensor node applications.

There are a number of factors which reduce the power realisable from the high values

quoted above. The first and most obvious is that the Sun is only in the sky for half

the day, thus the cells will yield no power at night. Therefore some form of secondary

storage, such as batteries, will be required to store excess energy during the day for

use during the night. Other factors, such as cloud cover and shadowing, block the

Sun’s rays and drastically reduce the level of incident radiation. In extreme cases the

sensor node may be deployed in a location which has no direct sunshine upon it. For

example inside an office building the available power levels incident on a solar cell are

three orders of magnitude less than outside, directly under the Sun. Commercial solar

conversion efficiencies range from a low of approximately 8%, to state-of-art values of
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Figure 2.5: Average daily solar exposure [44]

20%, with some experimental technologies reaching as high as 40% [45] for multiple-

junction research cells, however such cells may cost well over 100 times more than a

commercially available cell.

The power incident on the collector drops with the cosine of the angle of incidence of the

sun’s rays i.e. 100% available when the rays are perpendicular to the surface, 87% when

they are 30 degrees from perpendicular and none when the light is parallel and thus not

directly striking the surface. Large scale solar collectors use solar tracking devices to

ensure the cells are always facing towards the sun. An analysis performed by Thomas et

al. [33] into the effect of solar tracking on a collector’s performance used four different

strategies. The first was a standard horizontal flat collector, the next had the collector

at a fixed tilt on some optimum angle for the given location, the next had one axis

tracking and the last had two axis tracking. Results from the average monthly energies

harvested from the four collectors showed that the horizontal flat collector yielded the

least energy, the fixed tilt collected 17% more energy, the one axis tracking 50% more

and the two axis 54% more energy than the horizontal flat collector. This analysis

shows that, as expected, the tracking yields better energy scavenging performance but

at the expense of added weight, complexity and cost of the tracking control equipment,

so analysis needs to be done to determine the value of adding tracking to a small scale

collector used for sensor network applications.
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The most basic solar converter is a solar cell, which is made of p-n type semi-conductor

materials. The p-n materials are positioned such that it forms a p-n diode junction

close to the top surface of the solar cell, as shown in Figure 2.6. When the solar cell is

exposed to photon radiation, an electric voltage potential is developed between the p-

and n-type materials. A single solar cell has an open circuit voltage of about 0.6 V but

can easily be placed in series with other cells to get almost any desired voltage and in

parallel with other cells to increase the current.

Figure 2.6: Photovoltaic cell [29].

”Flexible” solar cells are a new technology which may play a role in sensor node appli-

cations. This technology has demonstrated efficiencies in the 10-11% range and can be

easily integrated as a multifunctional ”power skin” in order to provide some mechanical

load-carrying capacity, which allows for a reduction in structural mass [34].

Solar cell power is a good resource where direct sunlight is available. However, where

there is a deficient solar resource, the node may harvest insufficient energy to store

excess and only operate during daylight hours. Subsequently, during shorter winter

days the node may fail to operate continuously even in daylight as the level of solar

energy drops further [46]. Figures 2.7, 2.8 and 2.9 show variations in data reliability for

a solar powered sensor node, based on full sunlight, partial sunlight and low sunlight

respectively. Where direct sunlight is available 2.7 the solar current peaks between 200

and 400 mA (for the system detailed in [46]). In decreased solar resource areas 2.8 this

peak occurs between 50 and 100 mA and at very low levels 2.9 the peak falls to between

at 10 and 20 mA. This is insufficient to keep the battery fully charged and significant

data loss occurs.

A number of groups have explored utilising solar power for sensor nodes and have reached

the point of offering plug-and-play solar energy harvesting modules. One such system,

Heliomote [47], enables energy harvesting, storage and power management, while deliv-

ering information on solar and battery-state through a basic one wire interface to the



Chapter 2. Energy options for wireless sensor nodes 19

Figure 2.7: Solar current and battery voltage in full sunlight [46].

Figure 2.8: Solar current and battery voltage in partial sunlight [46].

Figure 2.9: Solar current and battery voltage in low sunlight [46].
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node. There are a number of different systems with different design objectives, a sum-

mary of which is given in a report by Enviromote [48], which is a system whose objective

is to increase the available energy storing capability. These systems incorporate smart

electronics to optimise the efficiency of the solar harvester and the battery charging

circuit simultaneously.

2.2.2 Thermal energy

A temperature difference existing between two locations will result in a flow of heat

energy from the hot location to the cold location in an attempt to develop thermal

equilibrium. This heat flow can be exploited to harness useful energy. The process is

governed by the laws of thermodynamics therefore its efficiency, the ratio of the useful

work extracted out, W , to the input heat, Q, is constrained by the fundamental Carnot

limit. The Carnot efficiency limit applies to all heat engines and generators and can be

expressed in terms of the hot, TH , and cold, TC , temperature values [49];

η =
W

Q
=
TH − TC
TC

. (2.2)

This results in very low efficiency values for small to modest temperature differences.

As an example, the efficiency of harnessing energy from a heat source 5K above room

temperature (298K) can never exceed 1.7%. Even if that heat source was increased to

the boiling point of water, 75K above room temperature, the maximum efficiency would

only be 25%. The Carnot limit is the maximum theoretically achievable efficiency; real

world conversion devices as yet do not achieve efficiencies as high as this.

The low efficiencies of this process necessitate a large amount of heat be transferred

through a device for it to harvest useful amounts of work. Heat transfer occurs via con-

duction, convection and/or radiation. Roundy et al. [30] derives an analysis to demon-

strate the power levels achievable from thermal gradients by assuming heat conduction

through a silicon material. At small scales and temperature differentials, convection and

radiation would be negligible compared with conduction. The rate of heat, Q̇, conducted

through a material subjected to a temperature difference, ∆T , is;

Q̇ =
kA∆T

∆x
, (2.3)

where k is the thermal conductivity of the material, A is its cross sectional area and ∆x

its thickness.

There are many types of engines designed to extract useful work from sources of heat,

examples of which range from thermally powered wrist watches to the engine in your
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car to nuclear power plants. These engines can be broadly classified into two categories;

mechanical and solid state. For the application of harvesting low amounts of power for

wireless sensor nodes, from small ambient temperature gradients, solid state devices have

the best potential. This is due to their lack of moving parts which facilitates robustness

and low maintenance requirements. Life cycle testing of thermoelectric devices has

shown their capability for over 100,000 hours of continuous operation [50]. They are

compact and light, noiseless in operation, are highly reliable and eliminate power losses

in extra conversion steps needed for mechanical engines. The following section gives

an overview of the different solid state thermal energy harvesting techniques currently

available.

2.2.2.1 Solid state thermal energy harvesting techniques

Thermoelectricity is by far the dominate solid state conversion technique so a more

in depth description will be given for it than the other techniques. It involves the

direct conversion of heat into electricity and was discovered by Thomas John Seebeck

in 1821 when he observed the flow of electrical current through two different types

of metal joined in a loop while their ends were held at different temperatures. This

phenomenon is now known as the Seebeck effect; that a thermoelectric EMF will be

produced across a circuit consisting of two differing metals or semiconductors in the

presence of a temperature difference. Modern thermoelectric devices use n- and p-type

bismuth telluride semiconductors. Their operation can be seen in Figure 2.10. The two

semiconductors are connected electrically in series and thermally in parallel, with one

end exposed to a heat source and the other to a cooler sink, in a configuration known as

a thermocouple. The temperature difference causes conduction of heat through the two

materials. The charge carriers in the n-type material have a negative charge producing

a current from the cold to hot side whereas the carriers in the p-type material have a

positive charge producing a current from the hot to cold side, with the total result of a

current flowing anti-clockwise around the circuit shown.

The voltage produced across a thermoelectric device is proportional to the temperature

difference across it and to the difference between the Seebeck coefficients, S1(T ) and

S2(T ), of the two materials. The n- and p-type semiconductors have a negative and

positive Seebeck coefficient respectively. These Seebeck coefficients are functions of

temperature, therefore the value of the voltage across a thermocouple exposed to a

temperature difference, TH − TC , can be found from the following equation;

V =

∫ TH

TC

(S1(T )− S2(T ))dT. (2.4)
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Figure 2.10: Thermoelectric module [29].

This voltage is generally quite small so many thermocouples are usually connected in

series to form a thermopile in order to achieve useable voltages.

The efficiencies of thermoelectric generators have remained low and unchanged for the

past 50 years. The reason for this is that in order to exploit a temperature gradient the

thermoelectric device must be a good electrical conductor to allow the flow of charge but

be a thermal insulator to maintain the temperature difference. This is contrary to most

conventional materials as good electrical conductors are also good thermal conductors

therefore a large portion of energy is transferred across the device as heat and not as

electrical energy. The dimensionless thermoelectric figure of merit, ZT , is a measure of

this ability and is roughly proportional to the devices efficiency [51]. ZT is given by

Equation 2.5, where σ is the electrical conductivity, λ is the thermal conductivity and S

is the Seebeck coefficient. It has remained around the value of 1 for more than 50 years

however modern research into thermoelectric materials is improving this by a factor of

over 2 [52].

ZT =
σS2

λ
{TH − TC

2
}. (2.5)

Improving this ZT value is crucial for the widespread implementation of thermoelectric

converters because typical commercial converters currently operate at efficiencies of less

than 6% [50].

Ferrari et al. [53] investigated using a thermoelectric generator to power a wireless

sensor node. The paper presents the characterization of three different commercial ther-

moelectric modules designed for heating/cooling applications. Their analysis included

the effects of electrical load resistance, thermal conductivities of the thermoelectric and

heat exchanger modules and different temperature gradients. They found that thermo-

electric devices could be used for their application of powering a wireless sensor node
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consuming 32 mW, when the temperature difference exceeded 30 K.

Another range of solid state heat engines which have been around for decades are those

based on thermionic conversion. A simplified description of a thermionic converter is a

system where electrons are ejected via thermionic emission from a hot electrode over a

potential barrier to a cooler electrode. The barrier that the electrons must overcome is

known as the work function of the material and is essentially the heat of vaporization of

the electrons from the surface. Due to this, the thermionic conversion works best with

large temperatures. Although thermionic conversion has better efficiencies than ther-

moelectric devices, its reliance on high temperatures would make it unsuitable for most

wireless sensor applications. A method similar to thermionic is thermotunnelling, which

narrows the potential barrier using properties of quantum physics known as quantum

tunnelling. This technology seems plausible to use for small temperature gradients for

lower power applications [54].

2.2.2.2 Heat sources

Figure 2.5 displayed the large potential solar energy resource available in regions such

as Australia. Rather than use the conventional conversion method of photovoltaics,

a growing field is exploring converting solar energy indirectly through thermal energy

harvesting. For large scale operation, arrays of mirrors are used to reflect and concentrate

the Sun’s power to a single point where the temperature rises to hundreds of degrees

Celsius. On a smaller scale, suitable for wireless sensor nodes, a black surface facing the

Sun can absorb the incoming radiation heating up relative to its shaded underside. A

thermoelectric or other thermal energy harvester can then be sandwiched between the

two sides to generate power from the difference in temperature of the top and bottom

faces.

Yu et al. [55] investigated the use of a hybrid power system for wireless sensors which

incorporated solar and thermoelectric conversion. Solar cells heat up when in operation,

so to harness this waste heat they attached thermoelectric harvesters underneath the

cells with a heat sink underneath the thermoelectric harvesters to the atmosphere, as

can be seen in Figure 2.11. In their experiments, for a solar irradiance of 744 W/m2

and ambient temperature of 34 ◦C, they found that the rear of the solar cells reached

61 ◦C. In other research by Wang [56], temperatures measured at the rear of solar

cells reached over 70 ◦C in stronger summer light. The advantages of harvesting this

relatively large 30-40 K temperature difference are twofold. Firstly and most obviously

the thermoelectric devices are harvesting and providing extra power to the sensor node.

The second benefit is that it increases the efficiency of the solar cell above its efficiency
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without the thermoelectric device there. This is due to the fact that a solar cell’s

efficiency drops with increasing temperature by about 0.4% per degree. By including

the thermoelectric device to harness heat energy from the cell its temperature drops

and efficiency increases. In their experiment Yu et al. [55] found that the rear of the

cells equipped with thermoelectric harvesters were 13 K colder than those without and

measured a 5.2% increase in their efficiency.

Figure 2.11: Hybrid Solar PV/thermoelectric harvester [29].

Another potential source of heat energy is the soil to air boundary. Air temperature

will rise during the day in response to the Sun’s radiation and then cool during the

night. These temperature changes will be transferred to the ground although phase

shifted and attenuated with depth. Therefore a temperature difference exists between

the air and the ground which is generally positive during the day and negative at night.

Figure 2.12 illustrates this concept where air side heat exchanger thermalises with the

ambient air, likewise the heat exchanger in the soil thermalises with the ground at a

desired depth. The heat pipe then transfers this heat to/from the thermoelectric device

allowing the temperature difference from across tens of centimetres of soil to be applied

directly across the much thinner thermoelectric device.

Stevens [57] showed that the magnitude of the available temperature difference atten-

uates with depth and that there is also a depth dependent phase shift between the air

and soil temperatures as they fluctuate throughout the day and night. As a consequence

there is an optimal depth for the ground side heat exchangers for maximum temperature

difference and therefore power harvesting. Placing the heat exchangers at this optimum



Chapter 2. Energy options for wireless sensor nodes 25

Figure 2.12: Simplified diagram of temperature harvesting device [29].

depth resulted in a 7% increase in the temperature difference compared to if the heat

exchangers were placed at an infinite depth.

Lawrence and Snyder [58] investigated the effects of the thermal conductance of heat

sinks. In his experimental set up he did not actually measure the power harvested but

indirectly predicted an average value of about 50 µW. This low power value lead him to

claim that the results do not appear promising and that according to their temperature

data most of the temperature drop in the system was across the heat pipe, up to 4.5 K

out of the 10 K total across the air and soil.

Meydbray et al.[59] experimented on the effects of the thermoelectric generator module

surface area when exploiting the soil to ambient air temperature difference. Three

different modules, with surface areas of 9, 33 and 131 cm2 were investigated for 110

hours of operation, and were found to produce 23, 71 and 575 µW of average power

respectively over this time, indicating a strong dependence on surface area. The data

from this experiment also showed a large decrease in power output during times of cloud

cover. These results mirror the sub-milliwatt power values obtained from Lawrence’s

experiments.

Other potential areas of thermal difference suitable for thermoelectric devices include

industrial machinery, mammalian bodies and civil structures. For the application of

wireless sensor nodes deployed around industrial machines, piping or vents, there is an

abundant source of otherwise wasted thermal energy available. This source is very site

specific but for sensors developed to monitor such equipment it is logical to power them

from the rich energy source in its environment. An example of this is the automobile

industries use of sensors in the engine to provide control units with information, with the

sensors being powered by the waste heat from the engine. Bodensohn et al. [60] report
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thermoelectric generators supplying autonomous sensor systems with up to 7 mW of

power utilizing this heat source. Meydbray et al. [59] the order of 5 mW/m2.

The human body self regulates its temperature at a constant 37 ◦C. Harnessing this

against the ambient air temperature offers a source for thermal harvesting for sensor

nodes applied on the human body. Many companies producing body worn products

have already developed devices which utilise the small temperature difference between

our body heat and the ambient temperature, generating power on the order of mi-

crowatts demonstrating that similar techniques can be applied to sensor nodes [61] [62].

An example of this is Seiko’s Thermic watch which uses the small thermal gradient be-

tween the wearer’s arm and the ambient air to generate microwatts of power to run the

movement of its mechanical clock [63].

2.2.3 Mechanical

The final collection of energy harvesting technologies falls under the umbrella of mechan-

ical energy harvesting. Mechanical energy harvesting involves converting the ambient

kinetic energy in the device’s environment into electric energy.

2.2.3.1 Fluid flow

The flow of any fluid (gas or liquid) can be converted to electricity with a variety of

techniques. At the macro scale, the use of wind turbines is becoming more common.

However, at the miniaturised scale for powering sensor networks, novel approaches are

required due to viscosity effects. For example, a number of systems for use in both water

and air have been proposed based around the fluid causing a piezoelectric fin or ’eel’ to

oscillate due to vortex shedding [64].

The potential power from a moving fluid is given by;

P =
ρAv3

2
, (2.6)

where ρ is the density of the fluid, which for air is 1.2 × 10−6 kg/cm3, and for water

is 10−3 kg/cm3, A is the cross-sectional area the fluid is flowing through, and v is the

velocity of the fluid.

Betz’s Law, analogous to Carnot efficiency for heat engines, is a measure of the maximum

efficiency of a wind turbine and is approximately 59%. Large scale wind turbines operate

at maximum efficiencies of about 39%. Efficiency is dependent on wind velocity and

average efficiencies are usually around 20% [30]. Wind power maps are often quoted at
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altitudes of 80 meters, which is a typical hub height of a large wind turbine. Sensor

networks would typically be deployed closer to the ground which introduces boundary

layer effects, therefore the energy available from air flow will be much less than that

available at 80 meters. Reliability may also be an issue with so many moving parts

exposed to the elements. Weimer et al [65] investigated harvesting energy for sensor

nodes using an aenometer, with a cup face area of 54 cm2, they recorded a maximum

output power of 651 µW at high wind speeds, and at lower, more common wind speeds,

power output of 5-80 µW .

The process of capturing energy from water is similar to that for air movement. The

dependency of the maximum power on the density of the fluid means that for any given

volume moving at a fixed speed there is approximately three orders of magnitude more

power available in water. Of course any fluid moving can be harnessed. For example an

oil pipeline may be a source of fluid energy. The problem of fouling is still a problem with

liquid based fluids and consideration of the environment is required before deployment

of any sensor network.

2.2.3.2 Pressure variations

Exploiting pressure variations is an energy harvesting technique for which little research

has been found on the small scale. Roundy et al. [30], however, gives a simplistic

theoretical analysis of the potential of this resource, assuming 100% conversion efficiency.

For a fixed volume V of gas, the change in energy ∆E due to a change in pressure ∆P

is;

∆E = V∆P (2.7)

Although local pressure can change by as much as 30-40 mbar (3-4 kPa) during cyclonic

weather events, a more typical daily pressure change is 3 mbar (300 Pa) [66]. With a

device volume of 1 cm3 this will provide 300 mJ/cm3. With two pressure cycles in one

24 h period, this will provide 7 nW/cm3. This assumes 100% efficiency and offers no

clue as to the mechanism that could be utilised to capture this energy.

2.2.3.3 Vibrations

A field which has gained a lot of attention for its potential in micro-scale power genera-

tion is vibration energy harvesting. Its attractiveness compared to that of other energy

harvesting generation methods is the availability of vibrations in most environments and
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the device’s ability to function inside of other structures. For example, a vibration har-

vester can be implanted in a human body for medical monitoring or be deployed inside

a concrete wall during its construction for lifetime structural monitoring.

Vibration harvesting involves the conversion of the kinetic energy inherent in mechanical

vibrations into electricity. There are three known mechanisms by which this can be

achieved: electromagnetic, electrostatic and piezoelectric conversion. Electromagnetic

conversion utilises Faraday’s law to induce an electric current in a coil of wire when it

is subjected to a changing magnetic flux. By coupling either the coil or a magnet to

the vibrations and having the other mounted in an inertial mechanical frame, relative

motion is induced between the two. This results in a changing magnetic flux through

the coil and thus power generation.

Electrostatic conversion involves designing a system whereby the external vibrations

change the distance between two charged capacitive plates held at constant voltage, V ,

or constant charge, Q. As the distance, d, between the plates changes their capacitance,

C, also changes and thus the energy, E, can be harvested as;

E =
QV 2

2
=
Q2

2C
, (2.8)

where;

C =
ε0A

d
, (2.9)

and ε0 is the dielectric constant of free space and A is the area of the plates.

This method has the advantage of being easily integrated into micro-systems with silicon

micromachining and being able to increase energy density with applied voltage, however

it does require a separate voltage source to ”kick-start” it, and due to its complexity

does have some practical difficulties [67].

When a mechanical stress is applied to a piezoelectric material, a charge separation is

induced across the material. At the moment the most simple and effective way devel-

oped to utilise this phenomenon in vibration harvesting is by mounting the piezoelectric

material on a cantilever beam with a mass weighted at its end. This beam oscillates

when subjected to vibrations, inducing mechanical stress on the piezoelectric material

allowing it to harness power by damping out the oscillation. This method is more dif-

ficult to integrate into micro-systems than electrostatic conversion but does not endure

the same difficulties the previous method has.

These different conversion techniques show promise for vibration harvesting and are the

subject of many research efforts around the world. The harvesters developed, range

from 1 - 75 cm3, exploit vibrations from 50 Hz to 50 kHz, induce oscillations between
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0.5 µm to over 1 mm, and produce powers that range from tens of µW to over a mW

[61]. An analysis indicated that vibrational micro-generators (order of 1 cm3 in volume)

may have power densities of up to 4 µW/cm3 peak from typical human motion (5 mm

motion at 1 Hz) and that machine induced stimuli (2 mm motion at 2.5 kHz) may have

a power density of up to 800 µW/cm3 peak [68]. The results shown possible by this

analysis surpass existing devices’ actual performance by one to three orders of magnitude,

suggesting that researchers have plenty of room for improvement in this field.

Most devices designed to harvest this energy utilise the oscillation of a proof mass

resonantly tuned to the environment’s dominant vibrational frequency. This resonance

condition is vital for efficient conversion. As vibrations in different environments come

in a wide range of frequencies and amplitudes which are often stochastic in nature, a

robust system needs to be able to dynamically tune its parameters to match the varying

peak in the input vibration’s frequency spectrum.

2.3 Summary

The information presented in this chapter is provided as a review of the state-of-the art

technology in powering wireless sensor nodes at the commencement of the present thesis.

Since then, numerous more reviews on this topic have been published in the literature

[69–79], highlighting the importance and the amount of activity in this area.

Many of the technologies presented are based on devices that work at the macro scale.

However, when scaled down to nodal sizes, their efficiencies become prohibitively small.

Of the systems that exist at the moment, the best source of energy for short term use

remains the battery. Fuel cells are quickly growing in capacity and it should be expected

that they will equal and surpass battery storage capability. While interesting, the po-

litical and practical aspects of betavoltaics would seem to preclude their widespread use

in civilian application. Energy harvesting is essential for long term sensor deployments

and there exist many ambient sources of energy which could be utilised. The energy

harvesting technology chosen for a particular sensor node will depend on the which of

these sources are available in the environment which it is deployed.
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Powering Marine Based Sensors

This chapter focuses on powering MBSs. First, the energy usage of typical marine sensor

deployments is examined, to determine the required power output of an energy harvest-

ing device for this application. The different energy resources in the marine environment

are then identified and their potential to provide the required power assessed. Addition-

ally, any literature relating to harvesting these energy resources for marine based sensors

is reviewed. Two energy resources, wave and thermal energy, are then distinguished for

further investigation in this thesis.

3.1 Power requirements

The amount of power required, on average, by a MBS node is examined in this section.

The power requirements are seen to vary from case to case, depending on a number of

factors, such as:

• The type of sensors,

• The number of sensors,

• The sampling frequency and duty cycles of the sensors, and

• The volume of data to be transmitted and the transmission distance between the

MBS node and the receiver.

The values for these different factors are often restrained by the limitations of the power

supply. Therefore, by improving the power supply component, the capabilities of MBSs

will become less constrained, enabling more options for ocean monitoring deployments.

30
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Different types of sensors use different amounts of power to operate. For example, James

Cook Universitys Marine Geophysical Lab develops nephelometers for measuring water

turbidity. These instruments are powered by 9 D-Cell batteries, each with a voltage of

1.5V and capacity of 18000mAh. Discussions with the Scientists in this lab revealed that

a typical monitoring deployment will drain the battery pack in about five months, which

equates to an average power consumption of 20mW. Whereas a different type of device

used by this lab is a commercial instrument, the Aquadopp by Nortek, which measures

the current profile in the water using acoustic Doppler technology. The datasheet for

this instrument on Nortek’s website [80] quotes an average power consumption of 0.2-

1.5W depending on sampling frequency. Hormann et al [81] used a GPS, pressure

and ultrasonic sensor for measuring water depths/heights which, in addition to the

microcontroller, used a combined average power of less than 9mW.

Data transmission from the sensor’s marine location back to shore requires the highest

level of instantaneous power for the node. However, the duration and the frequency

of occurance at which the node transmits/receives data is low, thus the average power

consumption for this component is much less than the amount it uses in its active state.

Depending on the location of the sensor node there are a number of different telemetry

options. Radio telemetry is one of the most common data transmission methods, requir-

ing a clear line of sight between the monitoring system and the base station. Ohmex

Ltd [82] offer a long-range and short-range digital radio telemetry systems to comple-

ment their tide gauge and weather station products. The long range modem has a

range of 25km, consuming 0.25W when receiving and 3W when transmitting. The short

range modem’s range is only 1.5km and consumes 0.12W and 1.2W when receiving and

transmitting respectively. For more remote marine locations, data can be transmitted

via satellite, for example the Inmarsat (International Marine Satellite) D+ data service

provides near global coverage via four geostationary satellites. The Track800D device

utilises an Inmarsat D+ global satellite transceiver to report the location of boats and

ships, consuming 0.8W when receiving and 10.2W when transmitting [83]. Alippi et al

[84] use a MaxStream 2.4-GHz Xstream Radio Modem long range transeiver which uses

0.75W in transmission. The wireless subsystem in Bromage et al [24] uses a MaxStream

9XTEND 1-Watt transceiver. Cella et al [6] required 50mW of transmission power to

relay their data 600m on the 2.4GHz band with a vertical high gain dipole antenna.

Little et al [85] developed a wireless video sensor network for autonomous coastal sensing

with panoramic cameras capable of a 360 degree field of view. Their nodes consume 2.5W

for the camera when sourcing, 500mW when streaming the data and 5mW when asleep.

The report on the SEMAT’s Mk2 buoy’s show a 5.5W peak power and 1W suspended

power usage, and for the Mk3 buoy, 6.3W peak and 0.1W suspended power usage values
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[8]. The average power for these systems would depend on the duty cycles of their differ-

ent operating states. For example, Thosteson and Sepri’s [25] marine monitoring system,

integrates sensors for measurement of water conductivity, water level, temperature, flow

magnitude, flow direction, turbidity, wave height, wave period, package location, pack-

age orientation, and speed of sound. When programmed to make measurements from

each available sensor once every five minutes and to make cellular transmissions hourly,

their system requires an average continuous supply of 0.25W. Hwangbo et al [86] report

a total daily power requirement, for their system with an underwater accoustic modem,

of 19.4 Wh, which is an average consumption of 0.8W. Albaladejo et al’s [26] system in-

cludes temperature and pressure sensors for the atmosphere and water, a light emitting

beacon and data transmission to a base station 700m away, using an average power of

36mW.

An interesting point to note regarding the power usage of the RF data transmission is

that, Rajasegarar et al [5] reported a problem with maintaining wireless connectivity

between nodes and shorter life time of the network. The main reason for loss of connec-

tivity between nodes was the movement of antennas caused by ocean wave dynamics.

The pitching of the buoy causes a tilting of the antenna which results in reduced range

of communication and polarisation issues. Once the communication is lost with the

other nodes, the node continuously searches to establish communication and by doing

so it is exhausting its battery power. This problem was also reported by Cella et al

[6], who quoted that a robust energy harvesting is essential if the nodes experience dif-

ficult communications, because the number of retrials may drain a significant amount

of energy from the battery. Cella et al [6] state that, a too high inclination of the

antenna with respect to the vertical direction would have hindered the radio communi-

caton by increasing reflection and scattering cause by the water surface. Albaladejo et

al [26] also reported on this problem of the wave induced motions negatively affecting

the communications.

In conclusion, the power requirement by the marine based sensor node will depend on

the application; what type of sensors, how many sensors, how often are they making

measurements and transmitting the results, and how much power the transmission re-

quires. In general, an average power supply on the order of 1W would be more than

sufficient for most marine based sensor applications reviewed.

3.2 Energy harvesting for marine based sensors

The review of energy harvesting for sensor nodes in Chapter 2, shows that energy har-

vesting does not have a one size fits all solution and is very much dependent on the
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energy resources available in environment where the sensor is located. For the case of

energy harvesting in the marine environment the following energy resources are identified

and assessed in this section:

• Solar

• Wind

• Currents

• Microbial Fuel Cells

• Wave

• Thermal Energy

3.2.1 Solar

Solar PV has by far been the dominate means of energy harvesting techniques trialled

for marine based sensor applications, most likely due to the maturity of the PV tech-

nology and its commercial availability. The good potential for solar PV was outlined in

Section 2.2.1. This section reviews the published reports of solar energy harvesting for

marine sensor deployments and identifies a number of disadvantages for its use in this

application.

Alippi et al [84] performed a four day sea trial of a sensor network consisting of ten

nodes, one of which was a gateway node. Energy was provided by two 0.5W solar

cells for the regular nodes and and eight 0.5W cells for the gateway node. One dipole

omnidirectional antenna is present on nodes for communicating to the gateway, which,

differently mounts two omnidirectional antennas: one to communicate with the local

cluster network and the other for establishing a radio link to the ground control station.

A picture of a regular node is shown in Figure 3.1-(b). Alippi et al employed batteries,

with an energy capacity larger than the solar-cell daily energy production and daily

system energy consumption, in order to store energy and permit the system to supply

power even in case of bad weather.

Albaladejo et al [26] performed a two month sea trial for a sensor buoy system using two

2.5W solar panels (shown in Figure 3.1-(c)). They found that the solar energy harvesting

system performed very well in sunny conditions, full charging the battery, but that the

battery became very drained at night due to the absence of sunlight and the beacon

light consumption. An earlier verification trial by Albaladejo et al [87], where the same
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system was deployed in a harbour for one month, reported that the harvesting system

didn’t receive sufficient sunlight to recharge the batteries on some cloudy and rainy days.

Trevathan et al [8] used a 10W solar panel, with a 12 V - 7 Amp hour lead acid battery, in

each of their Mk2 buoys, and three 5W solar panels in their Mk3 bouys (shown in Figure

3.1-(a)). They noted that on overcast days, the solar panel was unable to sufficiently

charge the battery.

A related investigation by Hormann et al [81], examined using a wireless sensor node

for river monitoring, whereby they utilised a solar cell charging two ultracapacitors for

the power supply. Their results showed continuous operation of the system for five

days. They reported rainy and foggy weather conditions for the first two days, where

the capacitor voltage dropped from the maximum value of 5V, down to as low as 2.8V.

However when the weather cleared in the final three days the voltages replenished back

to 5V.

Solar power has also been targeted as the energy harvesting resource by other researchers

[85, 86], but its performance from an actual ocean deployment not yet reported.

Solar

panel

Solar

panel

Figure 3.1: The set-up of three different deployments using solar panels (a) [8] and
(b) [84] and (c) [26]

A disadvantage of solar PV is the limited number of hours that the direct solar radiation

is available, due to the night time hours and to possible cloud coverage during the day.

This can be prohibitively restrictive for sensor nodes deployed at high latitudes, where

the amount of daylight is greatly reduced in winter months. The amount of direct

solar radiation on the panel is also reduced if the panel is not directly aligned to face

the Sun, which results in the amount of available power being diminished. Torres et

al [88] state that the panels require proper orientation to generate enough power for

the batteries and therefore are investigating utilising a wind powered auto-positioning

system to align the solar panels for optimal energy harvesting. A more passive approach

is taken by Albaladejo et al [26], who used two solar panels facing in opposite directions



Chapter 3. Powering Marine Based Sensors 35

and inclinated at 45 degrees, shown in Figure 3.1-(c), to increase the chance of incident

solar radiation normal to the panel’s face. Likewise, Trevathan et al [8] utilised three

solar panels facing in different radial directions, as shown in Figure 3.1-(a), so that at

least one of the panels may be facing the Sun as it and the buoy both move throughout

the day.

Another disadvantage of solar PV is the reduction in system efficiency when the panel

surface becomes dusty or covered with water and/or marine salt [84]. For example

Ortega et al [89] noted the need for maintenance due to fouling by seabirds. To help

reduce this problem, Alippi et al [84] used a maximum power point tracking system

to optimally harvests solar energy by adapting the working point of the solar cell to

maximise energy transfer from the cells to the batteries when the cell is not directly

exposed to the optimal radiation or the solar radiation is low, as it happens when the

panel surface is dirty or clouds change the intensity of the solar radiation.

Another drawback for solar is the requirement of substantial fixed or floating structures

above the water surface, which increases the risk of vandalism or theft, and may affect

the pitching motion of the buoy, which has be reported to negatively affect the data

transmission from the antennas.

3.2.2 Wind

Figure 3.2 maps the worldwide average wind power levels [90], showing a good potential,

on the order of 100’s of W/m2 at most locations. This resource has been the target of

large scale offshore wind farms for over a decade [91], with offshore wind currently

leading the field in commercial offshore renewable energy. However, for the present

purpose of energy harvesting for marine based sensors harvesting, wind energy may not

be so feasible. Firstly, the average wind power values shown in Figure 3.2 are measured

at 80m above the sea level, whereas values close to the surface are much less than this

due to the logarithmic boundary layer. Calculating the wind speed 1m above the sea

level, using the logarithmic wind profile[92], reveals a reduction by over a third compared

to the wind speed at 80m , which relates to a 73% reduction in available power due to

the cubic relationship between wind speed and power.

The review in Section 2.2.3.1 revealed that maximum efficiencies for large scale wind

turbines are around 39%, with average efficiencies around 20%. These efficiencies are

achieved using large stable structures, it is likely that a the dynamic motion of a buoy

used for marine based sensors will further reduce the efficiencies of a small scale wind

turbine positioned on that buoy. Indeed, maintaining pitch/roll stability for the small

floating structure would also be a concern, with a turbine located as high as possible
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Figure 3.2: Worldwide average wind power levels [90].

above the water surface capturing the energy of the wind applying unwanted torques to

the buoy.

Concerns over reliability may also be an issue with so many moving parts exposed to

the elements. Additionally, the risk of theft or vandalism is increased for the turbine

conspicuously located above the water surface.

3.2.3 Currents

Different types of currents are present in the ocean, driven by the tides, thermal gradi-

ents, salinity gradients, the rotation of the Earth or by the wind. Tidal currents have

been the target of large scale tidal energy extraction, due to its extremely high level

of predictability. However, in general the energy in marine currents is diffuse and tidal

energy extraction limited to locations where it is concentrated via flows through relative

constrictions giving rise to strong currents [93]. Figure 3.3 shows the spatial distribution

of mean tidal power on the Australian continental shelf, where a number of tidal energy

’hot spots’ can be seen.
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Trevathan et al [8] proposed using tidal currents as a power source for marine based

sensors and compared the use of different types of turbines, though concluded that

devices may not be cost effective and are subject to risk in deployment due to bio-

fouling and entanglement from drifting alga and sea grass wrack. Maintenance due to

marine growth is seen as a problem for tidal turbines [93].

As an alternative to conventional turbine type technologies used at the large scale,

Taylor et al [64] developed the energy harvesting ’eel’ to convert the mechanical flow

energy in rivers and oceans into electrical power via piezoelectric polymers. The eel

generator utilises the regular trial of travelling vortices behind a bluff body to strain

the piezoelectric elements, with the resulting undulating motion resembling that of a

natural eel swimming. The eel has the capacity to generate milli-watts to many watts,

depending on the system size and the flow velocity of the local environment. Taylor et

al [64] identified future work on the eel to focus on developing and deploying a small,

lightweight unit to power remote sensor arrays, with an output power rating of one watt.

Figure 3.3: Spatial distribution of mean tidal power on the Australian continental
shelf [102]
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3.2.4 Microbial Fuel Cells

Microbial fuel cells (MFCs) exploit bacterial metabolic activities to generate electrical

energy. The marine environment is rich in microorganisms and nutrients and is therefore

ideal for energy harvesting using MFCs. The MFC consists of an anode shallowly em-

bedded in the marine sediment and a cathode in the above seawater, which are connected

to each other through an external load, as depicted in Fig 3.4.

Figure 3.4: Schematic of a microbial fuel cell [94].

Aiming at an environmentally friendly and cost effcective power source for marine instru-

ments, Reimers et al [95] developed a benthic microbial fuel cells that convert chemical

energy stored in the benthic sediment into electrical current. The objective was to

generate a steady energy supply that could be used to power remote oceanographic in-

struments such as water quality sensors. Scott et al [96] investigated sediment MFC’s

performance using different cathode and anode materials. The best performance was ob-

served with a peak power density of 60mW/m3. Dai et al 2011 [94] presented the design

and modeling of a microbial fuel cell as an alternative technique for energy harvesting

from the underwater environment. Experimental results showed that the proposed de-

vice achieves a maximum power density of 153mW/m3. Donovan et al [97] investigated

overcoming the limitation of current sediment microbial fuel cells (SMFCs) which to

date have only demonstrated power outputs of several to tens of mW continuous power

by developing a power managements system that enables a SMFC to operate a remote

sensor consuming 2.5W of power by storing energy in capacitors and using the stored

energy in short burts. Other studies [98] [99] also demonstrated the feasibility of using

sediment MFCs to harvest energy from the underwater environment.

3.2.5 Waves

Ocean waves are an attractive renewable energy source. The magnitude and consistency

of the power flux provided by waves compares favourably against that of wind and solar.
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Wave energy is an indirect form of solar energy with waves being generated from the

wind and the wind from the Sun. The energy density increases roughly by an order

of magnitude across both conversion steps, from solar to wind and wind to wave [100].

This large energy density is a very significant feature of ocean waves. Figure 3.5 shows

estimates of worldwide average wave power levels, from which it can be seen that the

resource is generally in excess of 104 Watts per metre of wavefront in the open ocean.

For shallow water, frictional effects dissipates the energy from the wave to the sea floor

resulting in decreased power levels. Figure 3.6 shows the spatial distribution of the

average wave power levels on the Australian Continental Shelf, revealing power levels

on the order of kilowatts per meter.

Figure 3.5: Estimates of worldwide average wave power levels in kW/m [101].

Not only do waves offer a very high energy flux, they also provide it consistently, with

the energy flux of ocean waves attenuating slower than the winds dynamic energy flux.

Waves are generated by the wind across the water surface, and then travel with little

energy loss, resulting in the wind’s variable energy flux being integrated over large areas

to produce a wave field with a more constant and reliable energy flux. This is also true

when compared to solar energy, which fluctuates due to cloud coverage and is unavailable

at night, whereas wave power is consistently available 24 hours a day. In their review of

renewable energy from the ocean, Pelc and Fujita [103] state that ’Not only is the wave

energy resource vast, but it is more dependable than most renewable energy resources

- wave power at a given site is available up to 90 percent of the time, while solar and

wind availability tend to be available just 20-30 percent of the time.’

Due to the large energy flux of ocean waves and their relative consistency, wave energy

has been identified as the core energy resource to be investigated in this thesis for the

purpose of powering MBSs. Therefore, an extended review of the wave resource and
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Figure 3.6: Spatial distribution of mean wave power on the Australian continental
shelf [102]

conversion techniques is given in Chapter 4. Focussing on wave energy to provide power

for the MBS, also allows the thesis to simultaneously investigate reducing the increased

power drain on the MBS’s data transmission due to wave induced dynamics, as identified

in Section 3.1.

3.2.6 Thermal Energy Harvesting

Thermal energy harvesting across the air-water interface is a newly proposed potential

power resource previously unexplored for energy harvesting for MBSs. The ocean will

be either a few degrees warmer or colder than the air directly above it; dependant on

factors such as the time of day, time of year and global latitude. A thermal energy

harvesting device can promote the flow of heat energy across this thermal gradient, a

portion of which is converted into usable power for the sensor node.

The possibility of exploiting the thermal gradient across the air/water interface for

powering MBSs, was identified by the present author in the progress of compiling the

general literature review for energy harvesting for WSNs, as reported in Chapter 2. The
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concept is inspired by the work of Stephens [57, 104, 105] for terrestrial sensor nodes,

whom investigated utilising the thermal difference between the soil and air to power

WSNs (Section 2.2.2.2). By realising that the same thermal phenomena exists in the

marine environment and that the potential of this resource had never been examined

or quantified, the present author has identified this resource for further investigation in

this thesis. Details for this novel energy harvesting technique are reported in Chapter

9, and also in the following publications [106], [107], [108]. This method was also later

investigated by Jones et al [109] for powering sea ice instrumentation, during the polar

winter when other energy sources are either unavailable or unreliable.

3.2.7 Comparison

In this subsection, a basic quantitative comparison is made between the identified energy

resources. The energy resources are ranked by their perceived potential for utilisation

in energy harvesting for MBSs. Table 3.1 displays the different energy resources, the

energy density of the resource, the temporal and spatial availability of the resource, and

the ranking given to the resource.

Waves are seen as the most promising energy resource. The energy density provided by

waves is an order of magnitude greater than other resources, it is available consistently

24 hours a day and a wave energy device can be located anywhere from the ocean surface

to sea bed. Solar is ranked here as the second most promising energy resource. Solar

provides a good energy flux, particularly in tropical to mid-latitude locations, however

the energy resource is unavailable and nightime and is reduced by cloud coverage. Ad-

ditionally, the available incoming energy is reduced if the face of the PV panel is not

aligned towards in the incident sunlight or if the sunlight is blocked by dirty PV panels.

The requirement of having PV panels located above the ocean surface is a disadvantage

for solar, because it requires a substantial fixed structure above the water surface, which

increases the MBS size and possibly its pitching motion. The same is true for wind

energy, which is ranked next at number 3. Although, wind energy has a good energy

density, it is highly variable and reduces with distance towards the ocean surface. There-

fore, a wind energy harvester will also require a substantial fixed structure above the

water surface to mount the wind turbine with as much elevation from the ocean surface

as possible.

Currents are ranked at number 4, due to the lower energy density and the high spatial

variability of the resource. MFC’s are ranked at number 5 due to the very low energy

density and because the resource is only available at on the sea floor. The thermal energy
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harvesting was given a score of ’unknown’ because there is no quantitative information

available for this resource.

Rank Resource Energy density Availability

1 Wave 500 - 50000 W/m2 24 hours per day
2 Solar 50-500 W/m2 Day time only. Reductions due to cloud

coverage and misalignment of PV panel
with incoming sunlight.

3 Wind 100-1000 W/m2 24 hours per day. Highly variable.
Reductions due to logarithmic friction
layer towards the ocean surface.

4 Currents 0.1-10 W/m2 Site dependent.
5 MFC 0.1 W/m3 On the sea floor
? Thermal Unknown Possibly more consistent that solar and wind.

Table 3.1: Comparison of the time domain model’s computation time and output
power results for various simulation lengths, against the frequency domain model’s

results.

3.3 Summary

The power requirements for marine based sensor networks were reviewed and an average

power of 1W was identified as the targeted output for an energy harvesting device. The

data transmission was seen to have the largest energy usage, and the pitching motion

of the buoy, due to wave induced dynamics, was reported to cause issues for the data

transmission, resulting in an increased drain on the power supply.

The energy resources in the marine environment were reviewed and wave energy was

identified as providing the largest and most reliable resource. Harvesting wave energy

to power the sensor node has therefore been identified for further examination in this

thesis. Additionally, by investigating a buoy to absorb wave energy, the buoy’s pitch

motion due to wave induced loads can also be investigated and ideally minimised, to

provide a stable platform for data transmission by the antenna.

Thermal energy harvesting across the air / water interface was identified as a novel

resource previously unexplored for powering small scale electrical equipment in the ma-

rine environment. A similar resource, the thermal gradient across the air / soil interface,

was shown to have reasonable potential for terrestrial based sensor nodes [57, 104, 105],

therefore the thesis will follow this line of research applied to the marine environment

to explore the potential of this resource for the present application.

Alippi et al [84] were seen to employ batteries, with an energy capacity larger than

the solar-cell daily energy production and daily system energy consumption, in order to
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store energy and permit the system to supply power even in case of bad weather. They

state that, the batteries will therefore undergo partial charging and discharging every

day, which can cause a severe reduction of battery nominal energy capacity and, as a

consequence, severe limitations to performance (known as the memory effect of chemical

batteries). They propose solving this problem by employing two identical battery packs

and switching between them, so that while one battery pack powers the system the other

is under charge. Once the former is discharged, an embedded circuit allows the battery

packs to be inverted. In this way, one battery pack is always in charge while the other

is always being discharged and therefore separately performing full discharge and full

charge cycles on each battery. Following this idea, of employing two battery packs with

an energy capacity larger than the daily system consumption, shall be employed in the

present work, and therefore the energy harvesting system does not need to constantly

provide 1W of power but rather harvest an average of 1W per day (86400 Joules of

energy). Assuming the usage of lithium ion batteries, which were shown in Section 2.1.1

to offer the best performance, would require a minimum total battery weight of about

0.2kg to provide the required 48Wh capacity.



Chapter 4

Wave Energy Conversion

This chapter presents a brief review of the ocean wave resource and the field of wave

energy conversion. Ideas are identified from this field, to aide in the conception of a

micro-scale wave energy converter (WEC) for powering MBSs. The chapter concludes

with a description of the proposed WEC design, to be subsequently analysed and devel-

oped in later chapters.

4.1 Ocean waves

Ocean waves propagate energy across the surface of the ocean through the movement

of water particles. The energy is in the form of the kinetic energy of the moving water

particles and their potential energy as the water level rises and falls against gravity. The

water particles themselves do not propagate with the travelling wave but follow orbital

paths, as depicted in Figure 4.1. The motion of the water particles is largest at the

surface and decreases exponentially with depth, approaching zero at a depth equal to

half a wave length.

4.1.1 Regular waves

Figure 4.1 illustrates the simplest type of wave, a regular plane wave, which has a

sinusoidal shape in space and time:

η(x, t) = a sin(ωt+ kx+ φ), (4.1)

where η(x, t) is the free surface elevation (FSE), a is the wave amplitude, ω is the wave

frequency, k is the wave number and φ is the phase angle. The wave amplitude is half

44
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the wave height, H, which is the vertical distance between a trough and crest. The

wavelength, λ, is the horizontal distance between two successive crests (or troughs) and

it is related to the wave number via, k = 2π
λ . The wave period, T , is the time for one

wave to pass a fixed point and the wave frequency, f , is the inverse of the wave period,

equalling the number of waves passing a fixed point per second, where f = ω
2π .

Figure 4.1: The orbital motion of fluid particles in a regular wave.

Other important parameters relating to ocean waves are the wave steepness, the wave

velocity and the dispersion relation. The wave steepness is the ratio of the wave height

to the wavelength, and is physically limited by wave breaking which occurs at a wave

steepness of 1/7. The phase velocity, cp, of a wave is the speed at which the crest moves

in the direction of travel and therefore equals the wavelength divided by the period:

cp =
λ

T
=
ω

k
. (4.2)

The wavelength and frequency of ocean waves are related by the dispersion relation:

ω2 = gk tanh kh. (4.3)

where g is the gravitational constant and h is the water depth. For the case of deep water,

the dispersion relation simplifies to ω2 = gk. Combining the dispersion relation with

the phase velocity, Equation 4.2, reveals that the phase velocity is different for different

frequency waves or different wavelengths, indicating that ocean waves are dispersive.
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The dispersiveness of ocean waves means that longer low frequency waves travel faster

than shorter higher frequency waves.

Of course the parameter of most interest to the present work, is the power of the wave.

The power per metre of wavefront for a deep water wave (h > 1
2λ) is given by the

following relationship [110]:

P =
ρg2

32π
TH2. (4.4)

4.1.2 Irregular waves

Unlike regular sinusoidal waves, real sea waves are irregular, both spatially and tem-

porally. An example of the ocean’s FSE measured at a spatial point, η(t), is shown

in Figure 4.2-(a) [111]. Assuming linear theory and use of the superposition principle,

this can be approximated as the sum of many independent regular waves of varying

amplitude, an, frequency, ωn, and phase, φn:

η(t) =
∑
n

an sin(ωnt+ φn). (4.5)
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Figure 4.2: (a) The free surface elevation (FSE) measured at a spatial point, (b) The
power spectrum of the signal in (a).

The average energy per square meter of ocean surface, E, is related to the variance of

the FSE about its means position, η2(t), [112]:

E = ρgη2(t). (4.6)
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From Equation 4.5, the FSE variance can be represented as:

η2(t) =
∑
n

1

2
a2
n, (4.7)

representing a transformation from time to frequency domains and illustrating that

the total energy of the irregular wave train is the sum of the energies associated with

individual sinusoidal wave components at each frequency. This leads to the concept of the

wave spectrum, S(ω), which quantitatively describes how the different wave frequencies

contribute to the wave energy:

S(ω)∆ω =
∑
∆ω

1

2
a2
n, (4.8)

where the sum is taken over the wave components whose frequencies lie between ω−∆ω/2

and ω + ∆ω/2. In the limit as ∆ω → 0, the total variance can be expressed as:

η2(t) =

∫ ∞
0

S(ω)dω. (4.9)

Thus from Equation 4.6, the average wave energy per unit surface can be expressed in

the frequency domain as:

E = ρg

∫ ∞
0

S(ω)dω. (4.10)

The power transported per metre of crest length length can then be given by:

P = ρg

∫ ∞
0

cg(ω)S(ω)dω, (4.11)

where cg is the wave group velocity,

cg =
g

2ω

(
1 +

2kh

sinh kh

)
tanh kh, (4.12)

For the case of deep water, the expression for the group velocity simplifies to cg = g
2ω .

Figure 4.2-(b), plots the power spectrum, S(ω), of the FSE signal displayed in Figure

4.2-(a). It reveals that the sea surface measured in Figure 4.2-(a) comprises mostly of

waves with frequencies between 0.5 and 2 rad/s, with a peak frequency of about 1.2

rad/s. The spikiness of this spectrum is due to the short length of data used to perform

the transform (i.e. 3 minutes of data sampled at 2.5Hz), whereas in general it is standard

practice to take 30 minutes of data to calculate a spectrum, which classifies the sea state

for a given location at a particular time. The sea state is then normally expressed

in terms of the peak period/frequency of the wave spectrum and the significant wave

height, Hs. The significant wave height is the predominant or characteristic height of an

irregular wave series and was historically defined as the mean wave height of the highest
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third of the waves. In modern practice, the significant wave height is defined in terms

of the wave spectrum, as:

Hs = 4

√∫ ∞
0

S(ω)dω. (4.13)

4.1.3 Wave creation

The process of wave creation from the wind is illustrated in Figure 4.3. Starting with a

completely calm sea, when the wind blows over this flat surface it generates turbulence

and the pattern of eddies produce pressure difference on the surface, resulting in the

creation of micro-ripples. The micro-ripples make the surface rough and give the wind

better grip to push the water and create bigger waves. As the wind continues to blow

and transfer energy to the waves, the waves will grow from micro-ripples, to ripples, to

chop, to wind waves, to a full developed sea. A fully developed sea has the maximum

wave size theoretically possible for a wind of a specific strength, duration, and fetch,

where the fetch is the distance over which the wind blows.

The term wind sea is used for waves that are actively growing due to forcing from local

wind. When the wind dies or the waves propagate out of the wind’s zone of influence,

the waves will continue to travel while transferring energy to lower frequencies, forming

swell. Swell waves can travel thousands of kilometers, with little loss of energy, until

the water depth decreases and the wave begins to interact with the sea floor. Swells in

deep water will, typically, have wavelengths of 100 - 500m whilst wind seas may range

from a few metres to 500m depending on the wind speed [100]. The wave field at a

given location can contain a mix of local wind sea and swell which has originated from

a distant storm.

Wind

Direction of 

wave travel

Changing to

swell
Ripples to chop 

to wind waves

Fetch

Fully developed 

sea

Figure 4.3: The creation of waves from the wind.
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4.1.4 Standard ocean wave spectra

It turns out that the shape of ocean wave spectra can be fairly well described by standard

formulae which take as input, parameters such as the wind speed and fetch length. With

some theoretical guidance, these formulae were derived empirically from many datasets of

measured wave spectra, and have been found to generalise well to most wave conditions,

being used successfully in ocean engineering for many decades. The two most widely

used spectra are the Pierson-Moskowitz (PM) spectrum and the JONSWAP spectrum

[112].

4.1.4.1 The Pierson-Moskowitz spectrum

The PM spectrum [113] assumes a fully developed sea where the winds have been blowing

steadily over a long duration and a large fetch. For a given wind speed, U19.5, at an

altitude 19.5m above the sea surface (the height of anemometers on the weather ships

used by Pierson and Moskowitz), the PM spectrum equals:

S(ω) =
αg2

ω5
e
−0.74( g

U19.5ω
)4
, (4.14)

where α = 0.0081.

4.1.4.2 The JONSWAP spectrum

The JONSWAP spectrum was derived from data from the Joint North Sea Wave Obser-

vation Project (JONSWAP) [114], and applies for developing seas that are fetch limited

and therefore not fully developed. For a given wind speed, U10, at an altitude 10m above

the sea surface (note that U10 = 0.93U19.5), and a fetch, F , the JONSWAP spectrum

equals:

S(ω) =
αg2γr

ω5
e−1.25(

ωp
ω

)4 , (4.15)

where r = e
− (ω−ωp)2

2δ2ω2p .

Wave data collected during the JONSWAP experiment were used to determine the value

of the constants in Equation 4.15, [115]:

α = 0.076
(
U2
10
Fg

)0.22
,

ωp = 22
(

g2

U10F

)1/3
,
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γ = 3.3,

δ =

0.07 ω ≤ ωp

0.09 ω > ωp

.

The JONSWAP spectrum is similar to the PM spectrum, as shown in Figure 4.4, except

that the JONSWAP spectrum is more ’peaky’, as determined by the γ parameter, and

it continues to grow with the fetch distance, as determined by the α parameter, while

the peak frequency decreases, as determined by the ωp parameter.
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Figure 4.4: Comparison of the JONSWAP spectrum for varying fetch distance
(dashed lines) against the PM spectrum for a 12m/s wind speed.

4.2 Wave energy review

The concept of harnessing the natural power of ocean waves is over 200 years old with

the first patent into the area dating back to 1799 (Girard & Son, France). From there

development progressed gradually, by 1970 there were 340 patents in Britain on wave-

powered devices [116]. The 1970s saw intensive research and development of wave energy

owing to fears of impending fuel shortages after the dramatic increase in oil prices. Thus,

most research was focused on large scale schemes capable of contributing significantly

towards national power grids. By the early 1980s oil prices subsided and focus moved

away from wave energy research as cost estimates were significantly greater than those

for coal-fired or nuclear power stations [117]. Today with growing concerns over carbon

emissions from fossil fuels, research in the wave energy conversion arena is once again

gaining momentum, but is relatively immature compared to other renewable technolo-

gies. Good reviews on the field of ocean wave energy conversion can be found in the

papers by Falnes [100], Falcao [118] and Drew et al [119], and in the books by McCormick

[120] and Cruz [121].
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4.2.1 Principles of capturing energy from waves

Conservation of energy stipulates that the energy transported by a wave should diminish

after passing a WEC. The difference in the wave’s energy before and after intercepting

the WEC should ideally be the amount of electrical energy produced by the WEC.

However due to inefficiencies inherent in all systems, there will be energy lost to other

sources during the conversion process. For a wave to be diminished, another wave must

destructively interfere with it. Thus, during the process of absorbing energy from a

wave, a WEC creates its own wave which destructively interferes with the incoming

wave, reducing the receding wave on the lee-ward side. Falnes [110] described the crux

of this concept as; ”for an object to be a good wave absorber it must be a good wave

maker”.

Using this line of thought it has been shown [122] that axisymmetric objects restrained

to move in only one degree of freedom can at best only absorb 50% of the incoming wave

energy. It requires motion in two degrees of freedom to completely absorb an incoming

wave as is shown in Figure 4.5 [110], where a is the incident wave, b is the wave produced

by a body oscillating in heave, c is the wave produced by a body oscillating in the surge or

roll, and d is the resultant of all three waves showing the incident wave totally absorbed

by the body. However, non-symmetric bodies oscillating in one mode of motion only,

can theoretically extract almost all of a waves energy [123].

Figure 4.5: Wave creation/absorption by an axisymmetric buoy, illustrating that to
absorb a wave means to generate a wave. (a) Represents an undisturbed incident wave.
(b) Illustrates symmetric wave generation (on otherwsie calm water), by a body oscil-
lating in heave. (c) Illustrate antisymmetric wave generation by a body oscillating in
surge. (d) Represents the superposition of the above three waves, illustrating complete

absorption of the incident wave energy [110]

The great Greek philosopher Archimedes said ”Give me somewhere to stand and I will

move the Earth”. His point is applicable to WECs, as to convert motion into power you

need something to react against. Power is not derived from motion itself, but rather from

relative motion between two objects. In his review of WECs, Bracewell [117] identified
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that all proposed types of WECs have three things in common; they need a working

surface for the waves to act against, there must be something providing a stable frame

of reference to react these wave forces against, and the working surface must be capable

of being moved by the wave forces relative to this frame of reference. He also notes that,

for the devices reviewed, the frame of reference was the largest single element in the final

estimated cost of power produced. French [124] identifies four options for the reaction:

1. A large structure with extreme dimensions of the order of a wavelength which is

subject to a number of wave forces of different phases that provide reactions for

each other,

2. Reacting against the seabed,

3. Reacting against a mass that is part of the WEC, or

4. Reaction from a part of the sea.

4.2.2 Wave energy converters

There are well over 1000 patented wave energy conversion techniques[116], with inventors

and researchers imagining a myriad of different possibilities to convert the raw energy of

the oscillating ocean surface into useful electricity for society’s consumption. Therefore a

thorough review of all the different technologies is outside the scope of the present work,

but instead will direct the interested reader to the following references which provide a

review of the different WECs [116, 118–121, 125] and an extensive list of different wave

energy concepts can be found on the European Marine Energy Centre’s website [126].

WECs can however be broadly grouped into three main categories dependent upon

their geometries: terminators, attenuators and point absorbers. Terminators are aligned

parallel to the incident wave fronts, being geometrically wide to intercept and stop as

much of the incoming wave as possible. Attenuators are aligned perpendicular to the

incoming wave and utilise the phase difference along the length of the wave to derive

power through relative movement between subsections of the WEC. Point absorbers are

by definition of very small extension compared to the wavelength [110] and absorb power

analogously to antennas in electromagnetic wave fields. Although relatively small in size

a point absorber can absorb energy from part of the wave front equal to the wavelength

divided by 2π [122]. Therefore its absorption width can be greater than its own width,

increasing the available power for extraction. This can be understood by considering

that as a point absorber oscillates it generates circular waves which radiates outward

which can destructively interfere with the incident wave over a large area.
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4.2.2.1 Power take-off mechanisms

The power take off (PTO) mechanism converts the mechanical energy from the WEC

into electrical energy. Reliable PTO systems are rarely seen with a power conversion

efficiency above 60% from absorber motion to grid [127]. The problem faced is that

the movement or oscillations of bodies caused by sea waves are very slow, bidirectional

and irregular, yet the majority of WECs use conventional high speed rotational elec-

tromagnetic generators. These types of generators have been used by other electricity

production techniques (e.g. coal fired power stations and hydro electricity) for decades

and are thus a well established commercially available technology. However, WECs

are not directly compatible with off the shelf rotational electromagnetic generators, but

rather require intermediate conversion steps to convert the slow vertical oscillations of

the waves into high speed rotation. These conversions are achieved via air and water

turbines, gearboxes or hydraulic systems for example, which add extra moving parts to

the system increasing its complexity, introducing reliability issues and adding inherent

efficiency losses.

To reduce the number of conversion steps, linear generators have been investigated

as an alternative to the rotational generator [128–131]. A linear generator allows the

vertical motion of the wave to be directly coupled to the moving part of the generator.

Linear generators are a direct drive PTO, and can potentially provide a simpler system

requiring fewer moving parts, lower maintenance requirements and higher efficiency. In

this case, the velocity of the generator is equal to the oscillatory motion of the WEC,

being of the order of 0.5-2m/s [132, 133]. These slow velocities require large forces to

be achieved in order to produce significant power outputs, resulting in large, heavy,

expensive generators [134].

4.3 Wave energy harvesting for marine based sensors

This section details the specifics of wave energy harvesting for marine based sensors,

by first identifying the differences between this application and that of conventional

large scale wave energy conversion in Section 4.3.1. The characteristics of the wave

resource available at MBS deployment locations is outlined in Section 4.3.2, which can

be significantly different to the those for large scale wave energy conversion. Section 4.3.3

then proposes a WEC device for powering MBSs and details the design requirements of

the WEC for the present application. The section then concludes with a review other

similar work in this area, highlighting the novelty of the present work and the issues it

aims to address.
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4.3.1 Comparison with conventional large scale wave energy conver-

sion

The following key differences between conventional wave energy conversion and the

present application of wave energy harvesting for MBSs have been identified:

• Scale: Conventional WECs are designed to output kW-MW of power, whereas

MBSs require many orders of magnitude less power than this. A wave energy

harvesting device for powering MBSs can therefore be considered a microscale

WEC.

• Location / Wave resource: Conventional WECs are typically deployed at tar-

geted sites with good wave resources, whereas the deployment sites of microscale

WECs for powering MBSs depends entirely on the monitoring objectives of the

MBS and as such can be deployed in sheltered sites with little wave resource com-

pared to that sought by conventional WECs.

• Permanence: - Conventional WECs are typically deployed with minimum life

times of 20 years, whereas MBSs may only be deployed at a certain site for a few

months or years, and in some cases may be freely drifting [15] and therefore never

permanently in one location.

• Cost:

– Construction costs: Due to the scale difference, conventional WECs are many

orders of magnitude more expensive than a microscale WEC. However, the

cost of conventional WECs are offset by the income they accrue by selling

electricity to the grid, whereas the cost of the microscale WEC device for

powering MBSs is only offset by the reduction in maintenance expenses from

eliminating the need for regular battery replacement. For the microscale

WEC device to remain a viable option for powering MBSs, the material and

construction costs need to be low.

– Installation costs: The installation costs of conventional WECs are one of

the most expensive parts of their overall costs [135], for example the hiring

of specialist vessels during installation can cost in excess of e50,000 per day.

However, due to the permanence of the deployment, the WEC has over 20

years to payback this cost. For MBS applications, the deployment is less

permanent and therefore will occur more frequently, highlighting the need for

an easily deployable device. Ideally, the device should be small enough for a

single person to deploy it from an arbitrary vessel and not require specialist

equipment, vessels, divers etc.
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Albaladejo et al [26] report ’low cost’ and ’ease of deployment’ as the number one

and two strong points of their MBS buoy design. They claim that with the design

and materials used, their sensor buoy can be made for e340, and that only very

simple infrastructure is necessary for its deployment in view of its small size and

weight (12 kg), so that a leisure craft is sufficient. Thus, for a microscale WEC to

be suitable for powering MBSs, it is crucial that it does not significantly increase

the cost or deployment complexity.

• Heave only: Due to reported troubles with data transmission when the anten-

nas pitch, the microscale WEC should predominately move in the heave mode of

motion only.

4.3.2 Wave resource at sensor node deployment sites

Unlike conventional WECs, microscale WECs for MBSs do not have the luxury of choos-

ing favourable locations with optimum wave resources, but will be located wherever the

MBS is deployed for its monitoring objectives. The goal of a microscale WEC is to

provide a robust power supply for the MBS regardless of where it is deployed in the

marine environment. This section therefore seeks to outline the diverse sea conditions

where a MBS may be deployed, and therefore a microscale WEC would have to operate

in.

To investigate the range of different possible wave resources at MBS deployment sites,

this thesis considers the coast of Queensland, Australia as a case study. As shown in

Figure 3.6, the south-west coasts of Australia have large wave resources, which have

drawn the attention of large scale WECs and is in fact is the location of the world’s

first grid connected WEC array [136]. Whereas, the wave resource along the coast of

Queensland is a much smaller, however it is the location of many MBS deployments

due to monitoring of the Great Barrier Reef ecosystem and for other purposes such

as environmental monitoring of port developments to accommodate the exports from

Queensland’s extensive mining industry. Queensland’s main coastline is 6,973km in

length with another 6,374km of island coastline [137], and is subjected to a wide range

of wave conditions, extending from tropical latitudes in the north, which are sheltered

from the Pacific Ocean by the Great Barrier Reef, to the southern surf beaches with a

good wave resource, such as Surfer’s Paradise, and even to a west facing coastline in the

Gulf of Carpentaria.

Wave data is obtained from the Queensland Government Department of Science, Infor-

mation Technology and Innovations’s Coastal Impact Unit, which maintains a network

of wave monitoring sites [111]. Each of the monitoring sites, has a Waverider buoy which
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continuously monitors the FSE by using accelerometers to measure the heaving motion

of the buoy. The locations of the buoys is detailed in Section 4.3.2.1 and then the data

is analysed and discussed in Section 4.3.2.2.

4.3.2.1 Case study buoy locations

The case study considers eight sites, marked on the map in Figure 4.6 and shown in

more detail in the zoomed in maps of Figures 4.7 - 4.14. The sites are chosen to span

the length of the coast and the types of different possible deployment locations e.g.

sheltered, not sheltered, various water depths etc. (The maps in this section are made

using Google maps [138]).

Figure 4.6: Locations of the Waverider buoys used for analysis.

Site (a) at Albatross Bay is in 10m water depth, sheltered in the north, east and south

by the bay which opens westward to the Gulf of Carpentaria. Sites (b) at Cairns, (c) at

Townsville and (d) at Mackay, are in water depths of 12, 17 and 30m respectively, and

are all partially sheltered to the east by the reefs and islands in the Great Barrier Reef

and to the west by the Queensland coast, additionally Cairns and Townsville are also

sheltered to the south by the coast. Site (e) at Gladstone in 16m water depth, is located

towards the most southerly part of the Great Barrier Reef and is less densely sheltered

to the east than sites (b), (c) and (d), and is unsheltered from the Pacific Ocean swells to

the east southeast. Sites (e) at Mooloolaba in 32m water depth and (g) at Gold Coast in

17m water depth, are at unsheltered locations near popular recreational surfing beaches

due to the good wave resources at these sites from the Pacific Ocean swells. Site (f) at



Chapter 4. Wave Energy Conversion 57

Moreton Bay is in 10m water depth and is in the middle of a very well sheltered bay

with the Stradbroke Islands to the east.

(a) Albatross Bay (Water depth 10m)

Figure 4.7: Location of the Albatross Bay waverider buoy.

(b) Cairns (Water depth 12m)

Figure 4.8: Location of the Cairns wave rider buoy.
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(c) Townsville (Water depth 17m)

Figure 4.9: Location of the Townsville waverider buoy

(d) Mackay (Water depth 30m)

Figure 4.10: Location of the Mackay waverider buoy
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(e) Gladstone (Water depth 16m)

Figure 4.11: Location of the Gladstone waverider buoy.

(f) Mooloolaba (Water depth 32m)

Figure 4.12: Location of the Mooloolaba waverider buoy.
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(g) Moreton Bay (Water depth 10m)

Figure 4.13: Location of the Moreton Bay waverider buoy.

(h) Gold Coast (Water depth 17m)

Figure 4.14: Location of the Gold Coast waverider buoy.
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4.3.2.2 Data analysis

Wave data for the selected sites is freely available on the Queensland Government website

[111]. The sea state for each site is recorded every 30 minutes, in the form of the peak

period, Tp, and the significant wave height, Hs, derived from the calculated spectrum

of the 30 minute time series of FSE measurements by the Waverider buoy. Figure 4.15

shows a plot of the significant wave height and peak period data from the Townsville

site for one year.
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Figure 4.15: Significant wave height and peak period recorded at 30 minute intervals
at the Townsville buoy in 2012

The analysis of the wave resource at each location is performed by taking three years of

data for each site, resulting in 17,520 sea state samples. Each sample contains a Tp−Hs

pair, which are used to produce a scatter diagram, as shown in Figure 4.16 for the

Townsville location. The samples are then binned into 0.1m signifcant wave height bins

and 0.2s peak period bins, and the percentage occurrence for each of these bins is calcu-

lated to produce a occurrence matrix, plotted in Figure 4.17 for the Townsville location.

Figure 4.18 shows the occurrence matrix for all of the 8 sites along the Queensland coast,

which is used to compare the different wave resources.
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Figure 4.18 shows the wide variety of sea states that a microscale WEC for powering

MBSs may have to operate in. The figure display a large variation between the individual

sites, with the unsheltered locations, (f) and (h), containing the largest wave heights and

longest wave periods and therefore the most power ( Equations 4.4 and 4.11), whereas

the more sheltered sites such as (a) and (g) contain small wave heights and short period

waves. As such, sites (a) and (g) would not be considered as candidate location for large

scale WECs, however they are indeed the location of MBS deployments, with [6] and

[8] reporting on their deployments in Moreton Bay, and JCU’s Marine Geophysical Lab-

oratory having made numerous deployments in the Albatross Bay region (the present

author himself has been out on the water there on several occasions to perform mainte-

nance, data downloads and battery replacements on nephelometers measuring turbidity

in the bay).

Not only is there a large variation in the wave resource between the different sites, but

the sea states are seen to vary within the individual locations as well. Figure 4.18 shows

a trend of the wave resource becoming more variable the less sheltered the site is. Sites

(a) and (g) have the least variation in their resource, with the majority of sea states

measured at these sites having peak periods between 2 and 4s and significant wave

heights between 0.2 and 1m. The unsheltered sites (f) and (h) on the other hand, have

peak periods varying between 4 and 15s and significant wave heights between 0.5 and

2.5m. The other four sites, have a variation between these two extremes.
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Figure 4.16: Scatter plot of all the significant wave height and peak period 30 minute
interval measurements at the Townsville buoy for 3 years (Jan 2012- Dec 2014)
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Figure 4.17: Percentage occurance of the 30 minute interval significant wave height
and peak period measurements at the Townsville buoy for 3 years grouped into 0.1m

significant wave height bins and 0.2s peak period bins

Figure 4.18: Percentage occurance of the 30 minute interval significant wave height
and peak period measurements for 3 years grouped into 0.1m significant wave height
bins and 0.2s peak period bins for the Queensland coast sites. (a) Albatross Bay, (b)
Cairns, (c) Townsville, (d) Mackay, (e) Gladstone, (f) Mooloolaba, (g) Moreton Bay

(h) Gold Coast
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4.3.3 Proposed system

With the aim of a small, cheap, easily deployable device, Figure 4.19 illustrates the pro-

posed system for wave energy harvesting for MBSs. The proposed device is a cylindrical

inertial permanent magnet linear generator (CIPMLG) WEC. Of the three main WEC

categories, a point absorber type WEC was chosen for the present application due to

its intrinsically small size, rather than the physically large terminator and attenuator

type WECs. An axisymmetric geometry is chosen for the point absorber, to eliminate

the requirement of any specialised mooring configuration to align the orientation of the

device with the incoming wave direction, allowing easy deployment.

The frame of reference chosen for the CIPMLG WEC to react the wave motion against, is

the third option identified by French [124] (outlined in Section 4.2.1), ”Reacting against

a mass that is part of the WEC.” The first option requires a very large structure and

is therefore unsuitable for the present application. The second option, requires special

mooring configurations to react against the sea bed and therefore increases the com-

plexity of the deployment. Choosing the third option over the fourth option, allows

the system to be completely sealed, reacting against an internal mass rather than an

external part of the sea. To achieve the reaction against an internal mass, the PTO

mechanism is chosen as an inertial permanent magnet linear generator (IPMLG). Se-

lection of this type of system was inspired by the vibration energy harvesters reviewed

in Section 2.2.3.3, which are small in size and utilise the oscillation of an internal proof

mass against the external vibration sources to harvest power.

The IPMLG comprises of a moving part, the translator, and a stationary part, the stator,

where the translator contains permanent magnets and the stator contains coils of wire.

The translator’s mass acts as a proof mass, providing inertia to react the wave motion

against. According to Newtons first law of motion, the proof mass will tend to remain

stationary with respect to an inertial reference frame, while the buoy will oscillates in

that frame due to interaction with the ocean waves. This creates relative motion between

the buoy and the reaction mass which can be utilised to draw power. Coupling the buoy

and translator mass together with a spring, and tuning the various parameters of this

coupled system, allows the buoy and mass to oscillate with different amplitudes and

phases to each other. This results in continuous relative motion between the translator

and stator throughout the wave cycles. Therefore during operation the relative motion

between the translator and stator leads to a varying magnetic flux through the armature

coils resulting in an induced voltage proportional to the rate of flux change (Faraday’s

law).
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Figure 4.19: Schematic of proposed microscale WEC, consisting of a cylindrical buoy,
with an internal linear generator, floating vertically on the ocean surface. The linear
generator comprises of a magnet, coupled to the buoy via a spring, which oscillates
inside copper wire coils. A ballast mass is located on the bottom of the buoy to ensure

the cylinder remains vertical. The mooring system keeps the device on station.

The electromagnetic linear generator is employed as the PTO mechanism because the

system is simple with few moving parts, no intermediate energy conversion steps, is

expected to require little maintenance and have high survivability compared to its ro-

tational counterpart. The challenges related to the large forces required when utilising

linear generators in large scale WECs are not relevant at the small scale of the present ap-

plication of powering MBS’s. Permanent magnets are favoured over electrically excited

magnetic systems (e.g., induction or switched-reluctance machines) because the mag-

netic flux density available from a permanent magnet is independent of its size, whereas

unfavorable scaling of the currents that are necessary to establish the magnetic fields for

electrically excited magnetic systems render them undesirable for miniaturization [139].

The geometry of the point absorber is chosen as a cylinder, with its central axis aligned

vertically. To ensure the cylindrical buoy remains vertical in the water, a ballast mass is

located on the bottom of the buoy. The axisymmetric geometry of the vertical cylinder

eliminates any dependence on the directionality of incoming waves and is chosen over

other axisymmetric geometries, such as spheres, because its long vertical geometry is
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more accommodating for an internal linear generator. The cylinder shape is also selected

for cost purposes, with cheap premade materials like PVC piping envisioned to be ideal

for the buoys hull.

4.3.3.1 Design problem

The CIPMLG WEC concept has been proposed as a potential means of powering a MBS

from the renewable wave energy resource. The challenge now is to design this concept

into a device capable of fulfilling a number of requirements, which forms the design

problem. The design problem of the proposed CIPMLG WEC, which will be analysed

and evaluated in the subsequent chapters, is summarised in the following bullet points:

• Power requirment: Harvest 1W of average power per day.

• Minimise the size and weight of the device: Relating to ease of deployment,

the microscale WEC should ideally be as small and light as possible. A smaller

device is generally a cheaper device, therefore this design requirement also relates

to reducing the cost of the device.

• One size fits all design: Can a one size fits all microscale WEC be designed

for any deployment site, or does an a priori knowledge of the wave climate at the

intended site need to be used to tune the device design to that particular site

before it is deployed? Section 4.3.2 outlined the wide variety of wave climates the

microscale WEC may have to operate in. It is common practice with large scale

WECs to optimise the design for the wave climate in which it will be deployed. The

extra costs involved in aquisition of wave climate data and bespoke designs for each

deployment site, is paid back over the lifetime of the large scale WECs by revenues

from increased power production. However, the costs of a microscale WEC for

powering MBSs must remain as low as possible, and a one size fits all design

would reduces the cost of the device by allowing mass production and reusability.

Additionally, unlike large scale WECs where resource assessment and site selection

are part of the whole deployment process, previous wave measurements and wave

climate data at the MBS sites are generally not available unless it already exists

in the public domain. Therefore, the design ideally should allow a single device

which is able to perform well at any site and at any time, regardless of the wave

climate.

• Pitch resilience: The pitch motion of the buoy should be minimised to enable

the antenna to be relatively stable for data transmission. This pitch constraint is



Chapter 4. Wave Energy Conversion 67

further analysed in the next subsection 4.3.3.2. Additionally, the vertical cylinder

must remain vertically stable in the water to avoid capsizing.

4.3.3.2 Pitch constraint

The pitch motion must be constrained due to the tilting of the antenna disrupting

the data transmission. For MBSs, dipole type antennas are the most commonly used,

because they are horizontally non directional, with a 360 degrees beamwidth. However,

the dipole antenna is vertically directional, with a half power beamwidth of 78 degrees in

the vertical plane [140], meaning that when the buoy is at equilibrium and the antenna

is perfectly vertical, the half power beamwidth is about 40 degrees above and below

the horizontal plane. If the buoy pitches and the antenna tilts from vertical, then

the beamwidth is also tilted by this amount. The present thesis will therefore seek to

constrain the pitch motion of the buoy to below 40 degrees, so that other MBS nodes

are always within the half power beamwidth of the antenna.

Gyroscopic WECs could provide a possible solution to restrain the pitch motion. For

example the ISWEC, [141], uses a the inertia of a gyroscope to react a rotational PTO

against, however only along one axis of rotation. The ISWEC is not axisymmetric and

must be aligned into the oncoming waves and only harnesses power from pitch motion

but not roll. To utilise an ISWEC type system while remaining invariant to the incoming

wave direction, would require two such PTO systems aligned orthogonal to each other,

increasing the cost and complexity of the system. The gyropscopic WEC requires input

power to keep the flywheel spinning, which is located inside of a vacuum chamber to

reduce the air resistance on the flywheel. Thus, the proposed CIPMLG WEC is favoured

over a gyroscopic WEC in the present work due to its perceived simplicity and cheaper

cost, and its pitch motion will be analysed to determine if it can indeed satisfy the pitch

constraints.

4.3.4 Similar work

A number of small scale type WECs for similar tasks have been proposed and investi-

gated by other researchers and are outlined in this subsection. The research reported in

these publications offer results and analysis to compare against the work to be reported

in the current thesis. The major difference identified between these published results

and what is proposed in the current thesis, is the size, weight and/or choice of reaction

frame. The devices reported have masses in excess of 100kg or react against the sea floor,

which goes against the proposed philosophy of the CIMPLG WEC; to be small, light

and easily deployable. However, the reported system are in general aiming at a power



Chapter 4. Wave Energy Conversion 68

output an order of magnitude larger than that identified for the present system, which

accounts for the discrepancy is device sizes and highlights another difference between the

current thesis and the published literature. The second major difference, is the current

thesis’s goal to produce a pitch resiliant device, due to the identified influence of this

motion on the data transimission, which is not considered in reported work elsewhere.

The Electro Standards Laboratories, in collaboration with the Department of Ocean

Engineering at the University of Rhode Island, has focussed on the development of

small scale point absorber buoys capable of providing power to on-board sensors and

instrumentation [142–144]. Their systems target power levels of 1-10W and are a contin-

uation on from [145, 146] which originally sought to develop small scale buoys capable

of producing on the order of 1kW of power. Bastien et al [142] present numerical simu-

lations and experimental measurements on ocean energy harvesting systems that utilize

anchored linear generators driven by heaving surface buoys. Their results demonstrate

the feasibility of using ocean wave energy harvesting buoys and simple linear generators

to provide sufficient power for ocean sensor applications (1-10W). They use a linear

generator inside of a water tight canister, one end attached to a surface buoy and the

other to an anchor on the sea floor or a resistance plate. The resistance plate is shown

to be preferable to bottom anchored system, which requires a mechanism to adjust for

changing water depth due to tides. they calculate that the system size and weight are

reasonable with a 1m diameter buoy and a 2m diameter resistance plate with a weight

of 500kg and a power output of 3-4 W. This system was further refined in [143] and

also in [144] where flexible solar panels were also included into the system to produce a

hybrid wave - solar energy harvesting buoy for sensor applications.

Symonds et al [147] and Engelmann et al [148] investigated a novel WEC for powering

distributed remote sensing and communications applications. Their device converts the

linear motion into rotary motion, using a winding spool that reacts heaving motion of

the a surface buoy against an anchor on the sea floor, capturing energy by a pull cord

mechanism. They demonstrated 20-50W consistent power in 2 day sea trials. They

claim their rotational spooling PTO mechanism has an advantage over linear generators

which are very resonant compared to their more broadbanded system.

The work by Avadhany et al [149] aims at proving power on the range of 50-100W

for distributed applications. Their OceanGenTM device harnesses wave motion via

tension cable from the surface a surface buoy, via hydraulic-electric PTO based from

their GenShock valve developed for energy recovery from vehicle suspension systems.

Their simulations showed an output power on the order of 10-100W across a range a sea

states, for a PTO weighing 110kg tethered to a buoy with a mass of over 2300kg.
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One author has however investigated a system very similar to the one proposed in

this thesis. Cheung and Childress [150] from Teledyne Scientific and Imaging, issued

a technical report, for the U.S. Defence Advanced Research Projects Agency, detailing

their research to develop a simple and robust wave energy harvesting device that can

be used as a renewable energy source for ocean monitoring systems, which is the only

published literature on their work. They investigated an inertial linear generator inside

of a heaving spar buoy, and while their numerical simulations were limited to regular

wave analysis, they performed numerous insightful physical experiments on the system

in their laboratory. Most notably, they used a ferrofluid as a lubricant to reduce friction

in the generator. The current thesis focusses solely on numerical analysis of the system,

as discussed in Chapter 5, therefore some of the results and lessons learned from the

experiments performed by Cheung and Childress [150] offer a good compliment to the

present numerical analyses.

4.4 Summary

This chapter began the investigation of utilising ocean waves for powering MBSs, after

they were identified in the previous chapter as the target energy resource to be exam-

ined in this thesis. Important properties of ocean waves were discussed, such as the

concept of a wave spectrum, the mechanisms of wave creation and the dependence of

the created wave fields on the wind speed, duration and fetch, and on the standard wave

spectra which result from these wind conditions. The field of large scale wave energy

conversion was reviewed and differences between that field and the present application

of microscale WECs for powering MBSs, were identified. Characteristics of the wave

resource at MBS deployment locations were investigated and were shown to differ to

those typically targeted by large scale WECs. A micro-scale WEC device, the CIPMLG

WEC, was proposed and design requirements for the device to be analysed in the sub-

sequent chapters were detailed. A review of similar work in the literature, related to

small scale wave energy conversion for distributed power generation, was collated. The

present work was found to differ from the other research in this area, due to its focus

on a smaller sized device which doesn’t react against the seafloor and which addresses

the problem of wave induced pitching motion on the MBS data transmission.
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Numerical modelling of the

proposed CIPMLG Wave Energy

Converter

5.1 Introduction

This chapter presents the numerical model of the CIPMLG WEC proposed in Chapter

4. The numerical model is used to analyse and assess the performance on the CIPMLG

WEC in in this dissertation. Through numerical analysis many design configurations can

be tested and optimised more easily and cheaply compared to performing the same task

experimentally. Indeed, physical experiments are important and will naturally follow as

an important step, however at this preliminary stage the present dissertation focuses on

numerical analysis to initially gauge the potential of the proposed system before physical

prototypes are developed for experimentation and validation of the numerical results.

The importance of early numerical analysis during the initial stages of device design, was

recently illuminated by Weber [151], in which he introduced a Technology Performance

Level (TPL) metric, to be used in conjunction with the traditional Technology Readiness

Level (TRL) metrics, to assess the development of a prototype design. Combining the

TPLs with the TRLs could be used to investigate the optimal development trajectory

towards an economically competitive WEC. Analysis of these development trajectories

strongly suggests optimising and refining the design, through the use of numerical tools,

in the very early design stages to increase its performance ability before investing time

and money into physical prototype experimentation.

70
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The performance of the WEC is assessed on its ability to satisfy the design problem,

outlined in Section 4.3.3.1. The numerical model must therefore be able to calculate the

output power of the CIPMLG WEC to assess its ability to produce the required output

of 1W average power. Additionally, the design problem also requires that the size of

the CIPMLG WEC be compact to allow ease of deployment, therefore the numerical

model should be able to calculate the linear generator’s stroke length, to ensure it is not

excessively large. The stroke length is the maximum distance the translator oscillates

from equilibrium inside the stator. Finally, to enable assessment of the CIPMLG WEC’s

pitch resilience, the numerical model must also be able to calculate the pitch motion of

the CIPMLG WEC.

The output power, stroke displacement and pitch motion of the CIPMLG WEC system

will be calculated using a dynamical model. The dynamics of the system are modelled

following Newton’s law of motion. The CIPMLG WEC consists of two bodies, the

main WEC/buoy structure and its internal generator’s translator mass. In addition

to the gravitational force, both bodies are subjected to the generator’s PTO forces,

which couple the two bodies together. The buoy is subjected to an additional force, the

hydrodynamic force from the surrounding fluid.

The hydrodynamic force is calculated using a hydrodynamic model, which is detailed

in Section 5.2. The modelling of the PTO system is then described in Section 5.3. The

hydrodynamic and PTO models are then coupled together in Section 5.4, and finally

the use of the derived model to analyse the CIPMLG WEC is then outlined in Section

5.5.

5.2 Hydrodynamic modelling

The fluid-structure interaction between WECs and the ocean is described by a hydrody-

namic model. This section gives a background on hydrodynamic modelling for WECs,

and then outlines the linear hydrodynamic model to be used in the present work to

analyse the CIPMLG WEC.

5.2.1 Background

The force on the buoy from the surrounding water, results from integrating the pressure

of the water over the buoy’s wetted surface. The water pressure is a spatially and tem-

porally varying value, influenced by factors such as the incoming waves and the motion

of the buoy in the water, and calculating its value is the subject of fluid dynamics. The
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dynamics of fluids are governed by the transfer of mass, momentum and energy, and

these three processes are described by the Navier-Stokes equations, a set of partial dif-

ferential equations derived in the early nineteenth century. In general, these equations

have no known analytical solution; however they may be treated numerically to obtain a

solution. Traditionally, such levels of computation were unfeasible, necessitating many

linearising assumptions, such as small amplitude waves and body motions, in inviscid, ir-

rotational and incompressible fluids to allow a computationally tractable solution, based

on the linear theory of the velocity potential and the boundary element method (BEM)

[152].

BEMs allow the fluid-structure interaction between WECs and the ocean to be described

by a linear hydrodynamic model. In their systematic review of hydrodynamic modelling

methods for point absorber WECs, Li and Yu [153] show that these methods evolved

from the hydrodynamic modelling of ships and offshore floating structures. An excellent

description and comparison of the different hydrodynamic modelling methods for the

dynamic response of marine structures is given by Taghipour et al [154]. At the heart

of these modelling methods is the Cummins equation, derived in 1962 [155], which is a

linear integro-differential equation and is used in the present work (outlined in Section

5.2.2).

Linear hydrodynamic models have formed the basis for design, simulation and control

of WECs, and have been well verified and validated over operating conditions for which

small amplitude assumptions apply. However, at larger amplitudes a number of nonlinear

effects may appear, prompting research in recent years into the development of nonlinear

hydrodynamic models. Reviews of these nonlinear hydrodynamic modelling techniques

are given by Wolgamot and Fitzgerald [156] and Penalba Retes et al [157]. The present

author has been involved in developing nonlinear hydrodynamic models for WECs [158–

166], and this work will be detailed in Section 10.1.6. However, for the preliminary design

and analysis of the CIPMLG WEC, linear hydrodynamic models will be used to allow

frequency domain analysis and timely investigation of the broad parameter space. The

high fidelity, computationally costly, nonlinear models can then be used subsequently

for a more refined analysis.

5.2.2 The linear hydrodynamic model for the CIPMLG WEC

In linear theory, the total force from the fluid on the body can be separated into three

hydrodynamic forces [110]: the wave excitation force, Fe(iω), the reaction force due to

the wave radiation, Fr(iω), and the hydrostatic restoring force, Fs(iω), which forms the

basis of the Cummins equation.
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The wave excitation force, is the force exerted on a body which is held fixed in the

presence of an incident wave, and is proportional to the wave elevation, i.e.;

Fe(iω) = Hf (iω)η(iω). (5.1)

Here, Hf (iω) is the heave excitation force coefficient and η(iω) is the wave elevation at

the origin. The origin is assumed fixed at the vertical axis through the center of the

buoy.

The wave radiation force is the reaction force due to the radiated wave created by a

body moving in the fluid, and is proportional to the velocity of the body i.e.;

Fr(iω) = −[N(ω) + iωma(ω)]Ẏ (iω) = Zr(iω)Ẏ (iω). (5.2)

Here, Ẏ (iω) is the velocity of the buoy and Zr(iω) is the radiation impedance which

comprises of the radiation resistance, N(ω) and the added mass, ma(ω).

The hydrostatic restoring force arises when the body oscillates into and out of the water

from its equilibrium position, resulting in a mismatch between the upwards buoyancy

force and the downwards force from gravity. The hydrostatic restoring force acts like a

spring and can be expressed as;

Fh(iω) = −KY (iω), (5.3)

where, the restoring coefficient K ≥ 0. For the case of a body moving in heave, the

linear restoring coefficient is given by:

K = ρgS, (5.4)

where ρ is the water density, g is the Earth’s gravitational field strength and S is the

water plane area of the buoy.

From Newton’s 2nd law, the motion of the buoy in response to the hydrodynamic forces

may be expressed as;

MŸ (iω) = Fe(iω) + Fr(iω) + Fh(iω), (5.5)

here, M is the mass of the buoy and Ÿ (iω) its acceleration. Substituting Equations 5.1

- 5.3 for the hydrodynamic forces, gives:

MŸ (iω) + [N(ω) + iωa(ω)]Ẏ (iω) +KY (iω) = Hf (iω)η(iω). (5.6)
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The motion of the buoy can therefore be expressed as;

Y (iω) =
Hf (iω)η(iω)

−ω2(M +ma(ω)) + iωN(ω) +K
. (5.7)

5.2.2.1 Hydrodynamic coefficients

The hydrodynamic coefficients, Hf (iω), N(ω) and ma(ω) are represented by complex

functions, which depend on the geometry of the buoy. An example of these functions

for a cylindrical buoy with radius 0.5m and draught of 1m is plotted in Figure 5.1.

In the present work, these functions are computed using hydrodynamic BEM software.

In particular the commercial computer software packages WAMIT (Version 6.4) [167]

and the open source equivalent, Nemoh [168] are used, which are radiation/diffraction

panel programs developed for the linear analysis of the interaction of surface waves with

offshore structures. WAMIT was used initially, until the 12 month license expired, and

then for the remainder of the work Nemoh was used. The outputs from both codes

were compared and found to agree, before the Nemoh outputs were used for analysis.

Other comparisons between the two codes, verifying their agreement is reported in the

literature [169].

Figure 5.1: WAMIT outputs for |Hf (iω)|, N(ω) and ma(ω) as a function of frequency,
for a cylindrical buoy with radius 0.5m and draught 1m.
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5.2.2.2 Time Domain

The inverse Fourier transform of Equation 5.6 yields the time domain expression for the

motion of the buoy;

(M +m∞)ÿ(t) +

∫ ∞
−∞

hr(t− τ)ẏ(τ)dτ +Ky(t) =

∫ ∞
−∞

hf (t− τ)η(τ)dτ0. (5.8)

At infinite frequency the added mass, ma(ω), tends to a finite constant, m∞, which is

taken outside of the integral in Equation 5.8, to avoid divergence. The impulse response

function of the radiation, hr(t), is the inverse Fourier transform of the reduced radiation

impedance, Hr(iω) = N(ω) + iω[ma(ω)−mω]. The radiation impulse response function

is causal, meaning the output is not affected by future values of the input, hr(t) = 0

for t ≤ 0. Physically this is the case because the buoy’s velocity is the actual cause of

the radiated wave. Therefore the upper-limit in the radiation force convolution integral

is t. However, for the excitation force this is not the case. As an example consider the

effect of the incident wave interacting with the buoy’s exterior before it travels past the

conveniently chosen reference point at the buoy’s central axis. Therefore the upper limit

in the excitation force convolution integral remains at positive infinity.

(M +m∞)ÿ(t) +

∫ t

−∞
hr(t− τ)ẏ(τ)dτ +Ky(t) =

∫ ∞
−∞

hf (t− τ)η(τ)dτ. (5.9)

The two convolution integrals cause this description of the system to be difficult to

use. To overcome this, Yu and Falnes [170] use the state space method to model the

system, allowing the integrals to be approximated by a finite-order system of differential

equations with constant coefficients:

ṡ(t) = As(t) + Bu(t), (5.10)

v(t) = Cs(t), (5.11)

where s(t) =
[
s1(t) s2(t) · · · sn(t)

]T
is the state vector; u(t) is the input, which is

either the buoy velocity, ẏ(t), or the wave height, η(t), depending whether the state space

subsystem is approximating the radiation force integral or the excitation force integral;

and v(t) is the output, which is the state space model’s approximation to the relevant

convolution integral. Yu and Falnes recommend using the companion form realisation
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of the state-space model, whereby the matrices A, B and C are of the form:

A =



0 0 0 ... 0 −a1

1 0 0 ... 0 −a2

0 1 0 ... 0 −a3

...
...

...
. . .

...
...

0 0 0 ... 0 −an−1

0 0 0 ... 0 −an


, (5.12)

B =
[
b1 b2 b3 ... bn−1 bn

]T
, (5.13)

C =
[
0 0 0 ... 0 1

]
. (5.14)

For this state space model to approximate the relevant convolution integral the following

equivalence must hold:

h(t) = CeAtB. (5.15)

Thus the 2n unknowns (a1, a2, · · · , an, b1, b2, · · · , bn) can be computed via the minimi-

sation of the following target function:

m∑
k=1

(h(tk)−CeAtkB)2. (5.16)

Figure 5.2 shows the impulse response function for a cylindrical buoy with a 1m diameter

and draught, and the fourth order state space model’s approximation to this function,

demonstrating excellent agreement between the two.

The time domain model, Equation 5.9, can now be represented by the following state

equation: 

ṡ1(t)

ṡ2(t)

ṡ3(t)

ṡ4(t)

ẏ(t)

ÿ(t)


=



0 0 0 −a1 0 b1

1 0 0 −a2 0 b2

0 1 0 −a3 0 b3

0 0 1 −a4 0 b4

0 0 0 0 0 1

0 0 0 − 1
µ −K

µ 0





s1(t)

s2(t)

s3(t)

s4(t)

y(t)

ẏ(t)


+



0

0

0

0

0
1
µ


fe(t), (5.17)

where µ = (M +m∞).

Here the input to the model is the excitation force,

fe(t) =

∫ ∞
−∞

hf (t− τ)η(τ)dτ, (5.18)
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Figure 5.2: The radiation impulse response function for a heaving cylindrical buoy
(radius 0.5m, draught 1m) as calculated by hydrodynamic analysis and state space

modeling

which, like the radiation reaction force, shall also be approximated by a subsystem of

differential equations. However this approach is only valid for causal impulse response

functions, therefore Yu and Falnes [170] show that if, hf (t) = 0, for t < −tc, where

tc ≥ 0, then the following ’causalised impulse response function’, can be obtained,

hfc(t) = hf (t− tc). (5.19)

A state space model can now be constructed using the same method as for the radiation

reaction force, using hfc(t) instead of hr(t) to obtain the system matrices Afc, Bfc and

Cfc. A state space model corresponding to the non-casual impulse response function,

hf (t), can now be expressed as;

ṡfc(t) = Afcsfc(t) + Bfcu(t), (5.20)

fe(t) = Cfcsfc(t+ tc), (5.21)

where the input, u(t), is the wave height, η(t). Equation 5.21 illustrates the non-causality

of the system, with the output at time t being dependent on future values of the input.

The excitation force time series output from Equation 5.21 is therefore time shifted by

−tc before being input to Equation 5.17. In their paper Yu and Falnes use a fifth order

state space model to approximate the excitation force, hence the same order is applied

here. Figure 5.3 shows the excitation force impulse response function and the state space

model’s approximation to this, where tc = 1.6s.
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Figure 5.3: The excitation impulse response function as obtained from hydrodynamic
analysis (solid line) and the state space model’s approximation to this using a causalising

time shift of tc = 1.6s (x’s)

5.2.2.3 Pitch

The rotation of the buoy about its horizontal axes, are the pitch, Y5(iω), and roll, Y4(iω),

modes of motion. For an axisymmetric buoy, the pitch and roll modes are identical, i.e.

Y4(iω) = Y5(iω). Therefore, only the pitch mode shall be modelled and analysed here.

The pitch motion is modelled in a similar way to heave, Section 5.2.2, resulting in the

following expression for pitch displacement:

Y5(iω) =
Hf5(iω)η(iω)

−ω2(I +ma55(ω)) + iωN55(ω) +K55
. (5.22)

Equation 5.7 is the pitch equivalent of Equation 5.7, where I is the moment of inertia,

ma55(ω) the pitch added mass, N55(ω) the pitch radiation resistance, K55 the pitch

hydrostatic restoring co-efficient and Hf5(iω) the pitch excitation force co-efficient. The

same procedure can be followed as in Section 5.2.2.2 to obtain a state-space description

of the pitch motion in the time domain.

5.2.2.4 Coupled heave and pitch

For axisymmetric geometries, the linear coupling between the heave and pitch modes

of motion is zero [110]. Therefore in the present analysis for the cylindrical buoy, each

mode of motion can be considered independently without any coupling between heave

and pitch.
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5.3 Modelling the inertial permananet magnet linear gen-

erator power take-off

In this section, a model for the IPMLG PTO is derived, based on the body of work which

exists for similar IPMLG systems. IPMLGs have been used in a variety of applications,

such as; vibration energy harvesting for powering remote embedded microsystems and

WSNs [171–174], powering body worn sensors from human movement [175], and in

WECs [150]. The analysis reported in these sources, model the IPMLG as mass-spring-

damper system governed by a second order differential equation [173, 174]. The main

idea behind this model is that the conversion of kinetic energy from the oscillating mass

to electrical power in the generator, looks like a linear damper to the mass-spring system,

which is a fairly accurate model for electro-magnetic generators [173].

Figure 5.4: Schematic of WEC model

The second order differential equation can be derived with consideration of Figure 5.4,

which illustrate’s the model’s representation of the IPMLG. The IPMLG consists of an

internal mass, m, coupled to an external buoy via a spring, k, and a linear damper,

d. The position of the mass, x(t), and the buoy, y(t) are both measured relative to the

mean sea surface level. The relative displacement between the mass and buoy represents

the generator’s stroke;

xs(t) = x(t)− y(t). (5.23)

Likewise the relative velocity between the mass and the buoy represent’s the generator’s

stroke velocity;

ẋs(t) = ẋ(t)− ẏ(t). (5.24)
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The mechanics for the mass are derived from Newton’s second law of motion;

F (t) = mẍ(t). (5.25)

Here two forces act on the mass, namely the spring force (Hooke’s law),

Fs(t) = −kxs(t), (5.26)

and the damping force,

Fd(t) = −dẋs(t). (5.27)

The dynamics of this system can therefore be represented by the following second order

differential equation;

mẍ(t) + dẋ(t) + kx(t) = dẏ(t) + ky(t). (5.28)

The damping force can be considered to compose of both the electromagnetic damping

from the generator, de, as well as mechanical damping due to parasitic effects such as

friction, dm:

d = de + dm. (5.29)

The electrical power converted by the generator, is the rate at which the electrical

damping force does work, and can therefore be calculated via:

P (t) = deẋ
2
s(t). (5.30)

Equation 5.28 can be represented in the frequency domain as:

X(iω) =
iωd+ k

−mω2 + iωd+ k
Y (iω). (5.31)

The generator’s stroke, Xs(iω) = X(iω)− Y (iω), can be shown to equal;

Xs(iω) =
mω2

(−mω2 + iωd+ k)
Y (iω). (5.32)

5.4 Full CIPMLG WEC model

Here the hydrodynamic and PTO models are coupled to form one complete model of

the WEC system. The motion of a cylindrical buoy due to its hydrodynamic interaction

with the surrounding fluid was given by Equation 5.7. For the present case, where the
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buoy is acting as a WEC, this description needs to be extended to include the effect

that the motion of the internal IPMLG’s translator mass has on the buoy’s motion.

5.4.1 Frequency domain

The generator’s translator mass is coupled to the buoy via a spring and damper force.

According to Newton’s 3rd Law, the buoy will also experience equal and opposite forces

from translator mass due to this coupling. Incorporating the spring force, Fs(iω), and

damper force, Fd(iω), into Equation 5.5 for the motion of the buoy gives:

MŸ (iω) = Fe(iω) + Fr(iω) + Fh(iω) + Fs(iω) + Fd(iω), (5.33)

Substituting the expressions for the relevant forces into this equation gives:

MŸ (iω) = Hf (iω)η(iω)−[N(ω)+iωma(ω)]Ẏ (iω)−KY (iω)−d[Ẏ (iω)−Ẋ(iω)]−k[Y (iω)−X(iω)],

(5.34)

which can be simplified to;

Y (iω) =
Hf (iω)η(iω) + [iωd+ k]X(iω)

−ω2[M +ma(ω)] + iω[N(ω) + d] +K + k
. (5.35)

This equation gives the motion response of the buoy in terms of the incident wave height

and the position of the generator mass. Substituting in Equation 5.31 for X(iω) and

performing algebraic rearrangement, gives the motion of the buoy in terms of the input

wave height:

Y (iω) =
Hf (iω)η(iω)

−ω2[M +ma(ω)] + iω[N(ω) + d] +K + k − [iωd+k]2

−ω2m+iωd+k

. (5.36)

The stroke displacement can therefore be shown to equal:

Xs(iω) = X(iω)− Y (iω),

=
ω2mHf (iω)η(iω)

{−ω2[M +ma(ω)] + iω[N(ω) + d] +K + k − [iωd+k]2

−ω2m+iωd+k
}{−ω2m+ iωd+ k}

.

(5.37)

The stroke velocity is given by:

Ẋs(iω) = iωXs(iω),
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=
iω3mHf (iω)η(iω)

{−ω2[M +ma(ω)] + iω[N(ω) + d] +K + k − [iωd+k]2

−ω2m+iωd+k
}{−ω2m+ iωd+ k}

.

(5.38)

5.4.1.1 Pitch

There is no coupling between the pitch mode of motion and the PTO model. Both the

spring and damper forces act along the vertical axis of the buoy, therefore acting through

the buoy’s centre of mass (CoM) and not applying any torque to the buoy. The CoM is

supposed to lie on the buoy’s vertical axis under the assumption that the buoy and its

mass distribution are axisymmetric (more on the CoM is Section 6.2.2). Thus, the full

model for pitch is described by Equation 5.22.

5.4.2 Time Domain

Incorporating the spring and damper forces into the time domain model for the motion

of the buoy, Equation 5.8, gives;

(M+m∞)ÿ(t)+

∫ ∞
−∞

hr(t−τ)ẏ(τ)dτ+Ky(t)+d[ẏ(t)−ẋ(t)]+k[y(t)−x(t)] = fe(t). (5.39)

And

mẍ(t) + dẋ(t) + kx(t) = dẏ(t) + ky(t). (5.40)

Here we have two coupled equations governing the motion of the buoy, y(t), and the

translator mass, x(t). Thus to analyse the full WEC system these two coupled equations

need to be simultaneously solved. This task can be simplified using the state space

method.

By introducing x(t) and ẋ(t) as additional state variables, to the state space model

derived in the previous section, Equations 5.39 and 5.40 can be simultaneously solved.

The state vector, sg(t), input vector, ug(t), state matrix, Ag, and input matrix, Bg, are

as follows;

sg(t) =
[
s1(t) s2(t) s3(t) s4(t) y(t) ẏ(t) x(t) ẋ(t)

]T
, (5.41)

ug(t) = fe(t), (5.42)
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Ag =



0 0 0 −a1 0 b1 0 0

1 0 0 −a2 0 b2 0 0

0 1 0 −a3 0 b3 0 0

0 0 1 −a4 0 b4 0 0

0 0 0 0 0 1 0 0

0 0 0 −1/µ −(ρgS + k)/µ −d/µ k/µ d/µ

0 0 0 0 0 0 0 1

0 0 0 0 k/m d/m −k/m −d/m


, (5.43)

Bg =
[
0 0 0 0 0 1/µ 0 0

]T
. (5.44)

The following output matrix, Cg, will yield an output vector, vg(t), consisting of the

stroke displacement and velocity;

Cg =

[
0 0 0 0 −1 0 1 0

0 0 0 0 0 −1 0 1

]
, (5.45)

vg(t) =
[
xs(t) ẋs(t)

]T
. (5.46)

5.4.2.1 Implementation

The model is implemented in Matlab/Simulink, as represented in Figure 5.5. The wave

height values are input to the subsystem for calculating the excitation force with the

output being returned to Matlab. A routine is then performed to apply the time shift,

tc, to the excitation force vector. The time shifted excitation force is then input to the

full system state space model which outputs the stroke displacement and velocity of the

WECs generator. The state space models are solved using a fixed time step and the

ode4 Runge-Kutta solver. The choice of time step is discussed in the next sub-section.

Figure 5.5: Representation of model implementation
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5.4.2.2 Selecting the time step

A time step must be chosen for the time domain simulations, if the time step is too

large then the simulations will be inaccurate, whereas too small of a time step will

unnecessarily increase the computation time of the simulation. Here, a parsimonious

value for the time step is selected by performing some quick tests on the system. The

tests are based on energy balance, whereby the modelled system is given an initial

amount of energy, by setting the position and/or the velocity state variables to non-zero

value, and no additional energy enters the system because the input wave series is set to

zero. The model is then simulated until the system reaches equilibrium and the energy

is tracked through the outputs to ensure that it is conserved.

The tests are performed on an arbitrary WEC system whose parameter values are all set

equal to 1: diameter of 1m, draught of 1m, generator mass of 1kg, generator damping

coefficient of 1Ns/m and spring constant of 1N/m. This leads to the following state

space description of the system:

˙sp1(t)

˙sp2(t)

˙sp3(t)

˙sp4(t)

˙y(t)

ÿ(t)

˙x(t)

ẍ(t)


=



0 0 0 −13, 60 0 0 0 0

1 0 0 −18.64 0 480.0 0 0

0 1 0 −14.66 0 601.3 0 0

0 0 1 −4.138 0 126.7 0 0

0 0 0 0 0 1 0 0

0 0 0 −0.001 −7.515 −0.001 0.001 0.001

0 0 0 0 0 0 0 1

0 0 0 0 1 1 −1 −1





sp1(t)

sp2(t)

sp3(t)

sp4(t)

y(t)

ẏ(t)

x(t)

ẋ(t)


. (5.47)

Initial Potential Energy

In this test, the system will be given an initial amount of energy by displacing the buoy

0.5m from its equilibrium position. This is achieved by setting the initial conditions for

the x(t) and y(t) state variables to 0.5. The initial potential energy contained in the

system equals the product of the hydrostatic restoring force and the distance over which

it works i.e.

Energy =
∫ 0.5

0 (ρgSy)dy = 982.5J

Figure 5.6 displays some results obtained from the state space model. The upper graph

shows the position of the buoy starting at 0.5m and then oscillating about its equilibrium

position with a decaying amplitude as energy is dissipated from the system. The middle

graph shows the oscillation of the generator mass inside the buoy in response to the
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buoy’s oscillation and the lower graph displays the output power from the generator.

Numerically integrating the output power signal gives the total energy absorbed by the

generator. The remaining energy must be radiated away by the surface waves created

by the buoys oscillation, whose value equals the product of the radiation force with the

displacement i.e.,∫ finish
start (

∫ t
−∞ hr(t− τ)ẏ(τ)dτ).dy =

∫ 200
0 (

∫ t
−∞ hr(t− τ)ẏ(τ)dτ).dydt dt.

Note that the finish time in the integral of 200s is visually selected as the time when all

the energy has been dissipated from the system with the buoy and generator coming to

rest. The results of these model simulations and numerical integrations, using varying

time increments, are recorded in Table 5.1. Here it can be seen that using a time

increment in the model simulations of 0.01 seconds is most economical as it conserved

energy with a relative error of 0.0016 with a model run time of 0.2768 seconds.

Figure 5.6: Model outputs for the Initial Potential Energy test showing the displace-
ment of the buoy (top), the generator stroke (middle) and the generator output power

(bottom).

Simulation time step (s) 0.1 0.01 0.001 0.0001

Output energy (J) 923.265 980.893 980.953 980.955
Relative error 0.0603 0.0016 0.0016 0.0016

Model run time (s) 0.09319 0.2768 3.399 166.8

Table 5.1: Output energy calculated from model simulations using varying time in-
crements for a system starting with 982.5J of potential energy

Initial Kinetic Energy
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This test is similar to the Initial Potential Energy test, in that the system is given an

initial amount of energy; the difference in this test being that the energy is in the form

of kinetic energy with the buoy given an initial velocity of 1m/s by setting the initial

condition of the ẏ(t) state variable to 1. This corresponds to an energy value of;

K.E.=1
2mv

2 = 1
2(M +m∞)ẏ2 = 522.5J.

The results for this test are recorded in Table 5.2. Once again the optimum time step

is around 0.01s as this gives a reasonable relative error and model run time.

Simulation time step (s) 0.1 0.01 0.001 0.0001

Output energy (J) 490.483 521.628 521.658 521.658
Relative error 0.0613 0.0017 0.0016 0.0016

Model run time (s) 0.09180 0.2757 3.419 166.7

Table 5.2: Output energy calculated from model simulations using varying time in-
crements for a system starting with 522.5J of kinetic energy

5.4.2.3 Example outputs

Here some example simulation outputs from the time domain model are shown. Figure

5.7-(a) plots an input wave height time series and the resulting calculated motion of the

buoy and the translator mass. As can be seen from this figure, the floating buoy follows

closely but not exactly the input wave profile, likewise for the translator mass, which is

seen to have an amplified motion compared to that of the buoy. The difference between

the motion of the buoy and the generator mass is plotted in Figure 5.7-(b), representing

the stroke displacement of the generator, xs(t). The generated power is then plotted

in Figure 5.7-(c), showing a spiky output which decreases to zero every time the stroke

displacement reaches its turning point. For this reason, the output power produced

by the CIMPLG WEC needs to be interfaced with an energy storage device such as a

battery, as discussed in Chapters 2 and 3, to provide a stable power output for the MBS.

5.4.3 Frequency vs Time Domain

Here results from the time and frequency domain models are compared against each

other. The purpose of the comparison is to, firstly to verify that the models have been

implemented correctly, secondly to determine how long the time domain simulation needs

to be to provide an accurate representation of the average power for a given sea state,

and then finally to compare the relative computation times of the two different models.

This comparison is achieved via Parseval’s theorem which states that the power in either

domain equals the power in the other.
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Figure 5.7: Example time domain simulation outputs.

Using Fourier analysis the stroke velocity in the time domain can be represented as:

ẋs(t) =
∞∑
n=0

ansin(ωnt+ φn). (5.48)

If the time and frequency domain models developed here are equivalent then the following

should hold:

an = |Ẋs(iωn)|. (5.49)

The average output power in the time domain is:

P (t) =
d

T

∫ T

0
[ẋs(t)]

2dt. (5.50)

Using Equation 5.48 and 5.49 it can be shown that Equation 5.50 is equivalent to:

P (t) =
d

T

∫ T

0
[ẋs(t)]

2dt =
d

2

∞∑
n=0

[Ẋs(iωn)]2, (5.51)

which is an expression of Parseval’s theorem.
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5.4.3.1 Wave Height Inputs

The input for the frequency domain model is a wave height spectrum derived from a

PM spectrum parameterised by the wind speed, Equation 4.14. The PM spectrum is a

wave energy spectrum and has dimensions m2s. It can be converted to a wave height

spectrum via:

Y (ωj) =
√

2S(ωj)∆ω. (5.52)

The real sea in the time domain is simulated using the same PM Spectrum as used in

the frequency domain analysis. The spectrum is discretised into 500 frequencies between

0 and 10 rad/s. If the interval between each frequency is constant then the time series

will repeat itself. To avoid this, a method used by Wacher and Neilsen [176] is followed

here whereby each frequency is calculated as,

ωj =
∆ω · · · rand(1)

2
+ j · · ·∆ω, (5.53)

here ∆ω = 0.02, rand(1) is a random number between 0 and 1, and j=0,...,499. Using a

randomly chosen number for each frequency eliminates constant intervals between each

frequency. Sinusoidal waves, with amplitudes calculated by Equation 5.52, are then

assigned to each of these frequencies and stops the series from repeating itself. The

sinusoidal waves are then assigned a random phase and summed together to yield a time

series for the irregular sea. Figure 5.8 shows the PM spectrum for an 8 m/s wind speed

and its corresponding time series.
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Figure 5.8: (a)PM spectrum for 8m/s wind speed and (b) its corresponding simulated
time series
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5.4.3.2 Simulations and results

Both the time domain and frequency domain models were implemented using the same

set of parameters and equivalent wave height inputs (WEC with a 0.2m radius, 0.4m

draught, damping value of 10 Ns/m, translator mass of 20kg and spring constant of 185

N/m, and an input sea state of a PM spectrum parameterised by a 6m/s wind speed).

The frequency domain model was evaluated for frequencies between 0 and 10 rad/s with

a resolution of 0.02 rad/s, requiring 0.012s to compute the average power output value

of 37.5W.

The results of the time domain model for various simulation lengths are displayed in

Table 5.3. For each simulation length, the time domain model was run five times, and

the difference between the calculated output power compared to the frequency domain

model result is recorded. The output power calculated from the time domain model is

seen to vary between each test, due to the random selection of frequency components

and phases for the input wave series, as discussed in Section 5.4.3.1. The output power

is seen to converge to the frequency domain result as the simulation length increases,

with the difference between the two model’s results reducing below 1% for simulation

lengths greater than 60 minutes. The relative computation time of the time domain

simulation compared to the frequency domain calculation is also quoted in Table 5.3,

showing that the time domain model approximately requires 500 - 1000 the computation

time to achieve the same average output power accuracy as the frequency domain model.

Simulation length (minutes) 1 2 4 8 16 32 64 128

Increased computation time relative
to frequency domain model 21 29 48 86 167 350 792 2017

Difference in output power relative
to frequency domain model:
Test 1 (%) 41 42 9.2 7.7 2.7 1.7 0.95 0.20
Test 2 (%) 44 47 5.1 12 2.9 1.3 0.58 0.68
Test 3 (%) 40 42 5.7 6.2 3.1 3.2 0.52 0.35
Test 4 (%) 36 41 18 0.44 3.9 1.1 0.40 0.03
Test 5 (%) 43 31 13 6.6 4.5 2.3 0.89 0.66

Average (%) 41 41 10 6.6 3.4 1.9 0.67 0.38

Table 5.3: Comparison of the time domain model’s computation time and output
power results for various simulation lengths, against the frequency domain model’s

results.

The results in Table 5.3 illustrated the superior speed of calculating the average power

in the frequency domain compared to the time domain. Additionally, and perhaps more

importantly, is the time and effort required to implement the two different models, with

the frequency domain model also being far quicker and easier to implement. Once the hy-

drodynamic parameters are obtained from the BEM software, they may be used directly



Chapter 5. Modelling of the CIPMLG WEC 90

in Equation 5.38 to obtain the stroke velocity, which can then be used in Equation 5.51

to obtain the power. On the other hand, for the time domain model, the hydrodynamic

parameters must first be transformed to obtain the impulse response functions, hr(t)

and hf (t), via an inverse Fourier transform. Next the parameters of both the radiation

and excitation force state-space subsystems (Equations 5.10, 5.11, 5.20 and 5.11) must

be optimised to satisfy Equation 5.16, representing a non-convex optimisation problem.

Once the parameters for the state-space subsystems are calculated, then the time domain

model can be simulated, and the average power calculated from Equation 5.51.

5.5 Analysis approach

This section details how the numerical model of the CIPMLG WEC, derived in this

chapter, shall be used to analyse the CIPMLG WEC’s performance and aide in its

design. The analysis approach is based on frequency domain analysis, due to the speed

of implementation and computation, as discussed in Section 5.4.3.2, and due to the

visual insight offered by the graphing the system’s transfer functions, to be discussed in

this Section.

Section 5.5.1 details the frequency domain calculation of the power and then discusses

how comparing the graph of the system’s stroke velocity transfer function against the

graph of the input wave spectrum, gives a visual aide to the analysis of the system.

Section 5.5.2 then details the analysis procedure for the stroke displacement and Section

5.5.3 the pitch motion.

5.5.1 Power

Equation 5.51 showed that the average power output of the WEC could be expressed

as:

P (t) =
d

2

∞∑
n=0

[Ẋs(iωn)]2. (5.54)

The average power output is therefore proportional to the area under the frequency

domain curve of the stroke velocity squared.

The stroke velocity can be calculated in the frequency domain, from Equation 5.38, as

the product of the input wave spectrum, η(iω), and a transfer function, Tsv(iω):

Ẋs(iω) = Tsv(iω)η(iω), (5.55)
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where, Tsv(iω) is the stroke velocity transfer function (SVTF);

Tsv(iω) =
iω3mHf (iω)

{−ω2[M +ma(ω)] + iω[N(ω) + d] +K + k − [iωd+k]2

−ω2m+iωd+k
}{−ω2m+ iωd+ k}

.

(5.56)

Equation 5.55 is depicted graphically in Figure 5.9 to show how the frequency domain

calculation can offer a visual insight to aide in design. The spectral shape of the transfer

function (Figure 5.9-(a)), as determined by the system parameters, should be designed

with regard to the shape of the input wave spectrum (Figure 5.9-(b)), to optimise the

area under the stroke velocity curve (Figure 5.9-(c)) and therefore the output power,

Equation 5.54.

Figure 5.9: Depiction of the calculation to obtain the frequency domain stroke veloc-
ity.

5.5.2 Stroke displacement

The frequency domain model for the stroke displacement, Equation 5.37, can also be

expressed in terms of the input wave spectrum and a transfer function:

Xs(iω) = Tsd(iω)η(iω). (5.57)

Here, Tsd(iω) is the stroke displacement transfer function (SDTF):

Tsd(iω) =
ω2mHf (iω)

{−ω2[M +ma(ω)] + iω[N(ω) + d] +K + k − [iωd+k]2

−ω2m+iωd+k
}{−ω2m+ iωd+ k}

.

(5.58)

Parsevals theorem can be used to give a measure of the average stroke length via the

frequency domain, similar to Equation 5.51 for the average power:
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xs(t)RMS =

√
1

T

∫ T

0
x2
s(t)dt =

√√√√1

2

∞∑
n=0

X2
s (iωn). (5.59)

here, xs(t)RMS is the root mean square (RMS) stroke length.

5.5.3 Pitch motion

Similarly, the RMS pitch displacement, y5(t)RMS can be examined in the frequency

domain. Minimising the pitch motion of the buoy has been identified as an objective

of the thesis, therefore the pitch displacement transfer function (PDTF), should be

designed with respect to the input wave spectrum to minimise the area under frequency

domain curve of the pitch displacement. From Equation 5.22, the pitch displacement

model in the frequency domain is:

Y5(iω) = Tpd(iω)η(iω), (5.60)

where, Tpd(iω) is the PDTF;

Tpd(iω) =
Hf5(iω)

−ω2(I +ma55(ω)) + iωN55(ω) +K55
. (5.61)

The RMS pitch displacement, y5(t)RMS , can be calculated via:

y5(t)RMS =

√
1

T

∫ T

0
y2

5(t)dt =

√√√√1

2

∞∑
n=0

Y 2
5 (iωn). (5.62)

5.5.4 Obtaining maximum values from the time domain

The frequency domain analysis only permits the calculation of average values, such as the

RMS value. For the stroke displacement and pitch motion, knowledge of the maximum

displacement value is also beneficial, but can only be obtained from the time domain.

However, implementation and simulation of the time domain models is relatively slow.

A faster approach which yields the same results, is to construct a time series directly

from the frequency domain curve:

xs(t) =
∑
n

Xsn sin(ωnt+ φn), (5.63)

and

y5(t) =
∑
n

Y5 sin(ωnt+ φn). (5.64)
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Here φn is a randomly selected phase, which is valid because the phases of the input

frequency components are also random. This allows the construction of a time series of

length 2π/ω0, which then starts repeating itself because the frequency domain compo-

nents are solved at integer multiples of ω0. However, a number of different realisations

can be easily constructed to increase the length of time domain data if required. From

these constructed time series, the maximum vales of the stroke and pitch displacements

can be analysed without requiring the effort of constructing the time domain model, and

then the computation time of simulating the models.

Calculating the maximum value from this approach was found to agree with calculating

the same values by constructing and simulating the time domain models. However

the computation time was over 10 times faster, for the 2π/0.02 second length signal.

Additionally, this approach could be implemented with a few additional lines of code to

the frequency domain model, rather than the tedious procedure, involving nonconvex

optimisation, required to implement the time domain models.

5.6 Summary

The initial analysis and assessment of the proposed CIPMLG WEC is performed numer-

ically, allowing many design configurations to be tested and optimised more easily and

cheaply compared to performing the same task experimentally. The numerical model

for the CIPMLG WEC was derived in this chapter, which calculates the following key

output parameters; the generated power, stroke displacement and pitch motion. The

derived numerical model is linear, based on established linear hydrodynamic and PTO

models commonly found in the literature. Linear models are selected for the present

initial design analysis because they allow frequency domain analysis and are computa-

tionally fast, permitting assessment of many designs in the broad parameter space. Once

optimal designs are identified from the linear models, high fidelity nonlinear models can

be used for further refinement.



Chapter 6

Preliminary Analysis of the

CIPMLG Wave Energy Converter

6.1 Introduction

In this chapter, the model developed in Chapter 5 will be used to analyse the CIPMLG

WEC. The analysis aims to gain insight into how the CIPMLG WEC’s different param-

eters affect its performance. Section 6.2 identifies the parameters which influence the

CIPMLG WEC’s performance and whose values we have free design choice over.

The analysis approach, detailed in Section 5.5, considers the CIPMLG WEC as a system

which transforms a given input to a specific output. Here, the input are the ocean

waves, described by the FSE frequency domain amplitude spectrum, and the outputs

are the generator’s stroke displacement and velocity and the buoy’s pitch displacement.

The transformation from the input to these different outputs is described the system’s

relevant transfer function, the SDTF, SVTF and PDTF respectively. This chapter

analyses the WEC system by investigating the effect that the various design parameters,

identified in Section 6.2, have on the stroke velocity, stroke displacement and pitch

displacement transfer functions, in Sections 6.3, 6.4 and 6.5, respectively.

6.2 Design parameters

There are a number of design parameters which influence WEC’s performance, namely:

• The bouy’s geometry

94
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• The buoy’s mass distribution

• The mass of the translator

• The spring constant of the generator,

• The damping co-efficient of the generator, and

• The stroke limit of the generator.

Other parameters can be derived from these design parameters, such as the mass of

the buoy, M , the centre of mass (CoM), the moment of inertia, I, the hydrodynamic

parameters, Hf (iω), N(ω) and ma(ω), the natural frequency of the buoy, ωnb, and the

natural frequency of the generator, ωng.

6.2.1 Mass of the buoy

The total mass of the WEC equals the weight of the fluid it displaces at its equilibrium

position and is therefore dependent on the buoy’s geometry. For a WEC whose geometry

is a vertical cylinder, the total mass is linearly proportional to the buoys draught and

to the square of its radius:

MTotal = ρwDπR
2. (6.1)

Figure 6.1 plots the mass of a cylindrical WEC for varying buoy radius and draught.

This mass equals the entirety of the WEC system, including the buoy’s mass, M , and

the generators translator mass, m:

MTotal = M +m. (6.2)

The buoy’s mass will consist of its shell, the sensor node equipment/antenna etc, the gen-

erator coils, battery and any ballast mass. The generator’s translator mass is therefore

constrained by the total WEC mass and the buoy’s mass.
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Figure 6.1: Mass (kg) of a cylindrical WEC for varying buoy radius and draught.
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6.2.2 Center of mass

The CoM is determined by the buoy’s mass distribution and is a relevant parameter for

analysing the WEC’s pitch motion. It is not possible to calculate the exact position of the

CoM until the complete design of the buoy, including the location of all its components

and their masses, is known. However, the converse approach may be taken, whereby the

effect of various CoM values can be analysed and a wise location for the CoM chosen

from this analysis. The buoy’s mass distribution can then be subsequently designed to

obtain a favourable CoM value selected from this analysis.

6.2.3 Moment of intertia

The moment of inertia (MoI) is a relevant parameter for analysing the WEC’s pitch

motion and is determined by the distribution of mass around the buoy’s CoM. Like the

CoM, it is not possible to calculate the exact MoI value until the complete design of

the buoy, including the location of all its components and their masses, is known. For a

distribution of N masses, mi, i = 1, ..., n, located a distance ri from the CoM, the MoI

is given by:

I =

N∑
i=1

mir
2
i . (6.3)

(b) (c) (d)
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Mass 
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Figure 6.2: Schematic of the WEC’s mass distribution, represented by the blue areas
where the shade of blue gives an indication of the relative mass density. The CoM
is represented by the red dot. (a) represents a possible realistic configuration, (b)
represents a lower bound where all the mass is located around in the CoM in a dense
sphere, (c) represents where the mass is uniformly distributed around the CoM, and
(d) represents an extreme upper bound with the unrealistic case where the mass is

distributed in a point the length of the draught from the CoM.
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Figure 6.2-(a) illustrates what the mass distribution of the CIPMLG WEC might look

like, where the different shades of blue represent different mass densities (the darker the

blue the more dense the mass). The red dot then represents the CoM. Equipped with

this information, the MoI could then be calculated from Equation 6.3. However, this

information will not be available for the preliminary analysis in this thesis. Therefore,

like the CoM value in Section 6.2.2, the effect of various MoI values will be analysed, to

determine the MoI’s effect on the WEC’s performance and to inform a wise choice for

the WEC’s mass distribution.

The range of MoI values to be considered in the subsequent analyses in this thesis are

estimated from the mass distributions illustrated in Figures 6.2-(b), (c) and (d). Figure

6.2-(b) depicts the lower bound of MoI values to be considered, whereby the entire

WEC mass is located in a dense sphere around the CoM (the analysis will assume a

steel ball of density 7600kgm−3), which represents the smallest possible MoI value for

a given WEC mass. Figure 6.2-(d) illustrates the largest MoI values to be considered,

whereby the entire WEC mass is located in a point, the length of the buoy’s draught

away from the CoM. Clearly, the case depicted in Figure 6.2-(d) is not realistic, but

definitely sets an upper bound which the the MoI value can not possibly exceed. Figure

6.2-(c) then depicts a more realistic case between the two extremes in Figures 6.2-(b)

and (d), whereby the mass is uniformly distributed from the CoM to the buoy’s radius

and symmetrically above and below the CoM.

6.2.4 Hydrodynamic coefficients

The hydrodynamic coefficients depend on the geometry of the buoy’s wetted body. This

section investigates the effect that the changing the radius and the draught of the vertical

cylinder has on these hydrodynamic coefficients.

6.2.4.1 Heave

Figure 6.3 shows the effect that varying the cylinder’s radius has on the heave mode’s

hydrodynamic coefficients, and Figure 6.4 shows the effect of varying the cylinder’s

draught. These figures were produced using the BEM software outlined in Section 6.2.4

by calculating the hydrodynamic coefficients for numerous buoys of various radii and

draughts at frequencies from 0.02-8 rad/s at 0.02 frequency intervals. The excitation

force co-efficient is shown in the top graph of these figures, and its value represents the

excitation force experienced by the buoy if subjected to a wave with unit amplitude for

the given frequency. At low frequencies its value increases with the radius but displays

little dependence on the draught. Considering the limiting case of zero frequency, which
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corresponds to a constant increase in water level of 1m, the excitation force simply

equals the buoyancy force due to the increase in water height, ρwgπR
2. As the frequency

increases and the input wave oscillates faster, it begins to impart less force onto the buoy.

The deeper the draught the more rapidly the excitation force amplitude decreases with

frequency, with the excitation force at high frequencies for buoys with a small draught

being much larger than their deeper draught counterparts.

The radiation resistance coefficients are plotted in the middle graph of Figures 6.3 and

6.4, and their values represent the force experienced by the buoy due to the radiated

wave it creates when it is oscillating with unit velocity at the given frequency. Here

it can be seen that the larger the buoy’s radius the greater the force, with the inverse

of this being true for the buoy’s draught. At the zero and infinite frequency limits the

function equals zero with a peak value occurring at a frequency in between. The peak

frequency appears to be mostly dependent on the buoy’s draught, with little change in

the location of the peak occurring for varying radius.

The added mass coefficient is plotted in the bottom graph of Figures 6.3 and 6.4, and its

value represents the mass of fluid that the buoy must also move when oscillating in that

fluid. Increasing the buoys radius increases the added masss value, whereas increasing

the buoys draught is seen to decrease the function’s variation with frequency.

The hydrostatic restoring force coefficient for the heave mode, was shown in Equation

5.4 to be proportional to the water plane area of the buoy, and therefore increases with

the square of the buoy’s radius, whereas the draught has no effect on its value.
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Figure 6.3: The heave mode hydrodynamic coefficients as a function of frequency for
a cylindrical buoy with 1m draught and varying radius.
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Figure 6.4: The heave mode hydrodynamic coefficients as a function of frequency for
a cylindrical buoy with 0.3m radius and varying draught.

6.2.4.2 Pitch

The hydrodynamic coefficients for the pitch mode of motion, depend on the position of

the buoy’s CoM, as well as its radius and draught. The buoy rotates around its CoM,

and therefore pitches differently for different CoM locations, outlining the reason why

the hydrodynamic coefficients depend on the CoM position.

CoB

CoM

CoB

CoM
Resulting

torque

Resulting

torqueAir

Water

Stable Unstable

Figure 6.5: Illustration of a stable buoy (left) with its centre of buoyancy (CoB) above
its centre of mass (CoM) thus experiencing a restoring torque and an unstable buoy
(right) whose CoB is below its CoM thus experiencing a torque which acts to further

tilt the buoy

The location of the CoM is most important for the hydrostatic restoring torque coeffi-

cient, because unlike the heave mode of motion, which always has a positive restoring
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force coefficient, the pitch restoring torque can have a negative value, resulting in an

unstable system. For the buoy to be stable in the water, it should experience a restoring

torque when tilting away from the vertical, as depicted in Figure 6.5. This concept is

well known in the design of sea craft and may be theoretically expressed as; a vessel

will be vertically stable if its centre of buoyancy (CoB) is above its CoM. When the

cylindrical geometries considered are at rest, the CoB is located on their central axis

at a depth 50% of the draught. However, when the cylinder pitches, the CoB moves

from this position, as depicted in Figure 6.5. Therefore, the CoM can be located at a

vertical depth less than 50% and still experience a restoring torque, as shown in Figure

6.6 which plots the pitch restoring force coefficient as a function of the vertical CoM

position for three different buoy radii. Figure 6.6 shows that for the buoys with larger

radii the restoring force remains positive until the CoM is located at about 45% of the

bouy’s draught, and that these buoys with a larger radii experience a stronger restoring

torque.

Figure 6.6: The hydrostatic restoring force coefficient for a buoy with 1m draught as
a function of the center of mass location along its central axis.

The excitation force, radiation resistance and added mass coefficients for the pitch mode

of motion are plotted in Figures 6.7 - 6.9, which show the effect of varying radius, draught

and CoM, respectively. The excitation force is shown in the top graph of these figures.

The excitation force can be seen to equal zero for the case of zero frequency, owing to

its axisymmetric geometry, and has a peak at a frequency between zero and infinity.

The magnitude of the excitation force is seen to increase with radius, draught and CoM

depth.

The radiation resistance is shown in the middle graph of Figures 6.7 - 6.9. The value of

the radiation restistance is seen to increase with increasing radius, draught and depth of

CoM, and also has a peak at a frequency between zero and infinity. The added mass is

shown in the bottom graph and its value also increases with increasing radius, draught

and depth of CoM.
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Figure 6.7: The pitch mode hydrodynamic coefficients as a function of frequency for
a cylindrical buoy with 1m draught and varying radius, with a centre of mass 0.8m

below the surface on its central axis.
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Figure 6.9: The pitch mode hydrodynamic coefficients as a function of frequency for
a cylindrical buoy with 0.3m radius and 1m draught, with a varying centre of mass

location along its central axis.

6.2.5 Hydrodynamic natural frequency

The hydrodynamic natural frequency of a floating object corresponds to the input wave

frequency which results in the largest motion response from the object. The motion of

the cylindrical buoy, without an internal generator (m = k = d = 0), in response to an

input wave spectrum was given by Equation 5.7:

Y (iω) =
Hf (iω)η(iω)

−ω2(M+ma(ω))+iωN(ω)+K
.

The denominator in this expression represents the impedance and is minimised when:

ω = ωnb =

√
K

M +ma(ω)
, (6.4)

which is the hydrodynamic natural frequency. The velocity at the natural frequency

therefore equals:

Ẏ (iω) =
iωHf (iω)η(iω)

iωN(ω)
,

=
Fe(iω)

N(ω)
,

which is the resonance condition, that the velocity is always in phase with the excitation

force at this frequency. At all other frequencies than the resonant frequency, the exci-

tation force will act in the opposite direction to the velocity during part of the buoy’s
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oscillation, therefore reducing its amplitude. Whereas at the resonant frequency the

excitation force always acts in the same direction as the buoy’s velocity.

Figure 6.10 is a plot of the heave velocity amplitude response as a function of frequency,

for a cylinder with a 0.5m radius and three different draught values of 0.5, 1 and 2m.

The hydrodynamic natural frequency corresponds to the peak of these response curves,

illustrating the large increase in velocity due to input waves at this frequency compared

to other wave frequencies. The natural frequency is seen to decrease with increasing

draught, due to the mass of the buoy increasing while its restoring force coefficient re-

mains the same (see Equation 6.4). Figure 6.11 then plots the natural frequency (rad/s)

as a function of the cylinder’s radius and draught, showing that the hydrodynamic nat-

ural frequency has little dependence on the radius but decreases in value for increasing

draught. Figure 6.11 also shows that smaller buoys have a higher natural frequency and

that very large buoys are required for resonance with low frequency input waves.
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Similarly, the hydrodynamic natural frequency for the pitch mode of motion is given by:

ω = ωnp =

√
K55

I +ma55(ω)
. (6.5)

6.2.6 Generator Natural Frequency

Analogous to the hydrodynamic natural frequency, is the generator natural frequency.

Inspection of Equation 5.32, for the motion of the translator mass, shows that the

impedance (denominator) is minimised when:

ω = ωng =

√
k

m
, (6.6)

which is the natural frequency of the generator.

6.2.7 Mechanical damping

Mechanical damping represents unwanted dissipation of energy from the system. There-

fore in an ideal system the mechanical damping would be zero. The practical design and

physical implementation of the CIPMLG WEC should aim to minimise and eliminate

any mechanical damping. For example, Cheung and Childress [150], use a ferrofluid

lubricant in their IPMLG, which they claim results in a near frictionless generator.

A value for the mechanical damping can not be determined numerically, only measured

experimentally after the system is constructed. The present analysis will therefore as-

sume a mechanical damping of zero, i.e. d = de, and will then evaluate and discuss the

consequences of larger mechanical damping values on the system.

6.3 The Stroke Velocity Transfer Function

The stroke velocity is a key system output, having a large effect on the power produced

by the WEC. Equations 5.54 and 5.55 showed that the output power is proportional to

the stroke velocity squared, and that the SVTF determines the system’s stroke velocity

in response to a given input wave spectrum. This section investigates the effect of the

design parameters on the SVTF.

The SVTF is a function of frequency and is not a simple expression, as shown by

Equation 5.56. The SVTF is dependent on many parameters and it made particularly

complicated by the fact that itself contains functions of frequency, in the form of the
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hydrodynamic coefficients, which were shown in Section 6.2.4 to vary with the buoy’s

radius and draught parameters. Analysing the effect that the design parameters have

on the SVTF is a challenge, because changing the value of any of the design parameters

influences the effect that the other design parameters have on the SVTF. However,

through investigation of the inter-relation between these parameters and the SVTF,

Figures 6.13-6.14 have been obtained, to describe these effects.

Figure 6.13 shows multiple plots of the SVTF, with the frequency axis normalised to the

buoy’s hydrodynamic natural frequency, ωnb, for a cylindrical buoy with radius 0.2m,

draught 0.5m and with a translator mass 50% the total mass. The figure contains four

graphs, whereby the generator damping is increased by a factor of 10 between each

graph, from 1 to 1000 Ns/m, and each graph contains three plots of the SVTF, whereby

the generator natural frequency, ωng, is doubled between each plot, from half to double

the buoy natural frequency, ωnb. The plots show that, for a lightly damped generator

the SVTF has two peaks, one either side of the buoy natural frequency, and that the

lower the value of ωng the lower the frequency of the peaks. However, when the value

of the damping increases, the SVTF converges to a single dominant peak at ωnb, with

the convergence occurring earliest for the systems with the higher ωng. Figure 6.13 also

shows that the magnitude of the SVTF decreases as the generator damping increases.
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Figure 6.12: The stroke velocity transfer function with the frequency normalised
to the hydrodynamic natural frequency, for a cylindrical buoy with radius 0.2m and
draught 0.5m, with translator mass 50% the total mass and varying generator natural

frequency and generator damping.



Chapter 6. Preliminary Analysis 106

To investigate the translator mass’s effect on the SVTF, and to further investigate the

generator damping’s effect, Figures 6.13 and 6.14, plot the SVTF for the same buoy as in

Figure 6.12, except with the translator mass varying between graphs and the generator

damping having a value of 10Ns/m and 100 Ns/m, respectively. From these graphs it

can be seen that whether the SVTF has two peaks or the single dominant peak depends

on the ratio of the translator mass to the generator damping, whereby large translator

masses and small generator damping values lead to a SVTF with a double peak, and

small translator masses and large generator damping values lead to a SVTF with a single

dominant peak at ωnb.
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Figure 6.13: The stroke velocity transfer function with the frequency normalised
to the hydrodynamic natural frequency, for a cylindrical buoy with radius 0.2m and
draught 0.5m, with generator damping of 10 Ns/m and varying generator natural fre-

quency and translator mass
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Figure 6.14: The stroke velocity transfer function with the frequency normalised
to the hydrodynamic natural frequency for a cylindrical buoy with radius 0.2m and
draught 0.5m, with generator damping of 100 Ns/m and varying generator natural

frequency and translator mass

It is worth noting here that Cheung and Childress [150] noticed the same doubled peaked

frequency domain response for lightly damped generators and single peaked response for

heavily damped generators on their output power measurements in their experiments.

Although no quantitative results were presented, Cheung and Childress illustrated their

findings in the diagram shown in Figure 6.15, whereby increasing the resistive load

has the effect of reducing the generator damping (as discussed in Appendix A). The

numerical analysis performed in this chapter gives an explanation for their findings and

offers guidance in designing the location of the spectral peaks in terms of the design

parameter values.
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Figure 6.15: Illustration of the qualitative differences in spectral response, for power
output versus wave period for different loads reported by Cheung and Childress [150].

6.3.1 The effect of the SVTF in the time domain

The time domain consequences of the single and double peaked SVTFs, shown in Figures

6.13 - 6.14, are plotted here in Figure 6.16. This figure shows the input FSE time series

and the position of the buoy and translator mass calculated by time domain model.

The case of the double peaked SVTF is plotted in Figure 6.16 - (a), showing that the

buoy and translate mass oscillate at different amplitudes and frequencies. Whereas, for

the case of the single peaked SVTF, plotted in Figure 6.16 - (b), both the buoy and

the translator mass oscillate in phase with each other at the same frequencies, although

with different amplitudes.
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Figure 6.16: Time domain example of the FSE input and the calculated buoy and
translator mass output, for the case of: (a) ωng < ωnb, and (b) ωng > ωnb.
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6.4 The stroke displacement

Analysis of the stroke displacement is important because the length of the stroke must

be small enough to fit inside the buoy geometry. Some design parameter configurations

which yield high power outputs may also require very large strokes and therefore be

infeasible. To analyse the maximum stroke length, the time domain model must be

used. However, as shown in Equation 5.59, frequency domain analysis may also be used

to calculated the RMS stroke length.

6.4.1 The output power’s dependence on the stroke length

The stroke velocity and displacement are related via;

Ẋs(iω) = iωXs(iω). (6.7)

Therefore the average power can be expressed in terms of the stroke displacement as;

P (t) =
d

2

∞∑
n=0

ω2
nXs

2(iωn). (6.8)

Comparison of Equations 5.59 and 6.8 reveals that for two systems with equivalent

RMS stroke lengths, the system which has the higher average frequency components

will generate more power. Intuitively this makes sense; if two generators are oscillating

with the same amplitude but different speeds, the faster one will obviously generate

more power. This also means that a generator oscillating at a high frequency with a

small stroke can produce the same power as one with a much larger stroke but operating

at a low frequency.

6.4.2 The generator damping’s influence on the stroke length

The generator damping parameter is found to have the most significant effect on the

stroke length, as illustrated in Figure 6.17. Here both the RMS (a) and the maximum

(b) stroke lengths are plotted as a function of the generator damping coefficient for an

arbitrary WEC configuration and input wave conditions. Both the RMS and maximum

stroke lengths are seen to rapidly decrease as the damping is increased from zero, and

then a slow asymptotic decrease for large damping values, with the knee of the curve in

both graphs occuring around 50Ns/m for the system considered. The maximum stroke

length for this system is three to four times greater than the RMS stroke displacement.
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Figure 6.17-(a) plots both the time and frequency domain calculations of the RMS stroke

length to verify the equality presented in Equation 5.59.

Figure 6.17: The stroke length of the linear generator as a function of the generator’s
damping coefficient for a particular WEC configuration. (a) Is the RMS stroke dis-
placement as calculated in both the time and frequency domains; (b) is the maximum

stroke length recorded from a 30 minute time domain simulation.

6.4.3 The effect of the maximum allowable stroke length

The stoke limit, XSL, is the geometrical constraint of the maximum allowable distance

the translator mass can be displaced from equilibrium. The stroke limit is a design

parameter, whereby its length must be chosen when designing/constructing the WEC.

The stroke limit must be large enough to cater for the expected stroke displacements

but small enough to oblige the geometrical constraints of the buoy. The total length of

the linear generator, as depicted in Figure 6.18, is at least twice the stroke limit plus the

translator length, TL, plus the spring rest length, SRL, which must be able to fit inside

the buoy’s geometry.
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Figure 6.18: The limit of the translator stroke and the extension of the spring.

In analysing the stroke limit for the present system, the value of the stroke limit was

found to determine the natural frequency of the generator. This important relationship,

between the stroke limit and generator natural frequency, can be shown by the following

argument. At equilibrium (see Figure 6.18-(b)), the translator mass will hang in the

middle of the generator, where the spring is extended by the stroke limit, XsL, and the

weight of the translator mass will be balanced by the spring force:

mg = kXsL. (6.9)

Substituting for the spring constant, k, from Equation 6.6:

mg = mω2
ngXsL, (6.10)

and rearranging, it can be seen that the natural frequency is indeed a function of the

stroke limit:

ωng =

√
g

XsL
. (6.11)

This is a very significant finding for the application of this type of generator in wave

energy conversion, where the peak frequencies of the energy spectrum are typically below

1 rad/s. Figure 6.19 graphs this relationship, showing that a very long stroke limit is

required for a generator with a low natural frequency. For example, a generator natural

frequency of 2 rad/s, would require a stroke limit of about 2.5m and therefore a total

generator length of over 5m. For a generator natural frequency of 1 rad/s the stroke

limit would need to be nearly 10m, which is clearly infeasible for the present application
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of a small, light, easily deployable device. Therefore in the present work, the generator

natural frequency will likely be constrained to frequencies 3 rad/s and above, relating

to stroke limits of 1m and less.
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Figure 6.19: The natural frequency of the generator as a function of the stroke limit.

6.5 Pitch motion

The pitch displacement of the WEC, in response to a given input wave spectrum, is

given by the PDTF, Equation 5.61, which is a function of the hydrodynamic parameters

and the MoI. The pitch hydrodynamic parameters were discussed in Section 6.2.4 and

were shown to depend on the buoy’s geometry and CoM. This section examines the

PDTF for various buoy radii, draughts and CoM configurations. The MoI is calculated

for each case assuming the mass of the buoy is uniformly distributed from the buoy’s

axis to its radius and vertically symmetric above and below the buoy’s CoM (the case

displayed in Figure 6.2 - (c)).

Figure 6.20 shows multiple contour plots of the PDTF, where the radius is varying on

the y-axis and the frequency on the x-axis, and the draught is varied between each plot,

for a buoy whose CoM is 60% of the draught depth. Increasing the buoy radius, was

shown in Figure 6.7 to increase the excitation force coefficient, while also increasing the

radiation resistance and added mass coefficients, and was shown in Figure 6.6 to increase

the hydrostatic restoring force coefficient. Here in Figure 6.20 the net overall effect of

increasing the buoy radius is shown to decrease the PDTF and therefore the pitching

motion of the buoy. Increasing the draught of the buoy is shown in Figure 6.20 to reduce

the bandwidth of the PDTF and lower its peak frequency.
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Figure 6.20: The pitch displacement transfer function for a buoy with CoM 60% the
draught depth for varying radii and draughts.

Figure 6.21 is the same as Figure 6.20, except that the CoM is changed to 90% of

the draught depth. Comparing the two figures shows that the maximum amplitude of

the PDTF decreases by an order of magnitude due to the decreasing the depth of the

CoM. The peak frequency of the PDTF is seen to increase, as the depth of the CoM is

decreased.
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Figure 6.21: The pitch displacement transfer function for a buoy with CoM 90% the
draught depth for varying radii and draughts.

To show the effect of changing the MoI and CoM, Figure 6.23 plots the PDTF for the

case for a buoy with a radius of 0.25m and draught of 0.5m, which has a mass of 100kg.

The horizontal position of the buoy’s CoM will be assumed to lie on the buoys central

axis, and its vertical position is varied across Figures 6.23-(a), (b) and (c), with values

of 0.5, 0.7 and 0.95 of the draft depth respectively. The MoI will consider three cases:

the first being the smallest possible value (the case shown in Figure 6.2 - (b)) which

equals 0.86kgm2, the second is largest possible value (the case shown in Figure 6.2 - (d))

which equals 25kgm2. and the third is a value chosen geometrically half way between

the smallest and largest, 4.5kgm2. To illustrate how these MoI values compare against

the case shown in Figure 6.2 - (c) with a uniform mass distribution around the CoM,

Figure 6.22 plots the MoI as a function of the CoM for this case, showing that the MoI

varies from a value of 2.4kgm2 when the CoM is 50% of the draught depth and the mass

is uniformly distributed throughout the entire buoy, to a value of 1.6kgm2 when the

CoM is 100% of the draught depth and the mass is then distributed on a thin circular

disc on the bottom of the buoy.
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Figure 6.22: The MoI as a function of the CoM, where mass of the buoy is uniformly
distributed from the buoy’s axis to its radius and vertically symmetric above and below

the buoy’s CoM, for a buoy with 0.25m radius and 0.5m draught.

Figure 6.23 shows that increasing the MoI decreases the frequency of the PDTF peak,

which should be expected from Equation 6.5. Decreasing the depth of the CoM is seen to

generally increase the frequency of the PDTF peak. At high frequencies the amplitude

of the PDTF is seen to decrease with increasing MoI, whereas at low frequencies the

amplitude of the PDTF is larger for the bigger MoI values.
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Figure 6.23: The PDTF for a buoy with 0.25m radius and 0.5m draught for varying
CoM and MoI values.

6.5.1 Effect of generator on pitch

The numerical model does not consider a direct coupling between the translator mass

and the pitch motion of the buoy, because both the spring and damping forces act
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along the central axis of the buoy. However in reality, if the buoy starts to pitch then

the translator mass will come in contact with the stator wall, and will then apply a

force/torque to the buoy. If the translator mass is below the CoB then this will result in

a restoring torque, however, if the translator mass is above the CoB then this may cause

the buoy to capsize. The significance of the effect of generator on pitch will therefore

depend on the relative mass of the translator mass to the total buoy mass, and the

position of the translator stroke with respect to the CoB. Values for the translator mass

and stroke location are investigated in the next Chapter, where their possible effect on

the pitch motion should be considered.

6.6 Summary

A preliminary analysis of the CIMPLG WEC was undertaken by identifying and assess-

ing the various parameters which affect the CIPMLG WEC’s performance. The design

parameters, whose values must be selected by the designer, were identified to be; the

buoy’s geometry (cylinder radius and draught), the mass distribution within the buoy,

the translator mass, the generator’s spring constant, the generator’s damping coefficient

and the stroke limit of the generator. A number of additional parameters, which are

important in the analysis of the WEC’s performance, could be derived from these design

parameters, namely; the mass of the buoy, the CoM, the MoI, the hydrodynamic pa-

rameters, and the natural frequencies of the buoy and the generator. These parameters

influence the transfer functions and therefore the WEC’s performance.

The SVTF was shown to depend on the buoy’s natural frequency, the generator natural

frequency, the translator mass value and the generator damping value. A wide variety

of spectral shapes for the SVTF were possible depending on the different combination

of values for these parameters. However, the finding in Section 6.4.3, that the stroke

limit determines the generator natural frequency, effectively constrains the generator

natural frequency to relatively high values. This constraint on the generator natural

frequency, has the effect of reducing the dimensionality of the SVTF parameters, which

causes the SVTF to also be constrained to one particular spectral shape, with a single

peak centered on the buoy’s natural frequency. This single peaked spectral shape was

displayed in Figures 6.12 - 6.14 for the case of, ωng = 2ωnb, where the generator’s

natural frequency was larger than the buoy’s natural frequency. Considering that the

total length of the generator will be constrained by the depth of the draught, therefore

the maximum stroke limit can’t exceed half the draught, then comparison of Figures

6.11 and 6.19, shows that the generator’s natural frequency will indeed always be larger

than the buoy’s natural frequency.
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The major conclusion to come from this analysis, is that the proposed WEC may only

be able to perform well in response to waves with relatively high frequencies. Consid-

ering that the proposed WEC needs to be small, light and easily deployable, Figures

6.1 and 6.11, showed that small buoys have high natural frequencies. Additionally, the

generator’s natural frequency will be higher than the buoy’s natural frequency, as was

discussed in the previous paragraph. Therefore small buoys will have high natural fre-

quencies coupled to a generator with a higher natural frequency. Although conventional

large scale WECs target the low frequency waves in the spectrum, which contain the

larger amplitudes and power, it was shown in Section 6.4.1 that a system operating

with small amplitude stroke lengths at high frequencies can produce as much power as

a larger system at operating at low frequencies (Equation 6.8). Chapter 7 will therefore

investigate whether there is sufficient power in the higher frequency part of the input

wave spectrum for the present application.

Analysis of the pitch motion was seen to be very complicated, due to its strong de-

pendence on the CoM, which can’t be known until the system is fully designed and

information is available for the mass density, geometry and location of all the buoy’s

components. Likewise, the MoI also has a strong effect on the pitch motion and its value

can’t be known until the distribution of all the component masses is provided. However,

the analysis can be used to provide preferable CoM and MoI values, to guide how the

distribution of mass throughout the system should be designed. Analysing the effect of

the buoy’s geometry on the PDTF revealed that buoys with larger radii were generally

more stable than their thinner counterparts.
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Investigation of the input wave

spectrum

7.1 Introduction

The performance of the CIMPMLG WEC is driven by the input wave spectrum, there-

fore the SVTF, SDTF and PDTF should be designed with respect to the frequency

content of the input wave spectrum (as was discussed in Section 5.5). However, Section

4.3.2 showed that the ocean wave spectra vary with time and location, which means

that a WEC designed to perform well in one particular location may perform poorly at

another. Indeed, even at a single location, the performance of a WEC will vary as the

wave conditions change over time. This chapter analyses ocean wave spectra to gain

an understanding of how a WEC system can best be designed, to meet the required

performance criteria outlined in Section 4.3.3.1, while subjected to such variable input

wave conditions.

Considering the goal of designing a ’one size fits all’ WEC able to perform well at

any deployment site, this chapter seeks to identify properties of ocean wave spectra

which are consistent at all locations. The high frequency tail of ocean wave spectra is

identified as being omnipresent in all ocean wave spectra and is therefore the focus of this

chapter. Section 7.2 introduces the high frequency tail, reviewing theoretical descriptions

of the high frequency part of ocean wave spectra. The theoretical descriptions are

then compared against measured data, and frequency content which is spatially and

temporally persistent across the data identified. Section 7.3 then discusses the input

wave spectrum to be used for analysing the WEC pitch motion.

118
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7.2 The high frequency tail of ocean wave spectra

The review of wave creation in Section 4.1.3 outlined that the generated wave field is

dictated by the wind speed, duration and fetch length. This results in a wide range of

wave spectra being created a single site due to the changing wind speeds and directions,

and also a wide variety between sites, with different locations having differing proximity

to leeward shores and therefore varying fetch distances. However, Phillips [177] noted

that, ”...for low frequencies, the spectrum curves depend quite strongly on the fetch

and the meteorological conditions, but their most remarkable property is that for high

frequencies, the curves obtained under different conditions very nearly coincide and

become apparently independent of the fetch and of the strength of the wind.”

This property of the high frequency part of all wave spectra was first identified by

Burling [178], who found empirically that the mean values of his observed spectra at

high frequency obeyed a relation of this type:

SB(ω) = 0.7ω−5. (7.1)

Using dimensional analysis Phillips [177] derived the following expression for the high

frequency components of the wave spectrum:

S(ω) = αg2ω−5, (7.2)

which for an α value of 7.4 × 10−3 agrees with Burling’s measurements. This is also

consistent with the Pierson-Moskowitz and JONSWAP spectrums for high frequencies,

where an α value of 8.1 × 10−3 is used. Figure 7.1 plots a comparison of the PM

spectrum for varying windspeeds against Burling’s curve, SB(ω) = 0.7ω−5, showing

that the convergence of the PM spectrum to Burling’s curve at high frequencies.
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Figure 7.1: The PM spectrum for varying windspeed compared against the Burling
spectrum.
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Although the low frequency part of the spectrum contains larger waves and greater en-

ergy, the spectral curve at these frequencies is heavily influenced by the wind conditions

and its fetch length. Therefore, this part of spectrum varies from location to location and

from day to day. The high frequency part of the spectrum on the other hand, is first part

to be created when the wind blows and forms a similar shaped spectrum independent

on the fetch and wind speed. This consistency in spectrum shape is a very attractive

feature of the high frequency part of the spectrum, allowing the WEC system to be

designed for this input condition, with confidence that it will be persistently present

irrespective of location or time. Additionally, considering the findings in Chapter 6 that

the proposed system is not well suited to low frequency operation, since small devices

have high frequency natural responses, means that targeting the high frequency part of

the spectrum is a very well suited for the goals of the proposed CIPMLG WEC device.

However, the question beckons of whether there is sufficient energy in this part of the

spectrum for the WEC to harvest. Figure 7.2-(a) shows the significant wave height,

and Figure 7.2-(b) the power per metre of wavefront, for the Burling high frequency

spectrum, as a function of where the low frequency cut-off, ωcutlow, for the spectrum is

imposed. That is:

SB(ω) =

0.7ω−5 ω ≥ ωcutlow

0 ω < ωcutlow

. (7.3)

From Figure 7.2 it can be seen that for a low frequency cut-off of 2 rad/s, the Burling

wave spectrum has a significant wave height is over 0.4m and carriers over 200W of

power per metre of wavefront. Due to the ω−5 dependence of the spectrum, these values

drop quickly and by a low frequency cut off 3 rad/s the significant wave height is less

than 0.2m and the power less than 30W/m, and by 4 rad/s the significant wave height is

0.11m and the power is 7W/m. Therefore, depending on where the low frequency cut-off

actually is for the omnipresent high frequency tail of the spectrum, there appears to be

a relatively high amount of power transported per metre of wave front for the present

application. To determine what value should be considered for the low frequency cut-off,

the next section will investigate the case study wave data.



Chapter 7. The input wave spectrum 121

0

0.1

0.2

0.3

0.4

H
s
(m

)

(a)

2 3 4 5 6 7 8
0

50

100

150

200

Low frequency cut-off (rad/s)

P
o

w
e

r 
(W

/m
)

(b)

Figure 7.2: The significant wave height, (a), and power per metre of wave front,
(b), as a function of the low frequency cut-off for the Burling spectrum with a high

frequency cut-off of 20 rad/s.

7.2.1 Comparing the theoretical high frequency tail of ocean wave

spectra with measured wave data

Figure 4.18 showed that the peak period for the all of the sites along the Queensland

coast was generally above 2 seconds (3.14 rad/s). Therefore, all of the measured wave

data should contain the Burling spectrum curve with a low frequency cutoff at 3.14 rad/s.

To verify this hypothesis, the actual time domain data was sought from the Queensland

Government’s Waverider buoys [111], to investigate the actual spectrum shape of the

measured data versus the Burling curve.

An example of the time domain data of the FSE measured by the Waverider buoys

is plotted in Figure 7.3-(a). The Waverider buoy samples the FSE every 0.39s for 30

minutes, from which the wave spectrum is calculated and used to characterise the sea

state by it peak period and significant wave height, as displayed in Section 4.3.2.2. The

time domain data in Figure 7.3-(a) is used to calculate the spectrum in Figure 7.3-

(b), from which a significant wave height value of 0.31m and a peak period of 4.45s is

calculated. The significant wave height is calculated using Equation 4.13 and the peak

period is determined by selecting the frequency with the highest amplitude, which in

this case occurred at 1.4 rad/s, which is equivalent to a 4.45s period.
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Figure 7.3-(b) shows a bi-modal spectrum, containing a swell and a wind sea, where the

peak from the swell is slightly larger than the wind sea’s peak. Figure 7.4-(b) shows

the calculated spectrum from the same location 6 hours later where the wind sea’s peak

has grown larger than the swell’s. Figure 7.4-(a) shows a zoom in on a 100s portion of

the 30 minute FSE time series data used to obtain Figure 7.4-(b). The sea state at this

location is now characterised by a significant wave height of 0.38m and peak period of

2.5s. Figures 7.3 and 7.4, illustrate that the wave resource can be multi-modal and that

using just the single peak period value does not give a good understanding of the wave

spectrum’s frequency distribution.

Figures 7.3-(b) and 7.4-(b) also compares the measured wave spectra against the Burl-

ing spectrum. The goal of the present analysis was to determine if the hypothesis that

Burling spectrum with a low frequency cutoff of 3.14 rad/s is omnipresent in the mea-

sured wave data. For the case when the wind sea is high, Figure 7.4-(b), the measured

spectrum and the Burling spectrum roughly coincide with each other all the way down

to 2.5 rad/s. However, for the case when the wind sea was lower, Figure 7.3-(b), the two

spectra coincide down to 4 rad/s and then the measured spectrum drops slightly below

the Burling spectrum though still follows it closely down below 3 rad/s. Obviously, no

conclusive statements can be made regarding the hypothesis from just two measured sea

states at the one location, rather Figures 7.3-(b) and 7.4-(b) are used just to provide a

lead in example to the following analysis on a more encompassing data set.
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Figure 7.4: Cairns 6:00am

Unlike the peak period and significant wave height data which was freely available on

the Queensland Government’s website, the time series data measured by the Waverider

buoys could only be obtained via negotiations with the Queensland Government Depart-

ment of Science, Infor- mation Technology and Innovationss Coastal Impact Unit’s staff.

Therefore due to file size limitations and restraints on the Coastal Impact Unit staff’s

man hours to collect and send the files, only a finite amount of data could be obtained.

For example, one weeks worth of data at a single site, sampled at 0.39s, results in over

one and half million samples.

To get a representative selection of data from the different locations, it was decided to

group the sites into high, medium and low energy sites, and take data from one site

in each group. From Figure 4.18, Gold Coast and Mooloolaba were classified as high

energy, Gladstone, Mackay, Townsville and Cairns as medium energy, and Moreton Bay

and Albatross Bay as low energy sites. An additional constraint on the choice of sites to

acquire the data from, was that some of the sites had non-directional Waverider buoys

and the others had directional Waverider buoys, with the key difference between the two

being that non-directional buoys sample at 0.39s, whereas the directional buoys sample

at half this rate, 0.78s. Therefore, to investigate the high frequency tail of the spectrum,

only sites with the non-directional buoys and their higher sampling rate were chosen,

resulting in the selection of the Moreton Bay, Cairns and Gold Coast sites. One week of

continuous data was obtained for each of these sites, during the summer and the winter,

resulting in over 2,000 sea state spectra for comparison against the Burling spectrum.
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Figures 7.5-(a) to 7.10-(a) examine the measured wave spectrums over a full week of

continuous monitoring, in January and July, for the three different locations. Each 30

minute time series file, is transformed into its corresponding spectrum, resulting in 336

sea spectrums, which are then plotted along on the y-axis, with the frequency along the

x-axis and the amplitude plotted as a contour (using a log10 scale). The Cairns data

show a bimodal swell and wind sea spectra, with consistent swell in the winter and a

number of large wind sea events, whereas in the summer week the swell is less consistent

but a number of wind sea events with maximum amplitude of S(ω) = 10−1.5 are also

present. The Moreton Bay data is wind sea dominated, with maximum amplitude in the

winter reaching S(ω) = 10−1, however low amplitude swell signals can be seen every 12

hours in Figures 7.7-(a) and 7.7-(a), possibly due to the swell being diffracted into the

bay at high tides with attenuated amplitude. The Gold Coast data is swell dominated,

with maximum amplitudes of S(ω) = 100 for both summer and winter, and no trace of

wind seas detectable in the spectral data.

Figures 7.5-(b) to 7.10-(b) then compare the measured spectra against the Burling spec-

trum, with the dark blue regions indicating when the measured data is more than half

of the Burling spectrum, the light blue regions when the measured data is more than

the Burling spectrum and the red regions for when the measured data is more than dou-

ble the Burling spectrum. These Figures show the measured spectra at the Cairns and

Moreton Bay sites to be greater than the Burling spectrum for the majority of the time

for frequencies between 3 and 5.5 rad/s, however for the Gold Coast site the measured

spectra is seldom greater than the Burling spectrum.

It is believed the attenuation of the measured spectra at high frequencies for the Gold

Coast site is an artefact of the Waverider buoy. Tucker [112] concluded that the motion of

the Waverider bouys reduces the magnitude of the higher spectral harmonics. Therefore

the measurements of the spectrum at high frequencies is likely underestimating the

actual content at those frequencies, especially for the cases which contain large amplitude

spectral content at low frequencies. The other possibility for the low amplitude of the

measured wave spectra at high frequencies for the Gold Coast site, is that there truly

was no energy in the waves at these freqeuncies. This would correspond to the case of

pure swell with zero local wind present, as the presence of any wind in the area would

have created a local wind sea superposed onto the swell. It therefore seems very unlikely

that for a full continuous week, on two separate occasions, there was zero wind at that

location.

Another questionable result of the high frequency measurements, occurs just after 6

rad/s for all of the measured spectra where the amplitude suddenly drops by over an

order of magnitude and flattens out. The data is sampled at 0.39s, therefore due to
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the Nyquist theorem it contains information up to 8.05 rad/s. The large and sudden

attenuation of the wave amplitude at 6 rad/s is possibly due to the hydrodynamic

properties of the waverider buoy filtering out waves above this frequency or to numerical

preprocessing of the data.

In general, the effect of the Waverider buoys underestimating the high frequency wave

components is negligible for most ocean engineering applications, where the effects of

the largest waves in the spectrum are of most interest. Unfortunately however, for the

present case of evaluating the potential of wave energy conversion at high frequencies,

the underestimation of the wave heights at these frequencies makes the data measured by

the Waverider bouys unsuitable. To further evaluate the high frequency wave resource

along the QLD coast, the wave spectra will be hindcast from measured wind data, which

shall be used as a proxy to in-situ wave height measurements from Waverider bouys,

due to the the limited accuracy of the Waverider buoys at high frequencies.
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Figure 7.5: Cairns Januray (a) The measured wave spectrum every 30 mins for one
week (b) The ratio of the measured wave spectrum to the Burling spectrum.

Figure 7.6: Cairns July (a) The measured wave spectrum every 30 mins for one week
(b) The ratio of the measured wave spectrum to the Burling spectrum.
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Figure 7.7: Moreton Bay January (a) The measured wave spectrum every 30 mins
for one week (b) The ratio of the measured wave spectrum to the Burling spectrum.

Figure 7.8: Moreton Bay July (a) The measured wave spectrum every 30 mins for
one week (b) The ratio of the measured wave spectrum to the Burling spectrum.
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Figure 7.9: Gold Coast January (a) The measured wave spectrum every 30 mins for
one week (b) The ratio of the measured wave spectrum to the Burling spectrum.

Figure 7.10: Gold Coast July (a) The measured wave spectrum every 30 mins for one
week (b) The ratio of the measured wave spectrum to the Burling spectrum.
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7.2.2 Estimating the temporal persistence of the high frequecy tail of

ocean wave spectra from measured wind data

The high frequency tail is generated by the local winds. This section seeks to evaluate the

hypothesis that Burling spectrum with a low frequency cutoff of 3.14 rad/s is omnipresent

in the measured wave data, by analysing the wind conditions necessary to create such a

spectrum and then assessing the occurrence of such winds.

Figure 7.11, was obtained from [179], and graphs the wave height and period as a function

of wind speed, duration and fetch. From Figure 7.11 it can be seen that a wave spectrum

with a 2 second peak period, requires a wind of 5m/s, with a 10km fetch and blowing

for a 2 hour duration (red dot). As the wind speed increases the fetch and durations

required decreases, for example a wind speed of 10m/s only requires a fetch of 4km and

duration of less than an hour (blue dot).

Figure 7.11: Wave height and pariod as a function of wind speed, duration and fetch
[179].

Figure 7.12, was then created to further assess the creation of a 2 second peak period for

wind speeds less than 5m/s, which is not available on Figure 7.11. Figure 7.12 compares

the JONSWAP spectrum against the Burling spectrum for 2, 3 and 4m/s wind speeds,

using Equation 4.15, whereby the fetch was manually adjusted until a 2s peak was

obtained for the corresponding wind speed. Figure 7.12 shows that wind speeds of 3 and
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4m/s will create a spectrum with greater amplitude than the Burling spectrum with 2s

(3.14 rad/s) low frequency cut-off, and that even wind speeds as low as 2m/s will create

a comparable spectrum to the Burling spectrum above 3.14 rad/s.
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Figure 7.12: JONSWAP spectrums with a peak period of 2s for various wind speed
and fetch combinations compared to the Burling spectrum.

The hypothesised Burling spectrum can therefore be created by winds with speeds of

2-3m/s and fetches of 10-20km. Faster wind speeds will create larger amplitude spectra,

and longer fetches will create spectra with peaks at lower frequencies, but whose high

frequency tails converge to the Burling spectrum. To assess the typical availability of

such meteorological wind conditions, data was obtained from the Australian Institute

of Marine Science (AIMS) weather obersvation [180], which maintain over ten stations

along the QLD coast, mostly focussing on the Great Barrier Reef region. Four sites

were selected along the QLD coast; the most northerly, the most southerly and two in

between, and are marked in Figure 7.13. One year’s of wind data was obtained, in the

form of 10 minute average wind speed samples, resulting in over 52500 samples. The

data was then binned into 1m/s bins and used to produce the histograms in Figure 7.14.

Figure 7.14 shows that the wind speed required to create the hypothesised Burling

spectrum appears to be very commonly exceeded at the array of sites investigated.

Wind speeds equal to or above 3m/s are available in excess of 90% of the time, and

that wind speeds of 2m/s and above are available over 97% of the time. Therefore, so

long as the deployment site is not located with a leeward shore within 10-20km, the

hypothesised Burling spectrum should be present in excess of 90% of the time. If the

deployment site is sheltered by a nearby shore, then the occurrence of the hypothesised

Burling spectrum may be reduced by the percentage of time the wind blows from that

particular direction.
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Figure 7.13: The locations of the wind speed measurements (a) Thursday Island, (b)
Lizard Island, (c) Hardy Reef and (d) Square Rocks.

Figure 7.14: The percentage occurrence of wind speeds at (a) Thursday Island, (b)
Lizard Island, (c) Hardy Reef and (d) Square Rocks.

7.2.3 The high frequency cut-off for input spectrum

The low frequency cut-off for the Burling spectrum has been selected at 3.14 rad/s, this

section assesses the selection of the high frequency cut-off. The Burling spectrum decays

with the negative fifth power of the frequency and very rapidly becomes negligibly small.

Therefore, there will be no discernible difference to the WEC performance between any

two Burling spectra which both have sufficiently large cut-off frequencies, so selecting

any arbitrarily large high frequency cut-off will ensure accurate results. However, while

it is trivial to calculate the spectrum value in the frequency domain for arbitrarily
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high frequencies, and is also not too demanding to include a large number of sinusoidal

components in the time domain to accommodate a broad frequency range, choosing a

parsimoniously small high frequency cut-off value saves a great deal of computation from

the system side. Calculating the hydrodynamic co-efficients is done on a frequency by

freqeucny basis. Additionally, it is performed on a a panel by panel basis over the body

geometry, and the higher the frequency values the smaller the panel sizes need to be.

Therefore, both the number of frequencies to be calculated and the number of panels

to be solved for at each frequency increases when the high frequency cut-off increases,

significantly increasing the computation time to obtain the hydrodynamic coefficients

for each WEC geometry.

Figure 7.15 shows the significant wave height and power per metre of wave front as a

function of the high frequency cut-off. The significant wave height asymptotes to a value

of 0.17m and the power to asymptotes to 23 W/m. From this graph, the high frequency

cut-off is selected at 8 rad/s, where the power is 99% of its asymptotic value.
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Figure 7.15: The significant wave height, (a), and power per metre of wave front, (b),
as a function of the high frequency cut-off for the Burling spectrum.

7.3 The input wave spectra for pitch motion analysis

The truncated Burling spectrum is selected to assess the power output of the CIPMLG

WEC because it is omnipresent, irrespective of the site location and time, representing

the minimum wave spectrum expected anywhere. Energy content from other parts of

the spectrum will, at worst, only add extra power to the output. However, for the

analysis of the WEC’s pitch motion, the pitching angle must be minimised in response

to all input waves. Therefore, while the pitch motion must be kept small during for the

truncated Burling spectrum, it must also be kept small for the low frequency part of
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the spectrum as well. In fact, the low frequency part of the spectrum contains much

more energy, so it is especially important that the PDTF be very small in this frequency

range. To analyse the pitch motion, PM spectra with increasing wind speeds will be

used as input, to assess its performance across a wide range of possible sea states.

7.4 Summary of the input wave spectrum

The input wave spectrum drives the output for a given WEC system. The variability

of the input wave spectrum, both temporally at a specific site and spatially between

different sites, means the performance of the WEC will also be variable, whereby a

design that works well at one particular site or time, may not perform well at the next.

However, the analysis identified that the high frequency tail of ocean wave spectra is

omnipresent spatially and temporally and is well suited to the inherently high natural

frequencies of the small sized buoy and linear generator of the proposed CIPMLG WEC.

The high frequency tail characterised by the Burling spectrum, Equation 7.1, between

3.14 and 8 rad/s shall be used as input for the subsequent assessment of the WEC

performance, presented in Chapters 7 and 8. Figure 7.16-(a) plots the truncated Burling

spectrum to be used as input for assessment of the WECs performance and Figure 7.16-

(b) plots a realisation of the FSE derived from the this input spectrum. The hypothesis

is that the output power calculated by this input will always be matched or surpassed

at any given site and time, because any given ocean wave spectra will always contain,

at minimum, this part of the spectrum.
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Figure 7.16: (a) The truncated Burling spectrum to be used as input for assessment
of the WECs performance, (b) Time domain realisation of the Burling spectrum in (a).



Chapter 8

Results of the CIPMLG Wave

Energy Converter analysis

8.1 Introduction

In this chapter, the numerical model developed in Chapter 5, is used to calculate the

output power, stroke displacement and pitch displacement of the CIPMLG WEC, in

response the input wave conditions described in Chapter 7. The results of these cal-

culations are analysed and presented, with the aim of selecting values for the design

parameters which best allow the CIPMLG WEC to fulfil the performance requirements

outlined in the design problem (Section 4.3.3.1).

The performance requirements entail; harvesting 1W of average power, minimising the

size and weight of the device, designing a ’one size fits all’ device able to perform well in

any deployment site, and minimising the pitch motion of the device. A ’one size fits all’

device is ensured in this analysis, by using the wave conditions identified from Chapter

7 as input for the design process, because these waves are present at all locations and

times. Minimising the size and weight of the device will be achieved by constraining

the total system mass to small values. Once the total mass is constrained, the design

parameters will be optimised for that particular mass value, with the objective of max-

imising the output power and minimising the pitch motion. By examining a number

such constrained total system mass cases, this chapter will estimate the smallest possi-

ble size and weight for the CIPMLG WEC which can fulfil the output power and pitch

resilience requirements.

Section 8.2 will examine a 20kg device, Section 8.3 a 40kg device and Section 8.4 an 80kg

device. Section 8.5 then outlines a number practical aspects that should be considered

135
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when analysing the results from the numerical model, such as; the effect of mechanical

damping and generator efficiencies, the realistically achievable levels of electromagnetic

damping by the IPMLG within the geometrical constraints of the WEC, the physically

realisable spring constant values, and the effect of the translator mass on the pitch

motion. Section 8.5 then concludes by considering the results presented in Sections 8.2-

8.4 in conjunction with the outlined practical issues, to answer whether the CIPMLG

WEC can fulfil the performance requirements. Section 8.6 then proposes an improve-

ment to the cylindrical WEC geometry and shows some results. Finally, the chapter is

summarised and conclusions given in Section 8.7.

8.2 Results for a twenty kilogram system

Here the total system mass is constrained to 20kg. This section first investigates the

maximum output power that the 20kg system can produce. Next the stroke is analysed,

to ensure that the stroke lengths required to produce the maximum power are feasible

within the geometrical constraints of the buoy’s hull. Finally, the pitch motion for the

20kg system is assessed.

8.2.1 Power

The output power is dependent on the buoy’s radius and draught, the generator’s damp-

ing, spring constant and translator mass. The goal of this section is to find the best

combination of these parameters to maximise the output power for the 20kg device.

Section 8.2.1.1 outlines the analysis approach used to search the parameter space for the

maximum output power, and then Section 8.2.1.2 presents the results.

8.2.1.1 Analysis approach

Once the total mass of the CIPMLG WEC is set, the radius and draught values be-

come related, via Equation 6.1, and follow the contour lines of constant mass plotted

in Figure 6.1. The analysis approach therefore first sets the radius value, which in turn

immediately sets the draught value. Additionally, once the draught value is set, the max-

imum allowable stroke length becomes constrained, because it is assumed herein that

the stroke length can’t exceed half the draught value (XsL < 0.5D) to ensure that the

generator can fit inside the buoy. Constraining the maximum allowable stroke length,

constrains the generator natural frequency above a minimum value, ωng(MIN), given by
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the relationship in Equation 6.11:

ωng(MIN) =

√
g

0.5D
. (8.1)

which for the 20kg buoy can be expressed in terms of the radius as:

ωng(MIN) =

√
ρwgπR2

10
. (8.2)

The next step in the analysis approach is to set the generator natural frequency value,

ωng. For most radius values, the maximum power output occurs when ωng = ωng(MIN),

because ωng(MIN) is generally already much higher than the peak frequency of the input

wave spectrum. Therefore, the pragmatic approach taken by the present analysis is to

set ωng to ωng(MIN), and then incrementally increase ωng until the output power reduces

(which generally occurs immediately).

Once ωng is set, the spring constant and translator mass values become related via

Equation 6.6. At this point, only two parameters remain free, the generator damping

value and either the spring constant or translator mass value. The two free parameters

can then be varied and analysed on a contour plot, from which the maximum power can

be determined for the given radius and ωng combination.

The advantage of using this analysis approach, rather than a numerical optimisation

scheme to search for the optimal parameter combination, is that the contour plots allow

the effect of the free parameters to be visually analysed. Indeed, a numerical optimisation

scheme, such as a genetic algorithm, could be used from the outset to search through all

the parameter combinations and return the parameter values which yield the maximum

output power. However, the visual analysis of the contour plots gives an insight into

the dependence of the output power on the different parameters. Such visual insights

can be useful, for example, when investigating trade-offs between generator damping,

translator mass/ and output power values. An additional set back to using a numerical

optimisation scheme for the present analysis is that the hydrodynamic co-efficients for

the WEC geometry would need to be calculated inside of the optimisation loop, putting

a high computational demand on each loop iteration.

Comparison of three different buoy radii

The analysis approach is applied here to three 20kg CIPMLG WECs with varying radius

values. Figures 8.1 -(a), (b) and (c) show the output power for a 20kg CIPMLG WEC

with a radius of 0.05, 0.1 and 0.2m, respectively. The ωng value for each WEC is set to
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ωng(MIN) for the given radius value. The generator damping and translator mass values

are then varied along the x and y axis, respectively.

The 0.05m radius WEC is shown in Figure 8.1 -(a), where the maximum output power

is less than 1mW and occurs for a very lightly damped generator combined with a

translator mass 20% of the total WEC mass. For the 0.10m radius WEC in Figure 8.1-

(b), the output power is over 1W for generator damping values of 3 - 30Ns/m combined

with translator mass values over 50% of the total WEC mass. The 0.20m radius WEC

in Figure 8.1-(c), shows output power values of over 0.4W for generator damping values

of 200 - 500Ns/m combined with translator mass values over 90% of the total WEC

mass.

Of the three different WECs compared in Figure 8.1, the one with the radius of 0.10m

is seen to offer the best performance, which can be attributed to its buoy’s natural

frequency, ωnb, coinciding with a high amplitude region of the input truncated Burling

spectrum (Figure 7.16). The natural frequencies of the 0.05, 0.10 and 0.20m radius buoys

are 2.0, 3.7 and 6.2 rad/s, respectively, whereas the input truncated Burling spectrum

is zero for frequencies below its peak at 3.14 rad/s, and then decreases rapidly with

increasing frequency away from its peak (to less than 10% of the peak value by 5 rad/s).

The 0.10m radius buoy’s natural frequency of 3.7 rad/s is therefore well aligned with

the input truncated Burling spectrum. The natural frequency of the 0.05m radius buoy

occurs where the input truncated Burling spectrum has zero amplitude and thus results

in very low power outputs, however it would likely achieve higher power outputs than

this in real wave spectra which do not abruptly decrease to zero amplitude at frequencies

below 3.14 rad/s.
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Figure 8.1: Output power as a function of generator damping and translator mass
for three 20kg CIPMLG WECs with differing radius values.

Changing the generator’s natural frequency

The results presented in Figure 8.1 assumed the ωng value equalled ωng(MIN), for the

given radius value. For the 0.10 and 0.20m radius WECs, ωng(MIN) equals 5.6 and

11.2 rad/s respectively, therefore increasing the value of ωng greater than ωng(MIN),

only serves to move ωng further from the high amplitude region of the input truncated

Burling spectrum (3.14 - 5 rad/s). However, for the 0.05m radius buoy, ωng(MIN) = 2.8

rad/s, therefore ωng is set below the peak of the truncated Burling spectrum. The effect

of using a higher generator natural frequency for the 0.05m radius buoy, by reducing the

stroke limit below the maximum allowable length, is investigated in Figure 8.2.

Figure 8.2-(a) shows the results for the 0.05m radius WEC when ωng is increased to the

peak of the input truncated Burling spectrum, at 3.14 rad/s. A four fold increase in

the maximum power can be seen in Figure 8.2-(a) compared to the case in Figure 8.1-

(a). Additionally, the region in the contour plot (in the generator damping - translator

mass parameter plane) of high output power values is seen to broaden, with 50% of the

maximum power value available for a wider range of generator damping and translator

mass values. The ωng value was then incrementally increased from 3.14 rad/s, and

the maximum power output value was found to correspondingly decrease, while the

region in the contour plot of maximum power output was seen to broaden. At an



Chapter 8. Results of the CIPMLG WEC analysis 140

ωng value of 3.3 rad/s, plotted in Figure 8.1-(b), the maximum output power value

occurs everywhere along a parabolic curve in the generator damping - translator mass

plane, from d=1Ns/m combined with m = 0.1MTotal up to d=100Ns/m combined with

m = 0.99MTotal. Further increasing the ωng value reduces the maximum output power,

while the region of maximum power in the contour plot shrinks and moves towards larger

damping and translator mass values, as shown in Figure 8.2-(c) for the case of ωng = 3.6

rad/s.

For the 0.1 and 0.2m radius buoys, from Figures 8.1-(b) and -(c), the maximum power

was found to occur for ωng = ωng(MIN). Increasing ωng resulted in the maximum output

power decreasing in value while occurring for larger generator damping and translator

mass values.
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Figure 8.2: Output power as a function of generator damping and translator mass
for a 20kg buoy with 0.05m radius and varying ωng.

8.2.1.2 Results

Here the analysis approach is used to determine the maximum power output for the

20kg CIPMLG WEC. The examples shown in Figure 8.1 revealed the importance of

selecting the radius of the buoy, such that the buoy’s hydrodynamic natural frequency,
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ωnb, matches well with the input truncated Burling spectrum. Figure 8.3, plots the con-

tour lines for a 20kg buoy (also 40 and 80kg buoys) as a function of radius and draught,

superposed with the contour lines of ωnb. The input truncated Burling spectrum, Fig-

ure 7.16, is seen to have a large amplitude between 3.14 and about 5 rad/s, which from

Figure 8.3, is seen to equate to a 20kg buoy with a radius of about 0.09 to 0.14m.
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Figure 8.3: Mass and hydrodynamic natural frequency of the buoy as a function of
radius and draught.

Figure 8.4 plots the maximum output power value obtained for different radius values,

where the same range of generator damping and translator mass values as in the contour

plots of Figures 8.1 were considered, but only the maximum output power value is

presented. Figure 8.4 shows that a WEC with a 0.11m radius produces the greatest

amount of power, which has a ωnb of 4.1 rad/s and a ωng of 6.2 rad/s.
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Figure 8.4: Maximum putput power for 20kg bouy for varying radius values.

Figure 8.5 displays the output power contour plot for the 0.11m radius 20kg WEC,

showing that the maximum power is above 1.2W and occurs for a generator damping

value of 10 - 80 Ns/m combined with very large translator mass values. The region on

the generator damping - translator mass plane in which half the maximum output power

is available is very large, covering close to half of the displayed contour plot, ranging

from d=2Ns/m combined with 0.1M < m < 0.99M , to d=100Ns/m combined with

0.2M < m < 0.99M , up to d=3000Ns/m combined with m = 0.99M .
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Figure 8.5: Power as a function of generator damping and translator mass for a 20kg
buoy with 0.11m radius (ωnb 4.1 rad/s, ωng 6.2rad/s).

Constraining the translator mass value

The results showed that the maximum output power occurs for translator mass values

approaching 100% of the total mass. Clearly this is infeasible, as the buoy itself will have

significant mass due to the weight of the hull, ballast mass, the generator coils, batteries,

MBS components such as sensors, antenna for data transmission, etc. Therefore, in the

analysis to follow, the translator mass will be assumed to be constrained to a maximum

value of 50% of the total mass, and the maximum output power will be searched for

within translator mass values below this.

Figure 8.6 is the equivalent of Figure 8.4, except that the translator mass is constrained

to a maximum value of 50% the total mass. Here, the maximum output power value

of 1.1W is seen to occur for a buoy with a radius of 0.10m. The output power contour

plot for the 0.10m radius buoy is displayed in Figure 8.7, where output power values in

excess of 1W can be seen for generator damping values around 10Ns/m combined with

translator mass values above 35% of the total mass.
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Figure 8.6: Maximum output power for 20kg bouy, with the translator mass value
constrained less than 50% of the total mass, for varying radius values.
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Figure 8.7: Output power as a function of generator damping and translator mass
for a 20kg buoy with 0.10m radius (ωnb 3.8 rad/s, ωng 5.6 rad/s).

8.2.2 Stroke

Figure 8.8 displays a contour plot of the RMS stroke displacement for the 0.10m ra-

dius 20kg CIPMLG WEC, where a maximum value of around 0.23m occurs when the

generator is very lightly damped. The RMS stroke displacement is seen to decrease

with increasing generator damping, with a value of about 0.1m at 10 Ns/m, where the

maximum output power occurs in Figure 8.7. The RMS stroke displacements in Figure

8.8 do not exceed the maximum allowable stroke length of 0.31m for the 0.10m radius

CIPMLG WEC (which has a draught of 0.62m).
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Figure 8.8: RMS stroke displacement as a function of generator damping and mass
for a an 20kg buoy with 0.10m radius.

To examine whether the maximum stroke displacements are also less than the maximum

allowable stroke length, time domain analysis is used. Figure 8.9 is a plot of the stroke

displacement in the time domain for a 20kg buoy with a 0.10m radius, ωng of 5.6 rad/s,

generator damping of 10Ns/m and translator mass 40% of the total mass. The system

in Figure 8.9 has an RMS stroke displacement of 0.09m and the stroke displacement is

seen to exceed the RMS value 31% of the time with a maximum value of 0.27m, about

3 times the RMS value. Examining 100 time series, revealed that in general the stroke

displacement exceeded the RMS value an average of 32% of the time, the maximum
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value was on average 2.9 times the RMS value and the overall maximum displacement

from the 100 times series was 3.7 times the RMS value.

Taking the average across all the systems in Figure 8.8, the stroke displacement was

found to exceed the RMS value 33% of the time and the maximum stroke displacement

was 2.8 times the RMS value. Therefore, only systems with RMS stroke displacement

values less than about 0.11m will have maximum stroke displacements less than the

maximum allowable stroke length of 0.31m. Figure 8.8 shows that systems with gen-

erator damping values greater than about 10Ns/m have RMS stroke displacements less

than the required 0.11m.
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Figure 8.9: The time domain stroke displacement for a 20kg buoy with a 0.10m
radius, ωng of 5.6 rad/s, generator damping of 10Ns/m and translator mass 40% of the

total mass.

8.2.3 Pitch

The preliminary analysis in Section 6.5 showed that the pitch motion is dependent on

the CIPMLG WEC’s radius, draught, CoM and MoI. Section 7.3 then described that

the CIMPLG WEC’s pitch motion will be evaluated across a wide range of possible sea

states, whereby PM spectra with increasing wind speeds are used as input. Therefore

once the radius and draught are set, the pitch motion is dependent on three variable

parameters; the CoM, the MoI and the input wind speed.

The effect that these three parameters have on the pitch resilience of the CIPMLG WEC,

will be analysed in this chapter using contour plots of the RMS pitch displacement. Two

of the parameters will be varied on the x and y axes of the contour plot, and the third

parameter will be varied across a number of these plots. Figure 8.10 is such a contour

plot of the RMS pitch displacement for the 0.1m radius 20kg CIPMLG WEC. The wind

speed used to create the input PM spectrum is varied along the y-axis, ranging from

3m/s up to 15m/s, and the vertical position of the buoy’s CoM is varied along the x-

axis, ranging from 50% to 100% of the draught depth, so that it remains at or below the
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buoy’s CoB and within the buoy’s geometry. The MoI is then varied between Figures

8.10-(a), (b) and (c).

The MoI considers three cases, which are determined from; the smallest possible MoI

value (the case shown in Figure 6.2 - (b)), the largest possible MoI value (the case

shown in Figure 6.2 - (d)), and a value which is chosen geometrically half way between

the smallest and largest values. The smallest possible MoI value for the 0.10m radius

20kg CIPMLG WEC, is calculated from a solid sphere, I = 2
5MR2, which for a 20kg

ball of steel with density 7600kg/m3 equals 0.059kgm2. The largest possible MoI value

occurs when the mass is distributed as far from the CoM as possible, which can’t exceed

the extreme case of a point mass of 20kg located a the length of the draught, 0.62m,

away, I = MR2 = 20 × 0.622 = 7.7kgm2. From these two extreme values, MoI values

of 0.05, 0.5 and 5kgm2 are selected for analysis of the 20kg WEC, shown in Figures

8.10-(a), (b) and (c) respectively.
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Figure 8.10: RMS pitch displacement (plotted on a logscale), for a 20kg buoy with
0.10m radius, as a function of the CoM’s depth and the input PM spectrum sea state

parameterised by the wind speed.

The pitch displacements in Figure 8.10 are plotted in a log base 10 scale and are seen

to reach values as large as 10,000 degrees (104). This is a clear limitation of the linear

modelling approach taken, which is only valid for small displacements. Once the pitch
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displacement exceeds a certain angle the buoy will capsize and no longer be adequately

described by the linear model. Simulations which result in pitch displacement values

exceeding 90 degrees can be considered non physical and relate to WEC configurations

that are vertically unstable.

The results displayed in Figure 8.10 show that the systems with smaller MoI values,

Figures 8.10 -(a) and (b), have smaller pitch displacements than the system with the

large MoI value, Figure 8.10-(c). This can be explained by comparing Figures 6.23 and

7.1, where it can be seen that increasing the MoI values in Figure 6.23 decreases the

PDTF’s resonant peak towards the low frequencies where the PM wave spectra in Figure

7.1 have large amplitudes. Increasing the depth of the CIMPLG WEC’s CoM is shown

in Figures 8.10 -(a) and (b) to reduce the pitch motion, and also decrease the dependence

of the pitch displacement on the input wave spectrum (illustrated by the nearly vertical

contour lines). Whereas for the system with the large MoI value, in Figure 8.10 -(c),

the maximum pitch motion occurs when the CoM is 80% of the draught depth. The

reasons for the different results obtained for the different MoI and CoM values is further

examined in Section 8.2.3.2, by investigating the PDTFs.

The pitch constraint, outlined in Section 4.3.3.2, required that the pitch displacement

remain less than 40 degrees, which equates to 1.6 on the log base 10 scale plotted in

Figure 8.10. The results in Figure 8.10 show that, only systems with small MoI values

and with CoMs near 100% of the draught depth, have RMS pitch displacements less

than the required 101.6 degrees constraint. However the pitch displacement will often be

greater than the RMS value, as displayed in Figure 8.11, which is a time domain plot

for the case of a 10m/s input wind speed, MoI value of 0.5kgm2 and CoM value of 80%

of the draught depth. The system in Figure 8.11 has a RMS pitch displacement of 53

degrees (101.7 degrees) and the pitch displacement exceeds the RMS value over 30% of

the time, with a maximum value of 162 degrees, over 3 times the RMS value.

0 50 100 150 200 250 300
-180

-90

0

90

180

Time (s)

P
it
c
h
 d
is
p
la
c
e
m
e
n
t 
(d
e
g
)

 

 

Pitch displacement

RMS pitch displacement

Figure 8.11: Time domain pitch displacement for a 20kg buoy with 0.10m radius,
I=0.5kgm2, CoM 80% of the draught depth in a 10m/s wind speed PM spectrum.
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Figure 8.12 shows that the maximum pitch displacement is in general 1.5 to 3.5 times

larger than RMS depending on the windspeed, CoM and MoI parameters, whereby the

maximum values reported in this figure are obtained by taking the average maximum

value from 50 time domain simulations. Considering that the maximum displacement

can be up to 3.5 times the RMS displacement, the RMS pitch displacement should

therefore aim to remain below 12 degrees (101.08 degrees) to ensure the CIPMLG WEC

obeys the 40 degrees pitch constraint.
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Figure 8.12: Ratio of the maximum pitch displacement to RMS pitch displacement,
for a 20kg buoy with 0.1m radius, as a function of CoM and PM spectrum sea state

parameterised by the wind speed.

8.2.3.1 Increasing the buoy radius

The pitch displacement results in Section 8.2.3, indicated that the 20kg CIPMLG WEC

with a 0.10m raidus is not well suited to satisfying the pitch constraints. The preliminary

analysis in Section 6.5, revealed that buoys with larger radii were more pitch resilient

than their thinner counterparts. Therefore in this subsection, the radius of the buoy is

increased to examine its effect on the calculated pitch motion.

The buoy radius is increased to 0.15m in Figure 8.13, and then 0.20m in Figure 8.14.

The results displayed in these figures show that an RMS pitch displacement does indeed

decrease with increasing buoy radius. The ratio of the maximum pitch displacement
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to the RMS pitch displacement, was found to slightly increase with the radius, with

the maximum pitch displacement for the systems in Figures 8.13 and 8.14 being up

to 3.7 times larger than the RMS value. Therefore, the RMS pitch constraint should

be below 11 degrees (101.04 degrees), which the 0.2m radius buoy with very small MoI

values would be able to satisfy, as shown in Figure 8.14-(a). However, the increased

pitch stability of the larger radii values comes at the cost of decreased power output,

whereby the maximum power output calculated for the 0.15m radius buoy was 0.65W

and for the 0.20m radius buoy 0.30W.

Interestingly, the pitch displacement for the buoys with small MoI values, in Figures

8.13-(a) and 8.14-(a), have little dependence on the CoM values, resulting in horizontal

contour lines. Whereas, the pitch displacement for the buoys with medium MoI values,

in Figures 8.13-(b) and 8.14-(b), have little dependence on the input wind speed values,

resulting in vertical contour lines. To understand why some of these contour plots

are horizontally banded and some are vertically banded, with the effect being more

pronounced for buoys with larger radii, the next subsection investigates the PDTFs

from these systems to give an insight into this behaviour.
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Figure 8.13: RMS pitch displacement, for a 20kg buoy with 0.15m radius, as a
function of CoM and PM spectrum sea state parameterised by the wind speed.
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Figure 8.14: RMS pitch displacement, for a 20kg buoy with 0.20m radius, as a
function of CoM and PM spectrum sea state parameterised by the wind speed.

8.2.3.2 The pitch displacement transfer functions

To explain the different results obtained for the systems with different radius, MoI and

CoM values in Sections 8.2.3 and 8.2.3.1, the PDTFs for these systems are examined

here. The general effect of the design parameters on the PDTFs was discussed in Section

6.5. Here, the PDTFs for the systems considered in Figures 8.10 and 8.14, are plotted

in Figure 8.15 to explain the resulting pitch displacements.

Comparing Figure 8.15 with Figures 8.10 and 8.14 shows that when the peak frequency

of the PDTF is higher than the peak frequency of the input PM spectrum, then the

output pitch displacement contour lines are vertical. The reason being, that once the

peak frequency of the PDTF is in the tail of the PM spectrum, further increases in the

wind speed only increases the amplitude of the input PM spectrum at lower frequencies

and does not effect the amplitude of tail of the spectrum where the PDTF’s peak is.

Changing the depth of the CoM moves the peak frequency of the PDTF within the tail

of the PM spectrum, and therefore changes the output pitch displacement, resulting in

the vertically banded contour lines in Figures 8.10 - 8.14.
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For the system whose output pitch displacement contour lines are horizontal, Figure

8.14-(a) and the deep CoM values in Figures 8.13-(a), the peak frequency of the PDTF

occurs at very high frequencies where the input PM spectrum amplitudes are essentially

zero. The amplitude of the PDTFs for the different CoM values are then equal in

the lower frequency regions where the input PM spectrum is significant, therefore the

output pitch displacements for these systems do not depend on the CoM, resulting in

the horizontally banded contour lines.

Figure 8.15: PDTF for a 20kg buoy with 0.10m and 0.20m radius, for various CoM
and MoI values.

8.3 Results for a forty kilogram system

Here the CIPMLG WEC mass is increased to 40kg and a similar analysis approach is

applied as for the case of the 20kg WEC in Section 8.2.

8.3.1 Power

Figure 8.16 plots the maximum output power of the 40kg CIPMLG WEC for various

radius values, analogous to Figure 8.4, for the two cases of the translator mass being

either unconstrained or constrained to 50% of the total mass. For small radius values,
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the maximum output power for the two cases is equivalent. At a radius value of 0.14m,

where ωnb= 3.9 rad/s and ωng = 5.9 rad/s, the constrained translator mass case reaches

its largest maximum power output of about 2W and the two cases begin diverging.
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Figure 8.16: Maximum output power for 40kg bouy for varying radius values.

The output power contour plot for the 0.14m radius 40kg WEC, as a function of generator

damping and translator mass (constrained to less that 50% of the the total mass), is

shown in Figure 8.17. Here it can be seen that the maximum output power of 2W

occurs for generator damping values of 20 - 60 Ns/m combined with translator masses

35 - 50% of the total WEC mass. Figure 8.17 also shows that the output power exceeds

1W for a very large range of generator damping and translator mass values, spanning

from generator damping values of 3Ns/m combined with translator mass values over 5%

of the total WEC mass up to generator damping values of 3,000Ns/m combined with

translator mass values 50% of the total WEC mass.
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Figure 8.17: Output power as a function of generator damping and mass for a 40kg
buoy with 0.14m radius (ωnb 3.9 rad/s, ωng 5.9 rad/s).

8.3.2 Stroke

Figure 8.18 displays a contour plot of the RMS stroke displacement for the 0.14m radius

40kg CIPMLG WEC. Like the 0.10m radius 20kg CIPMLG WEC in Figure 8.8, the

maximum RMS stroke displacement occurs when the generator is very lightly damped,

but for the present 40kg WEC the maximum stroke displacement is slightly less with

a value of 0.20m. Once again, the RMS stroke displacement is seen to decrease with
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increasing generator damping, with a value of about 0.05m at 30 Ns/m, where the

maximum output power occurs in Figure 8.17.

The maximum allowable stroke length for the 0.14m radius 40kg buoy with a draught

of 0.64m, equals 0.32m. Therefore the RMS stroke displacements in Figure 8.18 do not

exceed the maximum allowable stroke length. Similar to the time domain analysis results

for the 0.10m radius 20kg CIPMLG WEC, the stroke displacement in the time domain

for the 0.14m radius 40kg WEC exceeds the RMS value on average 33% of the time

and the maximum stroke lengths are on average 2.9 times larger than the RMS values.

Therefore, the stroke displacements for all the systems in Figure 8.18 with generator

damping values larger than 7Ns/m will remain less than the maximum allowable stroke

length.
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Figure 8.18: RMS stroke displacement as a function of generator damping and trans-
lator mass for a an 40kg buoy with 0.14m radius.

8.3.3 Pitch

A similar method is used to analyse the pitch for the 0.14m radius 40kg CIPMLG WEC,

as used for the 0.10m radius 20kg CIPMLG WEC in Section 8.2.3. Here, the range of

MoI values are chosen considering a 40kg ball of steel, I = 0.16kgm2 and for a point

mass of 40kg located the draught length of 0.64m away from the CoM, I = 16kgm2.

From these two extreme cases, the analysis selects MoI values of 0.16, 1.6 and 16 kgm2

for the 0.14m radius 40kg CIPMLG WEC, displayed in Figures 8.19 -(a), (b) and (c),

respectively.

Using time domain analysis, the maximum pitch displacement for the 0.14m radius 40kg

WEC was found to be on average up to 3.6 times larger than the RMS pitch displacement,

similar to the results shown in Figure 8.12 for the 0.10m radius 20kg CIPMLG WEC.

Therefore, once again the RMS pitch displacement should remain below 11 degrees to

satisfy the pitch constraint. Except for the systems with very large MoI values and CoM

near the centre of the buoy, shown in Figure 8.19-(c), the majority of the systems in

Figure 8.19 would not be able to satisfy the pitch constraint.
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Figure 8.19: RMS pitch displacement, for a 40kg CIPMLG WEC with 0.14m radius,
as a function of CoM depth and input PM spectrum sea state parameterised by the

wind speed.

8.3.3.1 Increasing the radius

Here the radius of the 40kg CIPMLG WEC is increased to 0.20m in Figure 8.20 and to

0.25m in Figure 8.21. Similar to the situation in Section 8.2.3.1, increasing the radius is

seen to decrease the pitch displacement of the CIPMLG WEC. However, increasing the

radius also decreases the output power, with a maximum power outputs for the 0.20m

and 0.25m radius CIPMLG WECs of 1.24W and 0.66W respectively.
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Figure 8.20: RMS pitch displacement, for a 40kg buoy with 0.20m radius, as a
function of CoM and PM spectrum sea state parameterised by the wind speed.
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Figure 8.21: RMS pitch displacement, for a 40kg buoy with 0.25m radius, as a
function of CoM and PM spectrum sea state parameterised by the wind speed.
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8.4 Results for an eighty kilogram system

Here an 80kg CIPMLG WEC is analysed in the same way as the 20 and 40kg CIPMLG

WECs in Sections 8.2 and 8.3.

8.4.1 Power

For the 80kg CIPMLG WEC, a radius value of 0.21m was found to produce the maximum

output power (of nearly 3.5W), where the buoy natural frequency is 3.8 rad/s and the

generator natural frequency is 5.9 rad/s. The output power contour plot for the 0.21m

radius 80kg CIPMLG WEC is presented in Figure 8.22, where it can be seen that power

outputs exceeding 3W occur for a generator damping of 50 - 300 Ns/m combined with

a translator masses 35-50% of the total WEC mass.
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Figure 8.22: Output power as a function of generator damping and translator mass
for a 80kg buoy with 0.21m radius (ωnb 3.8 rad/s, ωng 5.9 rad/s).

8.4.2 Stroke

Figure 8.23 displays a contour plot of the RMS stroke length for the 0.21m radius 80kg

CIPMLG WEC. The maximum RMS stroke displacement occurs when the generator is

very lightly damped, and is seen to once again decrease in value with the increase in

WEC mass, down to a maximum value of 0.12m compared to 0.20m for the 40kg WEC

and 0.23m for the 20kg WEC. The RMS stroke displacement for the 0.21m radius 80kg

CIPMLG WEC has a value of about 0.04m for generator damping values around 200

Ns/m, where the maximum output power occurs in Figure 8.22. Using time domain

analysis, the maximum stroke displacements for the systems in Figure 8.23 ranged from

2.6 - 3.3 the RMS values. The draught of the 80kg WEC is 0.57m, therefore the maximum

allowable stroke length is 0.28m. Figure 8.23 shows that the stroke displacements for all

the systems with generator damping values greater than 30Ns/m will remain less than

the maximum allowable stroke length.
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Figure 8.23: RMS stroke displacement as a function of generator damping and trans-
lator mass for a an 80kg buoy with 0.21m radius.

8.4.3 Pitch

The RMS pitch displacement for the 0.21m radius 80kg is displayed in Figure 8.24. Here

the MoI values of 0.6, 4 and 26kgm2 were selected considering an extreme minimum value

of an 80kg ball of steel, I = 0.6kgm2, an extreme maximum value for an 80kg point

mass located the draught length of 0.57m away from the CoM, I = 26kgm2, and the

value of I = 4kgm2 geometrically halfway between the minimum and maximum values.

The results in Figure 8.24 shows that none of the systems are able to satisfy the pitch

constraints across the range of input wind conditions.
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Figure 8.24: RMS pitch displacement, for a 80kg buoy with 0.21m radius, as a
function of CoM and PM spectrum sea state parameterised by the wind speed.

8.4.3.1 Increasing the radius

Here the radius of the 80kg WEC is increased to 0.25m in Figure 8.25, 0.30m in Figure

8.26 and to 0.35m in Figure 8.27. Once again, increasing the WEC radius is seen to

decrease the pitch displacement, where the larger radii WECs with small MoI values,

Figures 8.26-(a) and 8.27-(a), are able to satisfy the pitch constraints across the full range

of wind conditions. Although increasing the radius also decreases the output power, the

maximum power outputs for the 0.25, 0.30 and 0.35m radius WECs still remain above

or close to the 1W threshold, with maximum power output values of 2.68W, 1.67W and

0.97W respectively.
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Figure 8.25: RMS pitch displacement, for a 80kg buoy with 0.25m radius, as a
function of CoM and PM spectrum sea state parameterised by the wind speed.
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Figure 8.26: RMS pitch displacement, for a 80kg buoy with 0.30m radius, as a
function of CoM and PM spectrum sea state parameterised by the wind speed.



Chapter 8. Results of the CIPMLG WEC analysis 159

0.70.7
0.750.750.75
0.80.80.8
0.85

0.85
0.85

0.9
0.9

0.9

0.95

0.95

0.95

1

(a) I=0.6kgm
2

 

 

5

10

15

0.7

0.8

0.9

1

1.051.1

1.15

1.15

1.
2

1.251.31.3
5

1
.4

(b) I=4kgm
2

 

 

5

10

15

lo
g
1
0
(R
M
S
 p
it
c
h
 d
is
p
la
c
e
m
e
n
t)
 (
d
e
g
)

1.1

1.2

1.3

1.4

1.21.4 1.6
1.6 1.81.8
1.8

22

2

2
.2

2
.2

Ratio of CoM to draught

W
in
d
 s
p
e
e
d
 (
m
/s
)

(c) I=26kgm
2

 

 

0.5 0.55 0.6 0.65 0.7 0.75 0.8 0.85 0.9 0.95 1

5

10

15

1.2

1.4

1.6

1.8

2

2.2

Figure 8.27: RMS pitch displacement, for a 80kg buoy with 0.35m radius, as a
function of CoM and PM spectrum sea state parameterised by the wind speed.

8.5 Practical considerations

This section discusses a number of practical considerations that were neglected in the

numerical analysis used to obtain the results in this chapter. Aspects such as the ef-

fect of mechanical damping, the generator inefficiencies, whether the required levels of

electromagnetic damping can be realistically achieved by a permanent magnet linear gen-

erator within the volume constraints of the buoy, whether appropriate springs with the

required spring constant values can be physically achieved, and the effect of the trans-

lator mass on the pitch displacement, are discussed in this section. With consideration

of these practical aspects, the section concludes with an assessment of the realistically

achievable performance ability of the CIPMLG WEC and an evaluation of whether the

CIPMLG WEC can practically satisfy the performance requirements outlined in Section

4.3.3.1.



Chapter 8. Results of the CIPMLG WEC analysis 160

8.5.1 Generator efficiency

The output power results presented in this chapter assumed a perfectly efficient genera-

tor, neglecting any losses which will inherently occur in the conversion from the mechan-

ical energy in the translator mass to the electrical energy stored in the battery. To give

an idea of the likely inefficiencies expected for the present IPMLG system, a number of

reported efficiencies for similar cases are presented here. Bastien et al [142], who used

anchored linear generators driven by heaving surface buoys, claim that the efficiency for

small linear electric generator designs and driven at the low speeds of ocean waves is

experimentally found to be high (≥90%), however another 30% power conversion loss

occurs for the required DC to DC conversion and battery charging etc, resulting in total

efficiencies ≥63%. Grilli et al [146] reported an 83% efficiency of mechanical to electric

power in their linear electrical generator, due to various magnetic losses and imperfect

winding of the generator. Along with these electrical type inefficiencies in the generator,

the overall efficiency will also be effected by mechanical damping in the generator, as

discussed in the next subsection.

8.5.2 Mechanical damping

As previously mentioned in Section 6.2.7, a value for the mechanical damping can not be

determined numerically, only measured experimentally after the system is constructed.

Ideally the mechanical damping should be zero, and the system should be carefully

designed to minimise the amount of friction, air resistance and other effects which con-

tribute to mechanical damping. However, it is impossible to completely eliminate these

parasitic damping effects, therefore this subsection evaluates and discusses the effect of

non-zero mechanical damping values on the output power.

Figures 8.28 -(a), (b) and (c) show the output power contour plots for the 0.14m radius

40kg buoy, when 1, 10 and 100Ns/m of mechanical damping, dm, is applied to the system

respectively. The generator damping is the sum of the mechanical and electromagnetic

damping (Equation 5.29), therefore the generator damping values that are less than

the mechanical damping value in Figures 8.28 -(a), (b) and (c) are not possible and the

corresponding output power values are left blank. Figures 8.29 then compares the output

power in Figure 8.28 to the case for the 0.14m radius 40kg buoy with no mechanical

damping, Figure 8.17, by plotting the relative output power percentage.

These figures show that a significant reduction in output power occurs when the level

of mechanical damping is comparable to the electromagnetic damping. Therefore, the

results in Sections 8.2 - 8.4 obtained with very low levels of electromagnetic damping
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values may not be practically achievable in the presence of mechanical damping. For

this reason, when examining the contour plots to select the best value for the generator

damping parameter, it might be wise to choose the highest generator damping value

possible for a given output power contour line, to reduce the effect of mechanical damp-

ing. Another reason to choose high generator damping values over low ones, is that

the stroke length decreases with increasing generator damping value. However, larger

electromagnetic damping values require larger generators, therefore the next subsection,

investigates the levels of electromagnetic damping practically achievable by a generator

small enough to fit inside the CIPMLG WEC’s geometrical and mass constraints.
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Figure 8.28: Power as a function of generator damping and translator mass for a
40kg buoy with 0.14m radius and varying amounts of mechanical damping.
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values.

8.5.3 Electromagnetic damping

The results in this chapter showed that the IPMLG may be required to provide elec-

tromagnetic damping co-efficients over 1000Ns/m. It is not immediately clear what

physically sized generator would be required to provide these levels of electromagnetic

damping and whether such a generator could fit into the geometrical constraints of the

WEC’s volume. No information could be found in the literature relating to this ques-

tion, therefore Appendix A derives an electromagnetic model of the generator, including

a finite element analysis of the magnetic field provided by different sized magnets. From

this analysis, it seems likely that engineers can construct a generator of sufficiently small

size and weight to satisfy the electromagnetic damping requirements of the CIPMLG

WEC, whereby it is estimated that a generator with a diameter less than 15cm and a

length less than a few tens of cms can provide the required electromagnetic damping

values.

8.5.4 Spring

Cheung and Childress [150] discussed the practical issues related to physically realising

springs with the required specifications for their IMPLG WEC’s. They state that springs



Chapter 8. Results of the CIPMLG WEC analysis 163

with periods below 2s are difficult, ”For low frequency operation (≥2 sec period), the

spring performance becomes more demanding. The required load, longer extension, and

lower stiffness represent a set of specifications that metal springs have difficulty meeting.”

Therefore, Cheung and Childress investigated special types of springs (magnetic and

elastomer), able to perform well in low frequency operation, in order to couple them to

the peak of the wave spectrum. However for high frequency devices (≤ 2s period) as is the

case for the present work, Cheung and Childress state that metal springs are adequate

because they require high stiffness and short extension. Therefore, the philosophy of

the present work to aim for the high frequency tail of the input wave spectrum due to

its omnipresence, is also advantageous with respect to the required performance of the

IPMLG’s springs.

8.5.5 Effect of generator on pitch

The results showed that the translator mass will need to be relatively large compared to

the total WEC mass, in which case the effect of the translator mass on the pitch motion

may be significant. To ensure that the translator mass does not detrimentally effect

the buoy’s pitch motion, the stroke of the generator should therefore be constrained

below the CoB. The CoB is located at half the draught depth, which means that the

maximum allowable stroke length would be restricted to 25% of the draught depth.

Reducing the maximum allowable stroke length results in an increased ωng value and

therefore a reduced power output for most of the results presented in this chapter. The

reduced maximum allowable stroke length also means that large generator damping

values should be used where possible to minimise the stroke displacement.

8.5.6 Mooring forces

In most cases, the MBS will have a mooring system designed to keep it on station, unless

it is a drifting MBS such as proposed by [15]. Unlike a freely floating body, a moored

body experiences enhanced coupling between various modes of motion [185]. As the

device heaves, the moorings induce pitch and surge forces, which may be in or out of

phase with the wave excitation and can therefore be constructive or destructive to the

device motion in these modes of motion [186]. So although the axisymmetric geometry,

of the proposed MBS energy harvesting WECs analysed in this thesis, eliminated any

hydrodynamic coupling between modes of motion, the inclusion of mooring lines will

necessitate consideration of coupling between the modes of motion when assessing the

WEC’s performance. The degree to which the moorings induce coupling between modes
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of motion, depends on the location of the mooring’s attachment point(s) on the body’s

hull, which should become another design parameter for optimisation.

In addition to enhanced coupling between modes of motion, a mooring system can

also add resistance and reactance to the WEC system. The mooring line’s inertia and

elasticity can have a reactive effect on the motion of the WEC, which can change the

WEC’s resonant frequency. Mooring line damping will result from the line friction on the

sea bed, internal friction damping within the line and from the drag force along the line

as it moves through the fluid, and will therefore add resistance to the WEC system and

dissipate energy. These resistive and reactive effects depend on the mooring’s geometry

and materials .

The mooring system, and its effect on the overall WEC performance, should be analysed

in future development of the MBS energy harvesting WEC. Similar analysis has been

performed for large scale WECs, which provides a number of methods and models that

can be followed for the present work [185–187] . For example, although mooring forces

are inherently nonlinear, Fitzgerald and Bergdahl [186] have shown a method to include

the mooring forces in the frequency domain, which could be a useful method to apply

to the frequency domain analyses performed in this thesis. There is a wide diversity

in mooring approaches and systems, from which future analysis should select one well

suited to the design objectives of the overall WEC system.

8.5.7 Practical performance of the CIPMLG WEC

With consideration of the results and practical considerations presented in this chapter,

it seems unlikely that the CIPMLG WEC would be able to satisfy the design require-

ments outlined in Section 4.3.3.1. The design problem required a small, light easily

deployable device, therefore the total mass of the system will ideally be below 50kg, so

that a single person can easily deploy it from any vessel. The results showed that the

20 and 40kg WECs would be unable to satisfy both the 1W output power requirement

and the pitch constraint. The 80kg WEC showed promise to satisfy both the power

requirement and the pitch constraint, although only marginally. When the generator

efficiency and mechanical damping are taken into consideration, and the constraint that

generator stroke length remain below the CoB is imposed, then it becomes unlikely that

a CIPMLG WEC system under 100kg would be able to fulfil the output power and pitch

resilience design requirements.
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8.6 New proposed geometry - The Wedgetop WEC

The geometry of the CIPMLG WEC, was chosen as a vertical cylinder due to its axisym-

metric shape eliminating any dependency on the directionality of the incoming waves,

because its long vertical geometry is more accommodating for an internal linear genera-

tor, and for cost purposes, with cheap premade materials like PVC piping envisioned to

be ideal for the buoy’s hull. The results presented in this chapter suggest that the per-

formance of the cylindrical geometry is inadequate for the present application, therefore

this section investigates the effect of changing the geometry of the buoy.

While an infinite number of possible axisymmetric geometries exist, the example targeted

in this section focusses on a particular shape that is envisaged to perform well, based on

knowledge gained during the course of the thesis. The perceived reason for the cylindrical

geometry’s poor performance is that it is not a particularly good wave maker, and as

discussed in Section 4.2.1 ”for an object to be a good wave absorber it must be a good

wave maker” [110]. To improve the wave absorbing ability of the WEC, an axisymmetric

wedge (cone) geometry will be added to the top of the buoy, to increase its coupling

to the waves. The new WEC geometry investigated in this section shall be termed the

”Wedgetop WEC”, and is illustrated in Figure 8.30.

RT

RB

WD

D

Air

Water Buoy

Figure 8.30: The dimensions of the new buoy geometry, the Wedgetop WEC, with
top radius, RT , bottom radius, RB , draught, D, and wedge depth, WD.

Plunger type wavemakers, with a wedge shaped cross section, are often used in labo-

ratories instead of piston or flap type paddles, because the wave making ability of an

immersed wedge making small vertical motions is the same as for a piston wavemakers

making large strokes [181]. The addition of the wedge to the buoy is also inspired by the

’Free Floating Clam’ WEC by Francis Farley [182], which consists of a rigid front and
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rear plate, flexibly connected at the bottom and held apart by the air pressure between

them, to form a flexible wedge. The Free Floating Clam device heaves in resonance with

the incoming waves and the changing pressure in the water surrounding the WEC makes

the wedge open and shut, pumping air through a Wells turbine. Farley states that, ’the

Clam acts like a vertically driven wedge which is strongly coupled to the waves’.

Another advantage of the Wedgetop WEC over the CIPMLG WEC design, for the

present application, is the increase in maximum allowable stroke length for a given total

WEC mass and top radius. The buoy’s hydrodynamic natural frequency is determined

by the radius of the WEC at the surface, and the radius value in turn determines the

draught depth of the cylindrical geometry for a given mass. The depth of the draught

then constrains the maximum allowable stroke length for the generator. However, be-

cause the Wedgetop WEC does not have a constant cross-section, whereby its radius

decreases below the surface, the draught depth can be deeper for a given WEC mass

and hydrodynamic natural frequency. Additionally, the large volume of the wedge shape

at the top compared to the thinner cylindrical shape on the bottom, means that the

CoB will be closer to the surface than 50% of the draught depth. Therefore not only is

the draught deeper for the Wedgetop WEC, but its maximum allowable stroke length

can also use a greater portion of that draught depth, if it is constrained below the CoB

location as suggested in Section 8.5.5.

8.6.1 Example Wedgetop WEC results

The Wedgetop WEC has two additional parameters, RB and WD (see Figure 8.30), com-

pared to the CIPMLG WEC. Therefore, the analysis of the new geometry is complicated

by the increased dimensionality of the parameter space, and the same analysis approach

used to find the best combination of parameters for the CIPMLG WEC can not be

used for the Wedgetop WEC. Therefore, the aim of this section is not to determine the

optimal parameters for the Wedgetop WEC, but rather to demonstrate the improved

performance of the Wedgetop WEC over the CIPMLG WEC and verify its potential to

fulfil the design requirements of Section 4.3.3.1. The results presented in this section

indicate that a complete optimisation of the Wedgetop WEC’s parameters is warranted

in future work and is discussed in Chapter 10.

The example shown in this section is for a 40kg Wedgetop WEC. The bottom radius is

assumed to have a value of 0.075m, which could accommodate a generator (see Appendix

A) with a 0.04m radius magnet, 0.02m coil width, 0.005m airgap and 0.01m for the

thickness of the buoy’s hull. The values for the top radius and wedge depth were then

varied using trial and error until a system was found which had a total mass of 40kg and
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satisfied both the output power requirement and pitch constraint, as shown in Figures

8.31 and 8.32 respectively. The system in Figures 8.31 and 8.32 has a top radius of

0.40m, a wedge depth of 0.10m and a draught of 1.18m. The draught was varied for

each top radius and wedge depth combination so that the volume of the buoy displaced

40kg of sea water. The CoB was calculated for this geometry, having a depth of 0.32m,

and the maximum allowable stroke length set to half the distance between the CoB

and the draught, resulting in a ωng value of 4.8 rad/s. The maximum power output

for the Wedgetop WEC system in Figure 8.31 is greater than 2W and the RMS pitch

displacement is shown for this system to be less than 15 degrees (101.18 degrees) across

the full range of sea states for both the low and medium MoI values, Figures 8.31-(a)

and (b).
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Figure 8.31: Power output for a 40kg Wedgetop WEC with a 0.40m top radius,
0.075m bottom radius, 0.10m wedge depth and 1.18m draught.
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Figure 8.32: RMS pitch displacement for a 40kg Wedgetop WEC with a 0.40m top
radius, 0.075m bottom radius and 0.10m wedge depth.

8.6.2 Potential performance of the Wedgetop WEC

The performance of the 40kg Wedgetop WEC in Figures 8.31 and 8.32 shows promising

potential for Wedgetop WEC compared to the CIPMLG WEC. The maximum output

power for the system in Figure 8.31 was more than double the 1W design requirement,

and would therefore be practically able supply the required output power with realistic

generators efficiency values as low as 50%. The RMS pitch displacements in Figure

8.32 were within a few degrees of the required pitch constraint across the full set of

sea states and for a wide range of MoI values. These results give confidence that, with

further design optimisation effort by searching through the geometry parameter space,

the Wedgetop WEC can satisfy the output power requirement and pitch constraint, with

a total mass of under 50kg, thus fulfilling the complete design requirements specified in

Section 4.3.3.1.

8.7 Conclusion

To ensure that the CIPMLG WEC can provide 1W of power at any location and at

any time, so that a ”one size fits all” design can be built, the output power from the
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numerical model was calculated in response to the omnipresent truncated Burling spec-

trum from Chapter 7. Based on the modelling, input wave spectrum and other analysis

assumptions, plus assuming a generator efficiency of 50%, the results showed that a de-

vice with a mass greater than 40kg could be designed to reliably provide 1W of average

power to the MBS.

The pitch motion of the body depends strongly on the distribution of mass throughout

the WEC. The mass distribution is unknown until later stages of the design process

when all the MBS components, such as sensors, antennas, batteries, generator etc, are

positioned in the WEC. However, the results in this chapter can give a guide as to

the best CoM and MoI values that the design should aim to achieve when positioning

the mass throughout the WEC. The results have shown that systems with small MoI

values and with CoMs located towards the bottom of the WEC are most stable. The

maximum pitch displacement was found to be up to 3.6 times larger than the RMS value.

Therefore, to obey the pitch constraint of 40 degrees, the RMS pitch displacement should

remain less than about 11 degrees. Only systems with large radii were able to satisfy

this constraint.

Although the WECs with large radii can satisfy the pitch constraints, they also have

relatively high hydrodynamic natural frequencies that are not well aligned with the

peak frequency of the input truncated Burling spectrum, resulting in poor output power

performance. The results indicate that none of the 20, 40 nor 80kg CIPMLG WECs

evaluated in this chapter would be able to satisfy both the power requirement and pitch

constraint. Extrapolating the results suggests that the required size of the device would

likely exceed 100kg, which far exceeds the target size for the device. Therefore it is

concluded that the CIPMLG WEC can not fulfil all of the design requirements specified

in Section 4.3.3.1.

A new geometry, The Wedgetop WEC, was proposed to improve the device’s perfor-

mance, by including a wedge shape to the top of the WEC to improve its wave ab-

sorbing abilities. Initial analysis of The Wedgetop WEC shows significant improvement

compared to the original CIPMLG WEC, both in terms of power output and in pitch

resilience. The results indicate that the Wedgetop WEC performance has a strong

potential to fully satisfy the design requirements specified in Section 4.3.3.1. Further

optimisation, via a thorough analysis of all configurations is necessary. Additionally,

parabolic wedge shapes may further improve the results, again greatly increasing the

solution space to search for optimal results.



Chapter 9

Thermal energy harvesting across

the air-water interface

9.1 Introduction

The temperature gradient existing between the water and ambient air offers a potential

renewable power source. The ocean will be either a few degrees warmer or colder than

the air directly above it; dependant on factors such as the time of day, time of year

and global latitude. A thermal energy harvester is a device that promotes the flow of

heat energy across this thermal gradient, a portion of which is converted into electrical

energy for powering the MBS. This concept was inspired by similar energy harvesting

research, reviewed in Section 2.2.2, utilising the thermal gradient between the soil and

ambient air to power terrestrial based sensor nodes [57, 58, 104, 105].

This chapter offers a first investigation into harvesting thermal energy from the tem-

perature difference across the air/water interface for the purpose of distributed power

generation in the marine environment. Section 9.2 begins by assessing the resource,

using temperature datasets as input to a mathematical model of a prototype thermal

energy harvesting device, to estimate the potential level of power available for powering

a MBS. Section 9.3 then documents a number of experiments performed on a physical

thermal energy harvester prototype that was built following the findings from Section

9.2. Section 9.4 then summarises the initial analysis of the thermal energy harvest-

ing concept detailed in this chapter and evaluates the potential of the thermal energy

harvester concept for powering a MBS.

170
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9.2 Estimating the resource

This section looks to estimate the resource potentially available for powering a MBS

utilising the thermal gradient between the air and water in the ocean, and is based off

the the following publication by the author [106]. To accomplish this, environmental

parameters such as the air and water temperatures are needed. Two different datasets,

which are vastly different in temporal and spatial scales, are used here to develop a feel

for the resource available. Example subsets of the two datasets are plotted in Figures

9.1 and 9.2.

Figure 9.1 graphs the air and water temperature measured every 30 minutes for a 48 hour

period at the Australian Institute of Marine Science (AIMS) weather station located at

Orpheus Island (Lat: 18.612808 S, Lon: 146.483094 E) in late January 2009. It also

plots the difference in temperature between the two, which is seen to follow a diurnal

cycle. The maximum temperature difference between the air and water is seen to occur

in the early hours of the morning when the air is at its coldest, whereas the minimum

temperature difference occurs when the air is at its warmest in the late afternoon. The

magnitude of the temperature difference ranges from about 0 - 5 Kelvin. The water’s

temperature is seen to fluctuate less across the day than the air’s, as a result of its larger

thermal mass. In this particular data subset, the water was warmer than the air, but

this is not always the case depending on the time of day/year. The location also has a

significant impact as illustrated in Figure 9.2 which displays the yearly mean air/water

temperature difference for large spatial areas spanning the entire globe.

The map displayed in Figure 9.2 was created using data from the National Centers for

Environmental Prediction (NCEP) Reanalysis project which uses an analysis/forecast

system to perform data assimilation using past data from 1948 to the present. It has

global coverage using a T62 Gaussian Grid of 192 x 94 points, with each set of results

reported every 6 hours. The generated map displays the average of the absolute air/water

temperature difference across the Earth’s oceans. Each pixel corresponds to one of the

grid points from the NCEP data, with the displayed value representing the average

absolute value of the air/water temperature difference calculated from each time sample

for the year of 2008.

The results indicate that there is an average air/water temperature difference on the

order of a few degrees Kelvin throughout all of the Earth’s oceans. Some regions display

a higher average than others, due to local conditions such as latitude, shoreline proximity,

incoming currents etc. An example of this is the visible effect of the Gulf Stream

Current shown by the light coloured areas directly east of the USA and Canada. The

high values here, presumably occur due to the dominating effect of the Gulf Stream
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Current transporting warm water from the Equator northward into in the cold northern

hemisphere winter.

Figure 9.1: Air and water temperatures measured at Orpheus Island for the 48 hours
following 5.30am 26/01/2009.
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Figure 9.2: Average of absolute air/water temperature differences for 2008.
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9.2.1 Mathematical model of the thermal energy harvesting device

The physical set up of the thermal energy harvesting device is depicted in Figure 9.3. A

good thermal conductor is introduced across the air/water interface to promote a gener-

ous heat flow. The airside heat exchanger is assumed to thermalise with the ambient air

at a temperature Ta. Likewise, the waterside heat exchanger is assumed to thermalise

with the sea water at a temperature Tw. A heat pipe, consisting of a thermal conductor

insulated around its outside, then acts as an efficient medium for heat transfer between

the exchangers. Sandwiched in the middle of the heat pipe is a thermoelectric (TE) de-

vice, which converts the flow of heat into electrical power (as detailed in Section 2.2.2.1).

This is the water based equivalent of the land based thermal energy harvesting device

reviewed in Section 2.2.2.2 [57, 58, 104, 105] (see Figure 2.12).

Figure 9.3: Thermal energy harvesting device.

To gain an upper limit estimate on the amount of output power that the thermal en-

ergy harvesting device could possibly produce, Roundy et al’s [30] method is applied,

Equation 2.3, to estimate the amount of heat conducted through the TE device. This

amount of heat is then multiplied by the corresponding Carnot efficiency, Equation 2.2,

to give the upper estimate on the maximum amount of output power harvestable from

this heat flow. It is assumed that no temperature drop occurs in the heat pipe, therefore

the temperature difference across the TE device is:

∆T = Ta − Tw. (9.1)

From Equation 2.3, the rate of heat transfer through the TE device due to conduction

is therefore:

Q̇ =
kA(Ta − Tw)

∆x
. (9.2)
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Multiplying the flow of heat through the TE device by the Carnot efficiency, gives the

upper limit estimate for the output power:

P = ηQ̇ = (
Ta − Tw

max{Ta, Tw}
)(
kA(Ta − Tw)

∆x
) =

kA(Ta − Tw)2

max{Ta, Tw}∆x
, (9.3)

where themax{} function returns the largest input argument. Applying the temperature

data from Figures 9.1 and 9.2, as input to Equation 9.3, results in the predicted power

outputs displayed in Figures 9.4 and 9.5 respectively.

Figure 9.4 is a plot of the calculated output power, for the two days of data from

the AIMS Orpheus Island site in Figure 9.1. The output power is seen to follow the

temperature difference’s diurnal cycle, with a maximum power output of about 11 W/m2

occurring early in the morning and then dropping down to around zero in the late

afternoons. The average power output for the two days is 3.3W/m2. For the global

scale data, Figure 9.5 shows a yearly average power output on the order of 100mW/m2.

Figure 9.4: Power output from the thermal energy harvester model for the tempera-
ture input from Figure 9.1.
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Figure 9.5: Average power output from the thermal energy harvester model for 2008.

9.2.2 Including a solar thermal collector

The results calculated in the previous section imply that the thermal energy harvesting

device must occupy many square meters of area on the ocean surface to harvest the

required 1W of output power for the MBS. To help improve this situation, the har-

nessing of solar thermal energy to increase the airside temperature of the TE device is

investigated in this section.

The concept that, a black object subjected to sunlight will heat up due to the object

absorbing the incoming solar energy, inspired the new thermal energy harvester device

configuration, depicted in Figure 9.6. The new thermal energy harvester device is similar

to the original design in Figure 9.3, but with the addition of the top collector plate

on the airside of the TE device. The purpose of top collector plate is to absorb the

incoming solar radiation, heating up to temperatures greater than the temperature of

the surrounding air.
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Figure 9.6: Physical setup of the solar thermal concept.

9.2.2.1 Model

The top collector plate’s temperature, T , changes in response to the four heat transfer

processes illustrated in this figure; the incoming solar radiation, Qi , the outgoing ra-

diation, Qr, conduction down through the TE device, Qc, and convection from its top

surface, Qv. The time rates of these four heat transfer processes, can be expressed in

terms of the air temperature, Ta, water temperature, Tw, and sky temperature, Ts, [183]:

Q̇i = αAcI, (9.4)

Q̇c = −kATE
T − Tw

∆x
, , (9.5)

Q̇v = −hAc(T − Ta), (9.6)

Q̇r = εσAc(T
4 − T 4

s ), (9.7)

where the overdot denotes time derivative, Ac and ATE are the areas of the collector

plate and TE device respectively, α is the absorptivity of the collector plate, I is the

incoming solar insolation, h is the convection coefficient, ε the emissivity of the collector

plate and σ is Stefan-Boltzmann’s constant.

The total rate of heat transfer to/from the top collector plate, Q̇t, is the sum of these

four heat transfer processes:

Q̇t = Q̇i + Q̇c + Q̇v + Q̇r. (9.8)

The net amount of heat energy absorbed/emitted by the top collector plate in a given

time, ∆t, is:

Q = Q̇t∆t. (9.9)
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The change in heat energy from the top collector plate results in corresponding a tem-

perature change:

∆T =
Q

mc
, (9.10)

where m is the mass of the collector plate and c is its specific heat capacity. The present

work assumes a 1cm thick aluminium plate relating to a mc value of 24,300 J/K/m2.

The model runs iteratively, updating the temperature of the top section at each step;

Tn+1 = Tn + ∆T, (9.11)

until ∆T = 0 i.e. the temperature value converges to its steady state value for the given

inputs at that time step. The output power is then calculated as the rate of heat flowing

through the TE device, multiplied by the corresponding Carnot efficiency:

P = ηQ̇c (9.12)

9.2.2.2 Convection coefficient

The convection co-efficient, h, is dependent on the local windspeed. For a horizontal flat

plate, the convection co-efficient is related to the Reynold’s number, Re, and Prandtl’s

number, Pr, via [183]:

h = 0.003Re4/5Pr1/3. (9.13)

9.2.2.3 Absorptivity and emissivity

Initially the absorptivity and emissivity values for the collector plate were both set to

0.9. The resulting output power was only marginally greater than the results previously

obtained without the solar thermal collection. To improve this, the collector plate must

utilize selective absorbing materials that are designed to have high absorptivity in the

visible light range of the spectrum, whilst exhibiting low emissivity in the infra-red

range where the collector plate will be emitting most of its energy from [183]. Common

selective absorbing materials can have absorptivities of 0.9 with emissivities of 0.1, these

values are therefore employed in the current model.

9.2.2.4 Collector plate and TE device area

To allow the calculated power outputs to be represented in W/m2, the collector plate

area is set to 1m2. The relative area of the TE device then has a significant effect on



Chapter 9. Thermal energy harvesting across the air-water interface 178

the output power. For example decreasing the TE device’s area restricts the amount of

heat escaping the top collector plate, which increases the temperature difference across

the device. The increased temperature difference results in higher Carnot efficiencies,

however at the cost of reduced amounts of heat energy flowing through the TE device

available for conversion. Conversely, increasing the TE device’s area allows a large

amount of heat to flow through the TE device, but decreases the temperature difference

across the device and therefore the Carnot efficiency.

An optimum TE device area would allow a generous heat flow while maintaining an

appropriate temperature difference for efficient conversion. Here, the optimal area of

the TE device is estimated by comparing the calculated average power outputs for

varying TE device areas using the Orpheus Island data as input. From these results,

a TE device area 5% of the collector plate’s area (0.05m2) was found to produce the

largest power output and is therefore used in calculating the following results.

9.2.2.5 PAR to solar insolation conversion

Solar insolation wasn’t recorded at the Orpheus Island site, but Photosynthetically Ac-

tive Radiation (PAR) was. PAR is a measure of the incoming sunlight used by plants

for photosynthesis, the 400 - 700nm wavelength spectral band. Values for the solar in-

solation are estimated from the PAR readings via the procedure in Appendix B, where

a conversion factor from PAR to solar insolation is derived by the present author.

9.2.2.6 Results

The calculated output power for the Orpheus Island dataset are displayed in Figure 9.7,

and for the global dataset in Figure 9.8. The Orpheus site has a mean value of 5W/m2,

and a maximum value exceeding 50W/m2 which relates to a period of strong solar

insolation coinciding with very low wind speeds. The output power is significantly larger

during the daylight hours and is spiky in nature, due to factors such as; passing cloud

coverage reducing the incoming solar radiation and fluctuating wind speeds convectively

removing heat from the plate, causing this irregular power flux.

For the global data, the average output power increased by a factor of about 30 compared

to the values previously calculated in Figure 9.5. The geographical regions with the

largest potential are now in the tropical zones, which experience high solar insolation

values. To illustrate the seasonal variability of the resource, Figure 9.9 shows the results

for the month of January alone and Figure 9.10 for the month of June, where much

larger output power values are seen in the local summers than winters.
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Figure 9.7: Power output from Orpheus Island Site utilising the solar thermal har-
vesting model.
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Figure 9.8: Average output power for 2008 utilising the Solar thermal harvesting
model.
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Figure 9.9: Average output power for January 2008.
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Figure 9.10: Average output power for June 2008.
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9.2.3 Discussion

The aim of this section was to gauge the thermal energy harvesting potential across

the air/water interface. The results estimated an average power output on the order

of 100mW/m2 by utilizing the natural temperature gradient existing between the water

and ambient air. Including a solar thermal collector increased the predicted potential

to around 10W/m2. These preliminary results favour towards an upper limit to the

available power from this resource, stemming from the optimistic assumptions made

during the calculations, such as the TE device operating at the Carnot efficiency and no

heat losses occurring throughout the system.

The results showed large fluctuations in the expected power outputs over many time

scales. The power output oscillated daily in response to the transitions of the Sun,

had sudden drops due to cloud coverage and strong winds, and varied across the year

in response to the changing seasons. For use with MBSs, this necessitates secondary

energy storage to ensure a constant robust power supply.

The power outputs could be increased through the use of glass or Perspex covers which

are transparent to the incoming sunlight but opaque to the outgoing radiation, which is

common practice in solar thermal engineering [183]. It has the effect of increasing the

temperature of the collector plate by reducing the amount of outgoing radiation, Qr,

and reducing the amount of heat lost through convection, Qv, by shielding the plate

from the wind.

The optimal area of the TE device should be the focus of further investigation. The

one dimensional modelling performed in this chapter assumes the temperature does not

vary across the collector plate. In reality the area of the collector plate directly above

the TE device will be different to other parts of the plate due to the extra heat transfer

there. This will result in thermal gradients developing across the plate’s surface with

conduction flowing between these regions. To model this better, a three dimensional

treatment of the problem should be implemented (or two dimensional if axisymmetric

operation is assumed). If time and resources permitted, modelling the heat transfer

processes throughout the system using CFD would allow a better understanding of the

effect of the TE device area on the output power. CFD simulations would also allow the

effect of the glass/Perspex cover mentioned in the previous paragraph to be implemented

in the model and also permit a more realistic treatment of the heat pipes and exchangers.

As shown by Equations 9.2 and 9.5, not only is the rate of conduction from the collector

plate through the TE device, Q̇c, dependent on the area of the TE device, A, but it is also

inversely proportional to the thickness of the TE device, δx. The TE device thickness,

δx, was assumed to be 1cm, as a reasonable estimate of the thickness of commercially
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available devices. However the value chosen for this parameter does not greatly affect the

output power results from this analysis, because the TE device area, A, was optimised

in Section 9.2.2.4, using δx = 0.01m. Since the output power is linearly proportional to
A
δx , if a different value for the device thickness been chosen then the selected TE device

area from the trial simulations would have varied accordingly. Thus the choice of TE

device thickness mainly affects the choice of TE device area and not the output power.

The data sets used were the polar opposite of each other. The Orpheus island data gave

actual readings taken at one precise location every 30 minutes for 48 hours yielding a

good indication of the power output available for one site at one time of the year for one

set of environmental conditions. Had the data been taken from a different location, a

different time of the year or if it had have been a rainy day for example, the results may

have been substantially different. Whereas the global data gave interpolated predicted

readings averaged over a spatial area of 10,000km2 every 6 hours for one year. While the

results from this data gave a good indication of the average outputs expected they have

extremely poor time and spatial resolution telling you nothing about specific sites and

actual outputs. Together these two datasets give a ballpark insight into the potential

thermal resource in the marine environment, but to gain a better understanding of the

resource more datasets should be considered.

9.3 Experiments

A number of physical experiments were conducted in collaboration with colleagues from

CSIRO’s Energy Technology Division, Newcastle, Australia, to further investigate and

prove thermal energy harvesting concept as a viable power source for MBSs. The work

presented in this section is based off the paper Thermoelectric Energy Harvesting as

a Wireless Sensor Node Power Source [108] and the book chapter ’Thermal energy

harvesting for wireless sensor nodes with case studies’ [107] published by the author and

Chris Knight from CSIRO.

9.3.1 Thermal energy harvester prototype

The design of the thermal energy harvester prototype used in the experiments is illus-

trated in Figure 9.11 and photographed in Figure 9.12 and Figure 9.13. Following the

design proposed in the previous section, it consists of a TE module sandwiched between

a top plate and aluminium block heat sink. A transparent plastic dome encloses the air
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side of the TE module to reduce wind induced convective heat losses, which were iden-

tified as a major source of heat loss in the model simulations. The whole device floats

on a foam collar which also provides thermal insulation between the air and water.

Figure 9.11: Thermal energy harvester design.

Figure 9.12: Photograph of thermal energy harvester prototype used in experiments.
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Figure 9.13: Photograph of thermal energy harvester sitting on a desk during assem-
bly before waterside aluminium block heat sink is attached.

9.3.2 Aim of the experiments

There were four main aims to the experiments:

• Monitor the temperature parameters throughout the system. This will give an

indication of the actual temperature differences across the TE device, the effect of

the collector plate in increasing the airside temperature of the TE device and how

well the heat sink performs in removing heat etc.

• Vary the TE device area (ATE) and investigate its influence on the output power.

• Vary the size of the collector plate (Ac) and investigate its influence on the output

power.

• Proof of concept. Actually use the thermal energy harvester to power wireless

sensor node and transmit the results of the experiment to a receiving node.

9.3.3 Experimental details

The body of water used in these experiments is a plastic tub filled with approximately

250 litres of fresh water. The tub was chosen for convenience of access and for the

security of the experiment, which was conducted on the grounds of the CSIRO Energy

Technology Division, Newcastle, Australia. Approximating the real ocean environment

with a tub of water introduced two main issues. The first being, the lack of mixing and

turbulence in the water, which may lead to stratification of the temperatures with the

heat sink sitting in a layer of warm water. The second issue, is that the tub of water’s
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low thermal mass may result in its temperature fluctuating more, in response to the

surrounding air temperature and exhaust heat from the energy harvester, than a large

body of water whose temperature is less variant. The effect of using the tub of water on

the results obtained is discussed later.

Thermocouples are used to measure temperature values for the air, collector plate, bot-

tom heat sink and water. As shown in Figure 9.11, a thermocouple is located on the

underside of the collector plate and another on the top side of the heat sink, thus di-

rectly measuring the temperature difference across the TE device. A third thermocouple

measures the air temperature inside the dome and a fourth measures the water temper-

ature. These thermocouples are connected directly to a datalogger. The output from

the thermal energy harvester is also connected directly to the datalogger, except for the

proof of concept experiment where the data is transmitted via CSIROs Fleck3B wireless

nodes.

To investigate the effect of varying the TE module’s cross sectional area, ATE , the

number of TE devices side-by-side inside the module was varied. Each TE device is

square in shape with an area of 1.6×10−3m2. Three different thermal energy harvesters

were concurrently tested, each with a 0.031m2 collector plate but with either one, two

or four TE devices operating thermally in parallel and electrically in series inside the

TE module.

To investigate the effect of varying the collector plate area, AC , a small, medium and

large collector plate were attached to three different energy harvesters for testing. The

collector plates are black aluminium disks, the small collector has a diameter of 160mm

(area 0.020m2), the medium a diameter of 200mm (area 0.031m2) and the large a diam-

eter of 240mm (area 0.045m2).

9.3.4 Results and discussion

9.3.4.1 Temperature values

The measured air and collector plate temperature values for a 24 hour period are plotted

in Figure 9.14-(a). This graph illustrates the success of the thermal energy harvester in

increasing the top side temperature of the TE device above the ambient air value. At

midday, the top side of the TE device is heated more than 20K above the air temper-

ature. However, overnight when the air temperature drops, to around 10K below the

water temperature as shown in Figure 9.14-(b), the collector plate is seen to hold its

heat from the daytime and remain warmer than the air, roughly halving the potential
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temperature difference with the water. The use a thinner collector perhaps may allevi-

ate this problem by reducing its thermal mass and therefore resistance to temperature

change. The thickness of the collector plate is another parameter which should be in-

vestigated further, finding an optimal value for this parameter could be another task for

the CFD simulations suggested in the Section 9.2.3.

Figure 9.14-(b) shows the actual temperature of the bottom heat sink compared with

that of the water. During the night hours the heat sink is seen to remain about 1K

colder than the water, however during the day, when large amounts of heat is being

transferred from the hot collector plate, the heat sink rises up to 5K warmer than

the water temperature. The model in the previous chapter assumed that these two

temperatures were always equal. The poor performance of the heat sink may in part

be due to the experimental set up, whereby the water sat stationary in a tub, which is

unlike the real ocean environment, where the currents, waves and other fluid motions

would greatly increase the removal of heat from the sink via convection. The graph

shows that the water temperature changes by over 20K across the day, this is also an

artefact of using a tub of water as opposed to an actual large body of water such as a

lake, river or ocean, whose temperatures tends to remain relatively constant across the

day due to their large thermal masses (see Figure 9.1 for example).

Figure 9.14: (a) Temperature of the ambient air and collector plate. (b) Temperature
of the water and bottom heat sink.
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9.3.4.2 Varying the number of TE devices trial

The results of the experiments involving the variation of the number of TE devices are

presented in Figure 9.15 and Figure 9.16. Figure 9.15 shows the total power output from

the three different thermal energy harvesters. It shows a full 24 hour period starting

from midnight, with the power outputs rising during the daylight hours in response to

the incoming solar radiation, with a peak around midday. The power output is seen to

correlate very strongly with the solar insolation, which was measured concurrently at

a station less than 100m away and is plotted in Figure 9.17. The dip in output power

observed in the 14th hour in Figure 9.15 but not in the solar insolation in Figure 9.17,

was due to a nearby wind turbine pole shadowing the experimental set up but not the

pyranometer collecting solar data.

In Figure 9.15, it is observed that the energy harvesters with the greater number of

TE devices achieved the higher power outputs, with 18, 25 and 36mW of peak power

produced by the harvesters with one, two and four TE devices respectively. However,

the output power does not increase linearly with the number of TE devices. Increasing

the number of TE devices increases the surface area for conduction, which promotes a

larger heat flow for conversion. However, the increased amount of heat energy conducted

through the TE device, decreases the temperature difference between the top plate and

bottom sink, which decreases the Carnot efficiency of the conversion process. This is

evidenced in Figure 9.16 which is a plot of the temperature difference across the TE

devices. It shows that the thermal energy harvester with one TE device experienced the

largest working temperature difference throughout the day, with a peak of 21K occurring

at noon, while the thermal energy harvester with four TE devices recorded the lowest

working temperature difference, with a peak of around 5K.
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Figure 9.15: Power output from the varied number of TE devices experiment.

Figure 9.16: Temperature difference across TE devices in the varied number of TE
devices experiment.
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Figure 9.17: Solar insolation for the varied number of TE devices experiment.

9.3.4.3 Varying the collector plate area experiment

The power outputs from the experiment investigating the variation of the collector plate

area are plotted in Figure 9.18. As the size of the collector plate increases, so too does the

output power, with the large collector recording a peak power output of 48mW compared

to 31mW for the medium collector and 22mW for the small collector. However, when

the power outputs are normalised against the size of the collector plates, to give the

output power per unit area, it can be seen that the power flux is similar for all three

devices as shown in Figure 9.19.

The solar insolation measured during this trial is plotted in Figure 9.20 where the af-

ternoon values are spikey due to passing cloud cover. The influence of this cloud cover

is also seen on the harvesting devices’ outputs in Figure 9.19, where the output power

drops and spikes at the corresponding times. Comparing Figure 9.19 and Figure 9.20

reveals that the thermal energy harvesters output approximately 1W/m2 during an in-

put solar insolation of 640W/m2, which relates to a solar energy conversion efficiency of

less than 0.2%.
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Figure 9.18: Power output from varied collector plate sizes experiment.

Figure 9.19: Normailised power output from varied collector plate sizes experiment.
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Figure 9.20: Solar insolation for varied collector size experiment.

9.3.4.4 Powering a wireless sensor node

The final experiment aimed to directly power a wireless sensor node from the output

of the thermal energy harvester. The Fleck 3B node was programmed to record the air

temperature every two minutes and transmit the sample wirelessly to a nearby datalog-

ger. It was left to run for almost two days, with the logger receiving over 280 samples in

this time. Thermocouples connected directly to a datalogger measured the temperature

difference across the TE module for the duration of the experiment, the results are plot-

ted in Figure 9.21. The secondary axis on this graph is a binary indication of whether

samples were received by the logger at a given time, revealing that the energy harvester

could only power the node when the temperature difference exceeded 10K. The cause

of the disrupted sampling on the second day when there appeared to be ample working

temperature difference is unknown.

The results in Figure 9.21 reveal large portions of time when the direct output from the

harvester was insufficient to power the sensor node. This problem can be rectified by

incorporating a secondary battery into the design allowing continuous data transmission

by storing excess energy harvested during the day to power the node during the night and

at other times when there is insufficient direct output power from the energy harvester.
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Figure 9.21: Results from the experiment directly powering of a wireless sensor node
by the thermal energy harvester.

9.4 Evaluation of the thermal energy harvester concept

This Section aims to use the information from numerical and experimental studies in

Sections 9.2 and 9.3, to evaluate the potential of the thermal energy harvester concept

for powering a MBS. The analyses in Sections 9.2 and 9.3 are summarised and then

the ability of a thermal energy harvester to provide 1W of average power for a MBS is

estimated.

A thermal energy harvester prototype, which promotes the flow of heat across the ther-

mal gradient at the air/water interface and converts a portion of this heat flow into

electrical energy via a TE device, was proposed and modelled in Section 9.2. The nu-

merical model was used to simulate the performance of the thermal energy harvester

prototype, employing real environmental datasets as input, to gauge the potential power

production of the thermal energy harvester for the given input environmental conditions.

The input data ranged in spatial and temporal scales, to give a picture of the thermal

energy harvester’s performance across the course of a day at a single location and its

average monthly or yearly performance across the whole globe. By assuming the TE

devices were operating at the Carnot efficiency, the simulations predicted power outputs

on the order of 100mW/m2. These results indicated the natural thermal gradient exist-

ing between the water and air to be an unpromising energy resource. To improve this

potential, the use of a solar thermal collector plate to increase the airside temperature

of the TE device was investigated. Model predictions showed this concept increasing

the power outputs to around 10W/m2.
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To estimate the size of a thermal energy harvesting device capable of producing 1W of

power, the inherent system inefficiencies need to be accounted for, because the analysis

in Section 9.2 represents the maximum achievable power outputs ignoring any losses

or inefficiencies. The first inefficiency to consider is the realistic performance of a TE

device. Although the state-of-the-art TE materials have a dimensionless figure of merit

of around 2.4 at room temperature, corresponding to an efficiency about 20% of the ideal

Carnot efficiency, in practice commercial products use TE materials with figure of merit

below 1, with an efficiency of around 5% to 10% of the ideal Carnot efficiency [184].

Therefore, the estimated power outputs from the models, which assumed the device to

be operating at the Carnot efficiency, immediately decrease by an order of magnitude

from 10W/m2 to around 1W/m2.

The experiments in Section 9.3 showed a peak power output of 1W/m2, with an average

value of 0.2W/m2. A second significant system inefficiency, not accounted for by the

models, was revealed by the experiments, namely; the non-ideal performance of the heat

sink. The model assumed that the temperature on the bottom of the TE device was the

same as the water, with no temperature drop occurring across the heat sink. However,

the results from the experiments showed the bottom heat sink to be up to 10K hotter

than the water during times of strong incident sunshine (Figure 9.14), which reduces the

potential output power. The non-ideal performance of the heat sink was also reported

in Lawrence and Snyder [58] for their experiments on terrestrial based thermal energy

harvesters across the soil/air interface (see Section 2.2.2.2), whereby temperature drops

of up to 4.5 K out of the 10 K total across the air and soil were reported to occur in their

30cm long heat pipes. However, it is likely for the present application that the removal

of heat from the bottom heat sink would be improved in the real ocean, as opposed to

the tub of water used in the experiments in Section 9.3 or in the soil used in Lawrence

and Snyder [58], whereby the mixing of water from the ocean waves and currents should

increase the convective heat transfer from the bottom heat sink.

The expected size of a thermal energy harvesting device capable of producing on average

1W of power, would therefore be around 1m2 if the heat sink was 100% efficient, but

in reality will need to be larger than this due to the expected thermal losses in the

heat sink. For a small, light, easily deployable MBS, a 1m2 collector plate would be

towards the upper limit of what would be acceptable, and for devices larger than this

the appeal of the thermal energy harvester concept would start to quickly diminish. For

example, a 1m2 aluminium collector plate with a thickness of 1cm would weigh 40kg.

Additionally, the model results in Section 9.2.2.6 show a large reduction in the output

power produced in winter compared to summer, therefore the device would need to be

even larger to operate sufficiently during winter months.
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From the evaluation in this section, based on the analysis in this chapter, it seems the

potential of the thermal energy harvester concept would most likely not be sufficient

for the present MBS application. Conclusions and future work for the thermal energy

harvester are given in Chapter 10.



Chapter 10

Conclusions and future work

An energy harvesting solution is sought to enable the autonomous operation of environ-

mental monitoring in the ocean using MBSs. The average power demands of a MBS’s

various electronic components, such as the processing microcontroller, transceiver and

one or more sensors, was estimated in Chapter 3 to be on the order of 1W. This thesis

then identified and investigated two potential renewable energy sources to supply this

power; wave energy and the thermal gradient across the air/water interface. Conclusions

and future work for these two potential energy sources are given in Sections 10.1 and

10.2, and then general conclusions for energy harvesting for MBSs given in Section 10.3.

10.1 Wave energy

Wave energy was the core focus of this thesis. Ocean waves transport a large consistent

power flux compared to other renewable energy resources. The thesis hypothesised,

that properly designing the MBS buoy with respect to the ocean waves, could provide

a two-fold solution to the power supply problem; harvesting renewable energy from the

waves to recharge the batteries, and decreasing the power demand of the MBS’s wireless

communication, by minimising the wave induced pitch motion and tilting of the antenna.

In addition to providing 1W of average power and remaining pitch resilient, the thesis

also detailed that for a WEC to be a viable energy harvesting solution for a MBS, it must

be cost effective. To ensure the cost effectiveness of a possible MBS energy harvesting

WEC, the following properties were identified as being desirable:

• Small and lightweight with low cost materials. A total system weight of less than

50kg was identified as an appropriate target.

195
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• Easily deployable/retrievable.

• A ’one size fits all’ design able to operate at any deployment location.

A prototype device, the CIPMLG WEC, was proposed in Chapter 4 to satisfy these

requirements, and in Chapter 5 a mathematical model was derived to analyse the

WEC’s performance in Chapters 6 - 8. A number of conclusions from the analysis

of the CIPMLG WEC system are outlined in this section.

10.1.1 High frequency operation

The main conclusion from the analysis in this thesis is that a MBS energy harvesting

WEC should be optimised to operate towards the high frequency tail of ocean wave

spectra, diverging from the traditional philosophy of large scale WECs, which target the

peak energy in the lower frequencies of the spectrum. This conclusion is drawn for a

number of reasons:

• Wave resource : The assessment of the wave resource, detailed in Chapter 7,

identified that the high frequency tail of ocean wave spectra is relatively spatially

and temporally omnipresent. Therefore, designing the CIPMLG WEC to operate

effectively in response to these high frequency waves, ensures its ability to function

consistently at any site, which is crucial because its deployment location is dic-

tated by the monitoring objectives of the MBS and not for favourable local wave

conditions.

• Size of the WEC : Small devices have fast dynamics, therefore the high fre-

quency tail of ocean wave spectra is determined to be well matched with the res-

onant hydrodynamic frequency of a small sized WEC. Additionally, it was shown

in Section 6.4.3 that the natural frequency of the generator is dependent on the

maximum allowable stroke length, whereby generators requiring low resonant fre-

quencies need very long stroke lengths and would therefore be prohibitively large

for the present application.

• Spring capabilties : Operating a higher frequencies is identified to place less

demand on the required performance of the generator’s mechanical spring. The

spring couples the translator mass to the hull of the buoy, and the required load,

longer extension, and lower stiffness at lower frequency operation represent a set

of specifications that metal springs have difficulty meeting [150].

By analysing standard wave formula derived in the literature, and by using real measured

wave data from a number of different case study locations along the coast of Queensland,
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a suitable single input wave spectrum was identified for use in assessing the CIPMLG

WEC’s performance in response to the high frequency tail of ocean wave spectra. This

spectrum is depicted in Figure 7.16, and represents the high frequency tail proposed

by the Burling spectrum [178], Equation 7.1, truncated at a frequency 3.14 rad/s. The

input truncated Burling spectrum represents the high frequency wind sea ripple and has

a peak period therefore of 2 seconds, a significant wave height of 0.17m and transports

23W of power per metre of wave front. The wind conditions required to create the input

truncated Burling spectrum were observed to be present more than 90% of the time at

any of the case study sites, presented in Section 7.2.2.

10.1.2 CIPMLG WEC performance

The results of the CIPMLG WEC performance, presented in Chapter 8, showed that

trade-offs exist between power capture and pitch stability. Larger radii buoys were more

pitch resilient, but produced less output power. It can be concluded that the CIPMLG

WEC would not be able to simultaneously satisfy the output power and pitch stability

requirements, whilst remaining below the target mass of 50kg.

This conclusion holds for the hypothesis that optimising the WEC to the high frequency

tail of ocean wave spectra, represented by the input truncated Burling spectrum iden-

tified in Chapter 7, would guarantee satisfactory performance at any deployment site

allowing a ’one size fits all’ design. Whether it is possible to optimise the CIPMLG WEC

parameters to the larger power resource in the lower frequencies could be investigated.

Due to the variability of the wave resource at these lower frequencies, the optimisation

would have to be performed on a site-by-site basis given prior knowledge of the wave

climate. Such a strategy would likely involve harvesting surplus amounts of power, dur-

ing predominant wave conditions, to charge batteries with large enough capacities to

withstand periods of less favourable wave conditions and lower power outputs. This

strategy also depends if production can be manufactured in such a way that bespoke

designs are financially feasible.

10.1.2.1 Geometry

Although the performance of the CIPMLG WEC was inadequate, the results in Section

8.6 showed that modifying the geometry of the WEC’s hull, from a cylinder to other

shapes that are better coupled to the input waves, can lead to significant improvements.

The Wedgetop WEC design, is shown to have the potential of fully satisfying the design

requirements. It can be concluded that, with optimisation of the WEC’s geometry, a

WEC device using an IPMLG PTO can be designed to provide the required 1W average
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power output from the high frequency tail of ocean wave spectra, whilst obeying pitch

displacement constraints of 40 degrees across a wide range of sea states and having a

total system mass of less that 50kg.

10.1.2.2 Mass distribution

The performance of the WEC is heavily influenced by the mass distribution. The output

power is influenced by what fraction of the total mass is allocated for the translator mass,

and the pitch motion is influenced by how the mass distribution affects the MoI and CoM

values. However, the pitch motion of the Wedgetop WEC geometry was seen to be less

dependent on the MoI and CoM values, which is another advantage of this geometry,

allowing more flexibility in the mass distribution.

Further WEC refinement and design, should be done in conjunction with the overall

MBS design, taking into consideration the location and mass density of the various MBS

components. In terms of a ’one size fits all’ approach, designated compartments with

allocated mass budgets can be placed within the buoy for the various MBS equipment.

Extra ballast mass can be added into the compartments if the mass of MBS equipment

is below the allocated amount. The analysis approach given in this thesis can aide in

appropriately selecting the target CoM and MoI values that the mass distribution should

aim to fulfil.

10.1.3 Pitching motion

Although care is taken to minimise the pitching motion of the buoy, the performance

of the data transmission may still be affected by the pitch induced tilt of the antenna

during certain sea conditions. Therefore, it may be prudent to only transmit data during

times when the sea state is known to produce minimal torques on the buoy. General

wave conditions, i.e. sea states, can be predicted many hours in advance. This prior

knowledge may be fed from the base station to the sink node, which can then co-ordinate

the next several hours of communication, based on the known weather windows. Nodes

may choose to send data during certain sea conditions, and sinks and stations will know

the correct time to send instructions to and receive data from the nodes.

While this thesis considered only the wave induced motions, both the currents of air

(wind) and water (tidal flows), will also produce torques on the buoy, inducing an angle

of pitch. Additionally, depending on where the mooring lines are attached to the buoy,

there can also be torques applied to the buoy due to the mooring forces, as discussed in

the next subsection. Further development of the MBS energy harvesting WEC should
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take into account these additional pitch inducing effects, to ensure pitch stability for the

MBS buoy and correct alignment of its antenna for data transmission.

10.1.4 Comparison against other systems

The predominant energy harvesting method currently used for powering MBSs is solar

PV. Chapter 3 reviewed the different energy resources in the marine environment, de-

tailing that the commercial readiness of the well-established solar PV technology, with

off the shelf solutions available, is a key reason for their adoption in initial energy har-

vesting systems for MBSs. However, solar PV can suffer from reliability issues, with the

amount of incident solar power diminishing during cloudy days, high latitude winters

and/or when the PV panel surface becomes covered with dust, bird droppings, water

and marine salt. Short-term deficiencies in solar PV outputs due to cloud coverage can

probably be solved by over-sizing the system, using solar PV panels with maximum

power ratings in the 10’s - 100’s of Watts range, which can easily be achieved using

solar PV panels with surface areas on the order of 1m2 or less. As discussed in Sec-

tion 3.3, the energy storage required for one day’s operation (24Wh) can be fulfilled by

lithium-ion batteries with a mass of 0.1kg, therefore a battery bank of 1kg could keep

the system running for over a week if persistent bad weather hindered the solar panel’s

outputs. The required structure on the MBS buoy above the water surface, on which

to mount the PV panels, could pose a potential drawback for solar PV, with increased

risk of vandalism or theft, and possible detrimental affect the pitching motion of the

buoy. A wave energy harvester on the other hand, is shown in this thesis to provide

a reliable power output, due to the relative consistency of the wave resource compared

to the intermittent solar resource. Additionally, the wave energy harvesting solution

offers the potential to minimise the pitching motion of the buoy, to ensure robust data

transmission.

While this thesis investigated one proposed type of WEC design, there exist many other

possibilities which may also have potential. A number of such solutions were reviewed in

Section 4.3.4, which also sought to harvest wave energy for distributed power generation,

albeit with power outputs one to two orders of magnitude greater than that solicited in

the present thesis. The chief difference between these other WECs and the CIPMLG

WEC, is the frame of reference which the floating buoys react against to derive useful

power. The CIPMLG WEC reacts against an internal inertial mass whereas the other

WECs react against the sea floor or a resistance plate.

The use of an internal reaction mass for the present application was envisioned to allow a

smaller, more reliable and easily deployable device, as the system is compact, completely
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sealed and requires no specialised moorings. Additionally, due to the highly corrosive

marine environment, a completely sealed internal generator was seen as favourable. The

concept of the IPMLG was inspired following similar designs used in vibration energy

harvesting (reviewed in Section 2.2.3.3), whereby the ocean waves can be viewed as

vibrations on the water’s surface. Although vibration energy harvesters are typically

reported for used in the µW - mW power range, the analysis in this thesis indicates that

an electromagnetic vibration energy harvester could also applicable for the 1W power

output range required for MBSs.

For larger amounts of power, exceeding the 1W target of the present work, it may be

advantageous to use a resistance plate to increase the available inertia, allowing the

system to react against the mass of the surrounding fluid, without requiring the WEC

to provide the extra mass and become prohibitively heavy. Indeed this was the case for

the small scaled WECs reviewed in Section 4.3.4, which were targeting power outputs

of 10’s-100’s of Watts.

Other PTO mechanisms such as oscillating water columns or gyroscopic PTOs could also

warrant investigation. The proposed WEC design offered in this thesis is one possibility,

which seems to have merit and whose results are now available for future comparison

against other WEC configurations.

10.1.5 Limitations

The assessment of the CIPMLG WEC performed in this thesis has been limited to nu-

merical analysis via mathematical models. In particular, the analysis has been based

on linear modelling techniques. The linear models have allowed a preliminary analysis

of the system and a general understanding of the different effects the different design

parameters have on the system’s performance. From this initial analysis, the vast solu-

tion space is narrowed, through the elimination of design parameter combinations with

predicted poor performance, and by allowing candidate designs with good potential to

be identified. To further assess these candidate designs, any nonlinearities neglected by

the linear models should then be included in the analysis where possible, to give further

insight into the system behaviour and allow increased confidence in the results. The

development of nonlinear models is discussed in the ”Future work” section (10.1.6).

The numerical analysis needs to be validated by physical experiments. Parameters

such as mechanical damping can only be measured by physical experiments, therefore

the development of more refined models should go hand-in-hand with tests of physical

prototypes. The work in this thesis has laid the groundwork for informing the general
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prototype design on which the experiments should focus on, and offers a guide to aide

the experimenter in selecting appropriate design parameter values.

10.1.6 Future work

The ultimate goal for future work on the wave energy harvester is a full prototype

deployment in the ocean. Due to the costs involved in physical prototype development

and deployment, particularly in the marine environment, it is important to have a well

refined device by the time it reaches the sea. The majority of the learning process

and optimisation iterations should be performed more cost effectively beforehand using

numerical tools, computer simulations and laboratory scale physical experiments. The

numerical modelling and analysis in this thesis has already allowed the development

and evaluation of the original CIPMLG WEC prototype and lead to an evolution in its

design, the Wedgetop WEC.

The immediate first steps in future work is therefore further device evaluation, refinement

and optimisation using numerical tools. The level to which this can be achieved is

directly related to the accuracy and detail of these tools, requiring an extension from

the linear models used in this thesis and supplementary physical experiments. This

section describes the work, planned and in progress, towards further numerical analysis

and optimisation of the wave energy harvester.

10.1.6.1 Hydrodynamic modelling

A background on the field of hydrodynamic modelling and the choice of linear analysis for

the present application, was given in Section 5.2.1. While linear hydrodynamic models

have been well verified and validated for many circumstances, there are certain condi-

tions there the linearising assumptions breakdown. Two of these conditions are present

for the case of the Wedgetop WEC. Firstly, while viscous effects can often be neglected

for large scale marine structures, when the size of the structure decreases the importance

of viscosity increases. Therefore viscous effects may be important when analysing the

performance of the small scale devices investigated in this thesis. Secondly, while the

assumptions of linear restoring and excitation forces holds well for the cylindrical ge-

ometry of the CIPMLG WEC, which has a constant cross-sectional area, the Wedgetop

WEC’s strongly varying cross-section around the water’s free surface intrinsically leads

to nonlinear restoring and excitation forces [159, 163].

One option to analyse the nonlinear hydrodynamic behaviour of the Wedgetop WEC is

through physical wave tank testing. However, access to specialist wave tank facilities,
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where testing is charged on a per day basis, and evaluating geometrical parameter varia-

tion, which requires constructing multiple prototypes, is expensive. As an intermediate

step to further refine the device geometry and better understand the device performance,

before moving advanced designs into the expensive wave tanks, high fidelity numerical

wave tanks (NWTs) based on CFD may be used.

CFD allows fully nonlinear hydrodynamic calculations, including effects neglected by

traditional linear velocity potential methods such as viscosity, large wave amplitudes

and body motions, green water and vortex shedding, however at great computational

expense. Typical computation times can be up to 1000 times the simulation time i.e. 1

s of simulation time takes 1000 s to compute, which is a major drawback of using CFD

for WEC optimisation, through multiple design iterations, where long-time simulations

in real sea states are required. Therefore, a new modelling methodology, aimed at com-

bining the accuracy of CFD simulations with the computational efficiency of parametric

models, has been investigated by the author, whereby system identification techniques

are used to identify nonlinear parametric hydrodynamic models from CFD generated

data.

This section outlines research performed by the author, with the Centre for Ocean

Energy Research at Maynooth University, Ireland, to develop nonlinear hydrodynamic

models identified from CFD based NWT experiments [158–166].

• In [162] the author details the implementation of a CFD based NWT configured

for wave energy experiments, using the open source CFD software OpenFOAM.

• In [158] and [160] the author demonstrates identifying the parameters of a linear

state space state model such as the one outlined in Section 5.2.2.2, by using system

identification techniques on the outputs of wave energy experiments performed in

a CFD NWT. The resulting linear models are shown to be dependent on the

operating conditions, and the paper shows that different linear models can be

used to be representative of different operating conditions. As the amplitude of

the oscillations in the experiments decrease, the paper shows that the parameters

of the identified linear models converge towards the parameters obtained using the

hydrodynamic coefficients from BEM software, such as those outlined in Section

6.2.4, which are based on the linearising assumptions of small amplitude motion.

• In [159] the author demonstrates identifying nonlinear discrete time hydrodynamic

models from NWT experiments. A nonlinear static block is included to the hy-

drodynamic model to account for the effect of nonlinear restoring forces, and the

parameters of the nonlinear block are identified from WEC experiments. In par-

ticular, the paper uses a cone shaped geometry as a case study to demonstrate
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the nonlinear restoring force, which is particularly useful for the analysis of the

Wedgetop WEC. The paper also demonstrates the use of discrete time models

(such as the well known ARX model), rather than the conventional continuous

time models, because they are better suited to the identification problem due to

the intrinsic discretisation of the sampled data from the NWT experiments.

• In [161] the range of tests available in a NWT from which linear and nonlinear

hydrodynamic models can be derived is examined from a system identification

perspective. Recommendations are given as to the optimal configuration of such

system identification tests. The paper demonstrates using neural networks trained

on CFD data to produce nonlinear hydrodynamic models.

• In [163] nonlinear excitation force kernals are identified from NWT experiments. In

the paper, a range of linear and nonlinear modelling methodologies, based on sys-

tem identification from NWT tests, are developed for a range of device geometries

including a wedge shape. The results demonstrate a significant benefit in adopt-

ing a nonlinear parameterisation and show that models are heavily dependent on

incident wave amplitude.

• In [164] and [165] the identification of mathematical models describing the be-

haviour of WECs in the ocean through the use of NWT experiments is investi-

gated. [164] deals with the identification tests used to produce the data for the

model identification. NWTs, implemented using CFD, are shown as an effective

platform to perform the identification tests. The design of the NWT experiments

to ensure the production of information-rich data for the model identification is

discussed, and a case study is presented to illustrate the design and implementa-

tion of NWT experiments for the identification of WEC models. [165] proposes, for

WEC modelling, the use of discrete-time nonlinear autoregressive with exogenous

input (NARX) models, as an alternative to continuous-time models. Techniques

of model identification are also explained and applied to the case study from [164].

• A complete overview and summary of these modelling techniques can then be

found in the chapter titled, ’Identifying models using recorded data’ [166], in the

book ’Numerical Modeling of Wave Energy Converters: State-of-the-art techniques

for single WEC and converter arrays’.

Now that these nonlinear hydrodynamic modelling techniques have been developed, fu-

ture work involves using them to simulate and optimise the performance of the Wedgetop

WEC or other potential WEC devices for powering MBSs.
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10.1.6.2 Generator modelling

The generator modelling in this thesis relied on a linear damping term to represent

the electromagnetic force acting between the translator and stator. Although this has

been shown to be a fairly accurate model for electromagnetic systems [173], a more

refined model can aide in the physical design of the generator and allow more accurate

simulation and optimisation of the total WEC system by accounting for losses and

inefficiencies in the generator. Preliminary steps have been taken towards increasing

the detail of the generator model, as outlined in Appendix A, where a finite element

magnetic model of the translator has been developed. Future work involves using the

finite element magnetic model of the translator to develop a high fidelity model of the

generator system.

The generator model will be a subsystem of the overall WEC model, calculating the

induced voltage and current in the generator coils, to determine the electromagnetic

force on the translator and also the electrical energy generated by the system. Delv-

ing to this level of detail in the model requires the physical architecture and topology

of the generator to be known, therefore the modelling should go hand-in-hand with the

physical design of the generator. Compared to the hydrodynamics, the generator system

can cheaply and easily be tested in a laboratory, so the modelling and design should be

performed in parallel with bench-top testing of the generator system and its subcom-

ponents. In addition to the electromagnetic force, a mechanical damping force will also

be introduced to the model, being empirically derived from experimental results. Other

generator inefficiencies such as energy dissipation due to the internal resistance of the

generator coils will also be accounted for.

The model of the generator subsystem will also include a number of nonlinear effects,

neglected in the initial model, such as end-stop collisions and power conditioning. When

the stroke displacement reaches the stroke limit, the translator will collide with an end-

stop, which can be modelled as a stiff spring with some level of mechanical damping.

Through modelling and experimentation, strategies such as heavily damping the gener-

ator towards the ends of its stroke to reduce end stop collisions, or including additional

springs at the end stops to more gently reverse the translator motion, can be investigated.

Power conditioning, such as voltage rectification and battery charging circuitry will be

included into the model. The induced voltage in the generator coils will be alternating

and therefore need rectification before charging the battery. Using a full bridge rectifier

incurs a voltage drop across two diodes, totalling between 0.6 - 1.5V depending on the

type of diode used, and should be included in the model to aide in the optimisation of

the generator design.
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10.2 Thermal energy harvesting

The second potential renewable energy resource explored was the thermal gradient ex-

isting across the air/water interface on the ocean surface. A body of water and the

adjacent parcel of air will generally have different temperatures, providing a temper-

ature gradient from which to draw energy. A thermal energy harvester design was

proposed, which utilised a thermoelectric device as the conversion mechanism. A model

of the proposed energy harvester was derived and used in simulations, inputting real

environmental datasets to gauge the potential of its power outputs. By assuming the

thermoelectric devices were operating at the Carnot efficiency, power outputs on the or-

der of 100mW/m2 were predicted. These results indicated the natural thermal gradient

existing between the water and air to be an unpromising energy resource.

This led to a modification to the proposed thermal energy harvester, through the inclu-

sion of a black solar thermal collector plate to the airside of the thermoelectric device,

with the goal of increasing the airside temperature to values higher than that of the

ambient air. The new design was modelled and simulated with the calculated power

outputs closely following the magnitude of the incident solar irradiation, signifying that

the new design is essentially a solar thermal energy converter which uses the water as

a cool sink. The predicted average power outputs were much more promising, being

around 10W/m2.

A number of experiments were conducted to monitor temperature values, investigate

the effect of varying certain parameters and as a proof-of-concept for the thermal en-

ergy harvesting concept. Temperature readings illustrated the success of the collector

plate in increasing the airside temperature of the TE device, but also revealed the poor

performance of the heat sink. The analysis of the temperature readings also suggested

that the thickness of the collector plate is an important parameter influencing the out-

put power and should be investigated in future work. The first parameter variation

investigated the effect of changing the TE module area. These experiments found that

increasing the number of TE devices operating in the TE module increased the heat

flow and thus dropped the temperature difference across the module. While the output

power increased with the number of devices it did not increase linearly. With one device

the peak output was approximately 17mW, two devices increased the output by about

40%, and four devices approximately doubled the output of over one device. The second

parameter variation investigated the effect of changing the size of the collector plate.

The output power was seen to increase with the collector plate area, however, when the

output is normalised against collector plate’s area the results for the different collectors

were similar with peak power outputs of approximately 1W/m2. The final experiment

aimed to use output of the thermal energy harvester to directly power a WSN without
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any energy storage and succeeded in doing so when the temperature difference across

the TE device exceeded 10K.

Although reported last in this thesis (Chapter 9), the thermal energy harvester was

investigated first, and occurred as a detour from the intended main focus of the thesis,

wave energy harvesting. The concept was envisioned following similar work into thermal

energy harvesting across the air/soil interface to power terrestrial based WSNs, reviewed

in Section 2.2.2.2. The work presented in this thesis, on thermal energy harvesting across

the air/water interface for powering MBSs, was aimed as a first investigation into this

previously unexplored concept, to gauge its potential and then report on the concept

and findings in a number of publications [106–108].

10.2.1 Estimated power output

An estimation of the potential power output from the thermal energy harvester concept

was given in Section 9.4, which took into consideration the numerical results from Section

9.2 and the experimental findings from Section 9.3, and gauged that the power output

would likely be somewhat below 1W/m2 of collector plate area. From this estimation

it can be concluded that, in general the thermal energy harvester concept would not

be an attractive option for the present application of powering MBSs. However, as

shown in Figures 9.8 - 9.10, there are Equatorial regions which display higher levels of

output power than average and which can produce these power levels all year round,

and could therefore possibly be suitable for using the thermal energy harvester concept

for powering MBSs.

10.2.2 Comparison against other systems

Compared to the wave energy harvester, the robustness of the thermal energy harvester’s

power outputs may be more dependent on factors such as the deployment location and

time of year. While the wave energy harvester is designed to harvest an energy resource

that is constant at any deployment location, the environmental inputs for the thermal

energy harvester are highly variable between different locations. Temporally, the average

power outputs of the thermal energy harvester for the winter months were seen to be

an order of magnitude or more lower than for the summer months in some places, and

were also seen to vary significantly across the course of the day.

With the addition of the collector plate, the thermal energy harvester device essentially

became a solar thermal energy converter, and should therefore be compared against

solar PV. The efficiency of this device was seen to be very low in the experiments
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(Section 9.3.4.3), with a solar energy conversion efficiency of less than 0.2%, which

is 100 times lower than conventional solar PV cells. Although there is some room

for improvement in the experimental prototype, e.g. optimised heat sink, the thermal

energy harvester will never reach the same efficiency as the solar PV (about 20%). To

understand this, consider that for the Carnot efficiency to reach 20% there needs to

be a temperature difference of about 50K (more than double the maximum amount

achieved in the experiments), but even if this occurred and also assuming that all of

the incoming solar is converter to thermal energy and that all of it flows through the

TE device with no heat losses occuring elsewhere, then the state-of-the-art TED devices

only operate at about 20% of the Carnot efficiency, so the overall efficiency would be

4%. The perceived advantage of the thermal energy harvester over solar PV, was that it

could produce power from the thermal gradient across the air/water interface at night

or during cloudy days, however the analysis in this thesis suggests the power outputs

are quite low and simply using solar PV with ample energy storage would likely be more

beneficial.

Only in a few niche applications would the thermal energy harvester concept be more

attractive than wave energy or solar PV. For example, Jones et al [109] used this method

(without the solar collector) for powering sea ice instrumentation, during the polar winter

when other energy sources are either unavailable or unreliable. Or perhaps the thermal

energy harvester concept could be used for applications in small bodies of water, such as

ponds or creeks, where no waves are present and which require very low levels of power.

10.2.3 Limitations

Being a first investigation into this concept, and with the main focus of the thesis

aimed towards wave energy conversion, the depth of the investigation performed in this

thesis for this concept was very preliminary. As such, there are many limitations to the

analysis, which are outlined in this section.

10.2.3.1 Numerical modelling

The numerical model developed for the thermal energy harvesting device is very prelim-

inary and follows the method of Roundy et al [30] to estimate the power available from

a heat flow for WSNs, which gives a reasonable first approximation of the underlying

processes. However, a more rigorous treatment of TE modelling can be found in spe-

cialised texts on this topic, which take into consideration effects such as the Peltier heat

transfer of the TE device and thermal resistance circuits of the system. This level of

detail would be warranted if the thermal energy harvester concept seemed promising for
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the present MBS application and a more in depth analysis was required. However due to

the expected poor performances of the thermal energy harvester concept and the large

expected potential of the wave energy resource, it was decided to halt investigation on

the thermal energy harvester at the preliminary analysis performed and shift the focus

towards the wave energy harvester.

10.2.3.2 Experiments

The experiments largely served as a demonstration of the concept, and were performed

over a number of days during a trip to CSIRO in Newcastle, with the data later analysed

and reported on in a number of publications [107, 108]. After the experiments were com-

pleted and reported upon, the focus of the research in this thesis returned towards wave

energy harvesting. Thus there remains large scope for improvements in the experiments.

One of the major limitations of the experiments, is that it is not well matched with

the numerical modelling in the previous section and was not intended as a validation

exercise. For example, the Perspex dome included in the experiments is not considered

in the modelling. The concept of the Perspex dome was inspired from the modelling,

to limit the convective heat transfer from the top collector plate due to wind, which

was identified as a large source of heat loss in the models. The idea of the Perspex

dome was an evolution in the thermal energy harvester’s design, and was decided to

be included in the experiments which were intended to show-case the thermal energy

harvester concept. The perspex domes are transparent to visible light but opaque to

infrared light, allowing the dome to act as mini-greenhouse, however this effect is not

captured by the preliminary modelling methods used.

Perhaps the biggest limitation of the experiments was the use of a plastic tub of water

instead of a large body of water with natural dynamic mixing, like the ocean. This

had the effect of reducing convective heat transfer from the bottom heat sink, and also

resulted in the relatively large water temperature fluctuations across the day compared

to a larger body of water with a greater thermal mass.

10.2.4 Future work

Although there is no plans to pursue further work on the thermal energy harvester con-

cept, the work presented in Chapter 9 did raise a number of questions which could lead

to a better understanding and optimisation of the thermal energy harvester prototype:
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• Ratio of TE device to collector plate area: The cross-sectional area of the

TE device, through which the heat is conducted and transferred into electrical

energy, was shown to be an important design parameter. Increasing the area of

the TE device increases the flow of heat energy available for conversion, but also

decreases the temperature difference between the hot and cold sides, which reduces

the conversion efficiency according the Carnot principle. It is believed that there

is an optimum ratio between collector area and TE device area which would allow

good heat flow while maintaining large temperature difference to enable maximum

conversion efficiency.

• Thickness of the collector plate : The greater the thickness of the collector

plate, the larger its thermal mass and the slower its temperature will change in

response to the changing solar irradiance. This can have both positive and negative

effects on the output power, therefore the thickness of the collector plate is an

important design parameter for consideration.

• Design of optimal heat exchangers : The experiments showed that a signifi-

cant temperature drop can occur across the heat sink between the bottom of the

TE device and the water, which leads to a reduction in the potential power out-

put. Although the experiments only considered an aluminium block for the heat

sink, more advanced geometries designed to increase the available surface area

for heat conduction could be employed. Another factor to consider in the ocean

environment is the effect that marine growth may have on the heat sink.

10.3 General conclusions

Here a number of general conclusions for energy harvesting for MBSs is given. Renewable

energy harvesting is very case specific, and the analysis in this thesis was for the problem

of providing 1W of power to a MBS surface buoy with a data transmitting antenna. Had

the power requirements been larger or smaller, or had the problem considered MBSs on

the sea floor for example, then the analysis and solution would have been different.

The conclusion from this thesis is that wave energy harvesting is a promising solution

for powering MBSs due to the consistent flux of wave power and because it can solve

problems related to the vertical alignment of the data transmitting antenna.

10.3.1 Combination of energy harvesting devices

To increase the robustness of the power supply component, it may be advantageous

to use a combination of renewable energy sources, such as solar PV and wave energy
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harvesting. Using a combination of energy harvesting devices offers a level of redundancy

for the power supply, should one of the energy resources temporarily diminish or should

one of the energy harvesting devices fail and require maintenance. This approach might

be particularly relevant for applications requiring larger amounts of power, allowing the

MBS’s power supply component to harvest this power from a number of sources. The

drawback of this approach is of course increased cost.

10.3.2 Storage capacity and duty cycles

Appropriately sizing the energy storage to be used in combination with the energy

harvesting device for MBSs is important. As discussed in Chapter 3, partially charging

and discharging the battery every day can cause a severe reduction in the battery’s

nominal energy capacity. To overcome this, it was proposed to follow Alippi et al’s

[84] idea of employing two identical battery packs and switching between them so that

while one battery pack powers the system the other is under charge, thereby separately

performing full discharge and charge cycles on each battery. Where possible, the duty

cycle of the MBS’s tasks with high power requirements should be scheduled to wait

until the battery under charge is full, and then proceed to perform these high power

tasks to drain the remaining power from the partially charged battery which is currently

powering the system. This reduces the amount of time when the energy harvester might

be producing energy but charging no battery, while eliminating the risk of draining the

current battery and requiring a switch before the battery under charge is completely

full.

10.3.3 Multi-disciplinary

A general conclusion is that energy harvesting for MBSs requires a multi-disciplinary

solution which can best be served through collaboration and open sharing between re-

searchers in different relevant fields. The work in this thesis required theoretical and

numerical analysis from fields such as oceanography, hydrodynamics, electromagnetics

and thermodynamics, and required collaboration with the experimental expertise from

colleagues at CSIRO. The same multi-disciplinary requirements is true for the general

field of offshore renewable energy, which energy harvesting for MBSs can be considered

a sub-field.

To address this need for collaboration and open sharing within the offshore renewable

energy field, the International Network on Offshore Renewable Energy (INORE) was

founded in 2007. INORE is a network of PhD students, early stage researchers and

those at a similar stage in industry or government. The members work in all aspects
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of research or development for offshore renewable energy, from social policy to technical

engineering, and on many different technology concepts. INORE serves as a hub for

international and multidisciplinary collaboration between researchers at early stages of

their careers and provides a forum for knowledge exchange between these various people,

and between these people and those who are more established in this sector. INORE

facilitates collaboration through a variety of activities, events, and programs as well as

via its online presence.

During the course of this thesis, the present author joined INORE, served on the INORE

committee, was the committee Chairman and published one paper at the Asian Wave

and Tidal Energy Conference promoting INORE [188] and another at the International

Conference on Ocean Energy detailing the role of international collaboration and INORE

for innovation in offshore renewable energy [189].



Appendix A

Electromagnetic force capability

of the IPMLG

The results in Chapter 8 revealed that the IPMLG may be required to provide electro-

magnetic damping co-efficients exceeding 1000Ns/m. However, it was unknown if such

levels of damping are physically achievable within the size constraints of the CIPMLG

WEC’s geometry, with no reported literature relating to permanent magnet linear gen-

erator sizes and corresponding damping values able to be found. Therefore, the elec-

tromagnetic force capability of the IPMLG is analysed here, to determine the physical

generator size required for a given electromagnetic damping value. It should be men-

tioned that the full design of the IPMLG is outside the scope of the present thesis.

Instead this chapter is intended to provide an estimation if a suitable generator is the-

oretically possible. From this analysis, it seems likely that engineers can construct a

generator of sufficiently small size and weight to satisfy the electromagnetic damping

requirements of the CIPMLG WEC.

The electromagnetic force capability of a generator is the maximum amount of damping

the generator can provide to the internally oscillating translator mass. This occurs when

the generator is operating with its stator coils short-circuited. For a translator mass with

a given stroke velocity, the electromagnetic damping from the generator will be reduced

if a resistive load is connected to the generator coils compared to the short-circuited case.

When a resistive load is added to the generator coils, a lower current will flow though

the coils leading to a weaker magnetic field being produced by induction, resulting in a

lower electromagnetic force for the same stroke velocity.

Buren and Troster [175] explain that the separate optimization of the force capability is

justified because if two generators A and B have force to velocity ratios dA and dB where

dA > dB, then generator A will have a higher power output under comparable operating

212
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conditions. This occurs because if generators A and B are connected to load resistances

in such a way as to achieve matching effective force to velocity ratios then the same

amount of mechanical energy is converted to electrical energy by the two generators

when driven by the same motion. However, in order to achieve the same effective force

to velocity ratios, generator B will have lower ratio of load resistance to coil resistance

than generator A, therefore more energy is lost in the coil resistance and less energy is

available in the load for generator B.

A.1 Electromagnetic force

An expression for the electromagnetic force, Fg(t), acting between the generator’s trans-

lator mass and stator coils is derived from the conservation of energy. The kinetic energy

lost by the translator due to the electromagnetic force is converted to electrical energy

in the generator:

Fg(t)ẋs(t) = V (t)I(t), (A.1)

where V (t) is the induced voltage in the generator coils and I(t) is the electrical current.

The electromagnetic force can therefore be expressed as:

Fg(t) =
V (t)I(t)

ẋs(t)
. (A.2)

A.1.1 The generator voltage

The voltage can be calculated from Faraday’s law of induction:

V (t) = N
dφ

dt
= Nẋs(t)

dφ

dxs
, (A.3)

where N is the number of turns of wire in the generator coil and φ is the magnetic flux

intercepted by the coil.

A.1.1.1 The inductance of the generator

Inductance leads to a voltage drop of V (t) = Ldi
dt , where L is the inductance of the coil.

For the present analysis, the inductance of the generator is assumed negligible and not

included in the electromagnetic model. The range of values for both terms, L and di
dt ,

is expected to be small for the present system, warranting the assumption of negligible

inductance for the first analysis. Inductance is also ignored in the electromagnetic force

capability calculations of Buren and Troster [175].
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The air-cored topology of the IPMLG leads to a very low inductance in the generator coil,

compared to conventional iron-cored designs, due to the high reluctance values of air.

An air-cored topology was chosen because it avoids unwanted magnetic forces attracting

the translator to the stator, which would increase the mechanical damping [130, 175].

Additionally, the air-cored topology has less weight, which is advantageous. However,

the disadvantage of an air-cored machine is a poorer electromechanical performance than

a conventional iron-cored design [134]. Additionally, due to the relatively slow speeds of

the CIPMLG WEC’s translator stroke, the term di
dt will not be large.

A.1.2 The generator current

The current can be calculated from Ohm’s law;

I(t) =
V (t)

Rc +RL
, (A.4)

where RC is the internal resistance of the coil and RL is the load resistance.

A.1.3 Generated Power

The generated power is the useful electrical power delivered to the load. Not all of the

total power absorbed by the generator will be delivered to the load, due to the internal

resistance of the coil which dissipates some of the power as heat. The fraction of power

dissipated by the coil, is equivalent to the fraction of the coil resistance to total resistance(
Rc

Rc+RL

)
. The remaining power will be delivered to the load and can be calculated via;

P (t) = V (t)I(t)
( RL
Rc +RL

)
, (A.5)

A.1.4 Electromagnetic force capability

Combining Equations A.2, A.3 and A.4, gives the following expression for the electro-

magnetic force:

Fg(t) =
N2( dφdxs )2

Rc +RL
ẋs(t). (A.6)

The electromagnetic force capability of the generator is the damping the generator can

provide when the coils are short-circuited, i.e. RL = 0. The electromagnetic force in

this case equals:

Fg(t) =
N2( dφdxs )2

Rc
ẋs(t), (A.7)
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which shows that the short-circuit electromagnetic damping coefficient / force capability,

can be represented as:

dfc =
N2( dφdxs )2

Rc
. (A.8)

A.2 Genetator Parameters

Equation A.8 showed that the electromagnetic force capability is dependent on three

generator parameters, which are examined in this section:

• The electrical resistance of the coil, Rc,

• The number of turns of wire in the coil, N , and

• The magnetic flux gradient, dφ
dxs

.

A.2.1 The electrical resistance of the coil

The electrical resistance of the coil, Rc, depends on the length of the copper wire in the

coil and its resistance per unit length, rc:

Rc = πDcNrc (A.9)

where Dc is the average diameter of the generator coil (see Figure A.1). Although the

turns of wire on the inner part of the coil have a smaller circumference than those on the

outer part of the coil, the circumference is linearly related to the diameter and therefore

the average diameter of the coil can be used.

The resistance per unit length of wire is given by the resistivity of the material, ρc, (in

this case copper = 17× 10−9Ωm) divided by the wire’s cross-sectional area, Aw;

rc =
ρc
Aw

. (A.10)

The wire’s cross-sectional area determines how many turns of wire, N , can fit into the

coil’s cross-sectional area:

NAw = cwclff , (A.11)

where cw is the coil width and cl the coil length and a fill factor, ff , which accounts for

the gaps of area in between the wire. The fill factor is a dimensionless number between

zero and one, where a fill factor of zero would correspond to an empty coil and a fill



Appendix A. Electromagnetic force capability of the IPMLG 216

factor of one would represent a solid piece of copper filling the entire coil volume. In

copper wire wound transformers fill factors in the range of 0.5 to 0.6 can be achieved

[190]. In the analysis in this chapter a constant fill factor of 0.5 will be assumed.

Figure A.1: Cross-sectional view of the generator coil

Substituting Equations A.10 and A.11 into Equation A.9 gives the following expression

for the coil resistance:

Rc =
πDcρcN

2

cwclff
. (A.12)

Combining this with Equation A.8, shows that the force capability can be expressed as:

dfc =
cwclff ( dφdxs )2

πDcρc
. (A.13)

A.2.2 Number of turns of wire

Equation A.11 showed that the number of turns of wire, N , is limited by the cross-

sectional area of the coil (Equation A.11):

N =
cwclff
Aw

. (A.14)

The cross-sectional area of the thinnest commercially available Copper wire, which can

have diameters below 0.1mm, is on the order of 10−6 − 10−6mm2. Therefore, Aw can

have any value larger than that.

As shown by Equation A.13, the electromagnetic force capability does not depend on

the number of turns of wire directly, but only on the length and width of the coil (cl

and cw) and the fill factor with which the wire fills that coil (ff ). This means that

coil containing say, 5 turns of a thick wire, will produce the same electromagnetic force

capability as a coil containing 10 turns of a thinner wire, providing they have the same
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fill factor. Therefore, for the present analysis of the electromagnetic force capability,

the number of turns of wire is not important. However, the number of turns of wire is

still an important design parameter for other aspects of the system, such as the induced

voltage which is linearly proportional to this parameter, Equation A.3.

A.2.3 The magnetic flux gradient

The term, dφ
dxs

, is the magnetic flux gradient, which represents how rapidly the magnetic

flux cutting the coil of wire changes with distance along the axis of the coil. The magnetic

flux depends on the magnetic fields produced by the different types, geometries and

distributions of magnetic materials present in the generator and how the coil of wire

intersects these fields.

A.2.3.1 Calculating the magnetic flux gradient

To calculate a value for the magnetic flux gradient parameter, a finite element magnetic

model of the generator is implemented, using the software Finite Element Method Mag-

netics (FEMM) version 4.2 [194]. Figure A.2-(a) shows a screenshot from the FEMM

preprocessor depicting the computational domain set-up to calculate the magnetic field

for the magnet array translator (see Figure A.4-(b)). The finite element magnetic model

is declared to be axisymmetric in the FEMM solver, so that only the cross-sectional area

on one side of the axis of revolution needs to be modelled. Figure A.2-(b) then shows

a screenshot of the postprocessor depicting the calculated magnetic field. Figure A.3

shows a zoom in of the mesh used discretise the spatial computational domain into finite

elements. The mesh resolution inside of the translator, where the magnetic materials

are, is very fine. In the inner air domain, close to the translator, the mesh increases in

size but still remains relatively fine to capture the magnetic fields in this region. The

mesh in the outer air domain, where the magnetic fields are negligible, is quite coarse

to reduce the total number of nodes required in the calculation. In total 493,000 nodes

are used to discretise the computational domain around the translator.

Surfaces can be defined in the postprocessor and the magnetic flux through the surface

calculated. In this way the magnetic flux through a generator coil of given radius can

be calculated, by defining a circular surface with the same radius as the coil centred on

the translator axis. By calculating the magnetic flux through numerous circular surfaces

along the axis of the translator (0.5mm apart) the magnetic flux gradient along the length

of the translator can be calculated using numerical differentiation (a central difference

scheme was used). FEMM has a scripting language, which was used to generate models

and calculate the magentic flux gradient for many different generator topologies with
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varying coil heights, coil lengths, magnet heights and magnet widths, as reported in

Sections A.2.3.3 - A.2.3.6.

Figure A.2: Screenshot of the FEMM software used to calculate the magnetic field
produced by the translator (a) The preprocessor view of the finite element mesh used
to discretise the problem domain, and (b) Post process view of the calculated magnetic

field.

Figure A.3: Zoomed in screenshot view of the mesh used in the FEMM software
calculation of the magnetic field.

A.2.3.2 Translator topology

The magnetic flux gradient depends on the geometrical distribution of magnetic ma-

terials in the translator. Two different translator topologies were considered and are

depicted in Figure A.4. Both topologies consist of axially magnetised ring shaped

neodymium-iron-boron (Nd2Fe14B) magnets that sit on a nonmagnetic shaft. Cheung
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and Childress [150] concluded that axial generators should be used for all systems that

allow a linear design, because axial generators are more easily produced and provide

comparable power when compared to transversal generators. The neodymium-iron-

boron alloy was chosen for the magnets because it is the strongest type of permanent

magnet made. These magnets are commercially available in various grades with Maxi-

mum Energy Product (MEP) ratings ranging from 28 MGOe to 52 MGOe. The present

work shall therefore assume that the strongest available magnets, with an MEP rating

of 52 MGOe, are used.

The translator in Figure A.4-(a) has a single magnet whereas the one in Figure A.4-

(b) comprises of an array of magnets separated by steel spacers. The magnetisation

directions of neighbouring magnets in the array oppose each other. The steel spacers

act as flux concentrators and also to reduce the repellent forces between neighbouring

magnets. This type of translator topography has been proposed in large scale wave

energy conversion and vibration energy harvesting [131, 150, 175, 191, 192], as it increases

the achievable magnetic flux gradient. The steel spacer’s geometry is chosen to be

identical to the magnet’s following Wang et al’s [193] investigation into the optimal

magnet to steel spacer height ratio. The top of the nonmagnetic shaft is connected to

the spring and extra weight can be added to the bottom of the shaft to increase the

translator mass, m, to any desired value.

Figure A.4: The two translator designs considered, (a) the single magnet translator,
and (b) the magnet array translator.
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Figures A.5 and A.6 shows a comparison of the calculated magnetic flux gradient of both

translator topologies for a given magnet and coil size. These results show the maximum

flux gradient of the magnet array translator is approximately double that of the single

magnet translator. Another advantage of the magnet array translator over the single

magnet translator is its spatial distribution. The single magnet only acts over a small

distance, whereas the useful magnetic field from the magnet array can be made as long

as is needed by adding more magnets and steel spacers. For these two reasons the array

topology shall be used in all further work.

Figure A.5: The magnetic flux gradient along the length of the single magnet trans-
lator

Figure A.6: The flux gradient along the length of the magnet array translator
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A.2.3.3 Effect of the coil length

The magnetic flux gradient for the magnet array translator, Figure A.6, is positive in

some regions and negative in others. Therefore, if the translator moves inside a long

coil it will induce voltages of opposite polarity along the length of the coil, resulting

in the voltages induced in different regions cancelling either other. To stop this effect

from occurring, the coil length should not be made longer than the length/height of the

magnet. However, the generator stator may consist of an array of individual short coils,

connected in such a way that their outputs add constructively together.

A.2.3.4 Effect of coil width

The effect of increasing the coil radius is shown in Figures A.7 and A.8. Figure A.7 plots

the magnetic flux gradient along the length of a particular translator for three cases;

when the coil radius is 5, 10 and 15mm larger than the translator radius. The magnitude

of the magnetic flux gradient can be seen to decrease with the radius of the coil in this

figure. The observed reduction in magnetic flux gradient with increasing coil radius

occurs because the magnetic field lines cutting the middle of the coil in one direction are

able to return back in the opposite direction whilst remaining inside the larger radius

coil (see A.2-(b)), thus contributing a zero net flux through the coil. Figure A.8 plots

the peak value of magnetic flux gradient for several different coil radii, showing that the

magnetic flux gradient decreases approximately linearly with increasing coil radius for

small radius values, and then sub-linearly for larger radius values.

Figure A.7: The flux gradient along the length of the magnet array translator for
varying coil radius
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Figure A.8: The peak magnetic flux gradient value for increasing coil radius

A.2.3.5 Effect of the magnet height

The effect of changing the height of the individual magnets and steel spacers within the

translator array is investigated here. Figure A.9 presents a contour plot of the magnetic

flux gradient along the length of the generator which intersects coils of various radii.

The results are shown for three different magnets with varying heights of 10, 20 and

40mm. The x-axis in this figure, represents the coil radius measured from the outside

edge of the translator, and the y-axis represents the axial distance along the generator.

The distance on the y-axis is measured from the centre of one magnet in the array to

the centre of the next one, including the steel spacer in between, and therefore has a

range of twice the magnet height. The contour plots show that the magnets with three

different heights all have the same maximum magnetic flux gradient value, however, the

magnetic flux gradient is seen to decrease more rapidly with radial distance from the

translators with the shorter magnets.
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Figure A.9: The magnetic flux gradient for a magnet with 20mm radius for 3 different
magnet heights.

A.2.3.6 Effect of the magnet width

The effect of changing the magnet width is shown in Figure A.10. Here it can be seen

that increasing the magnet width increases the magnetic flux gradient. Doubling the

magnet radius from 20mm to 40mm in Figure A.10, is seen to result in a threefold

increase in magnetic flux gradient value.
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Figure A.10: The magnetic flux gradient for a magnet with 20mm radius for 2 dif-
ferent magnet radii

A.3 Evaluating the electromagnetic force capability

An expression for the electromagnetic force capability was given in Equation A.13:

dfc =
cwclff ( dφdxs )2

πDcρc
.

The value of the magnet flux gradient varies across the cross-sectional area of the coil.

Therefore to evaluate the electromagnetic force capability, the area of the coil is dis-

cretised into small areas, ∆w∆l, in which the value of magnetic flux gradient can be

considered constant, as depicted in Figure A.11. The electromagnetic force capability is

calculated for each of the small areas and then summed to give the total electromagnetic

force capability:

dfc =

N∑
i=1

M∑
j=1

∆w∆lff ( dφdxs )2
i,j

πDc,iρc
, (A.15)

where N = cw
∆w

and M = cl
∆l

.
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Figure A.11: Discretisation of the magnetic flux gradient across the cross-sectional
area of the coil.

The electromagnetic force capability will depend on the magnet height, magnet radius,

coil length, the coil width, the number of active coils and the air-gap between the

translator and the coil. The air-gap in this analysis is assumed to be 5mm. The coil

length will be set equal to the magnet height, due to the reasons discussed in Section

A.2.3.3. Therefore there remains four free parameters to vary: the magnet height,

magnet radius, the coil width and the number of coils. Figure A.12 shows the calculated

electromagnetic force capability for a single active coil with various magnet heights,

magnet radii and coil widths.

The results in Figure A.12 show that the electromagnetic force capability increases

with magnet height and magnet radius. Increasing the coil width also increases the

electromagnetic force capability up to a maximum point (different for each magnet

height and radius), and then further increasing in the coil width unnecessarily increases

the coil resistance with relatively little increase the intercepted magnetic flux gradient

through the coil. A translator with a magnet radius and height of 40mm, can produce

an electromagnetic force capability of over 700Ns/m for a coil with a width of 20mm.
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Figure A.12: The electromagnetic force capability for a single coil with various magnet
heights, magnet radii and coil widths.

A.4 Conclusion

The results in Section A.3 indicated that an electromagnetic force capability of several

hundred Ns/m can be produced by a single active generator coil with a length less

than 40mm and width of 20mm, in the presence of a magnet array translator with a

magnet length and radius less than 40mm. When the generator is connected to a load,

the electromagnetic damping co-efficient of the generator will decrease compared to the

electromagnetic force capability value by an amount proportional to, RC
RC+RL

. However as

shown in Section A.1.3, the amount of energy dissipated in the coils is also proportional to
RC

RC+RL
. Therefore to increase the efficiency of the generator RC

RC+RL
should be as small

as practical, which will significantly reduce the electromagnetic damping co-efficient

compared to the electromagnetic force capability value. However, multiple active coils

may be used to increase the electromagnetic damping co-efficient. It therefore seems

likely that the electromagnetic damping values required by the CIPMLG WEC could

be satisfied using a generator with a coil width of about 20mm and a translator with

a radius of less than 40mm, resulting in a total generator diameter of less than about

140mm, and the length of the generator would be less than half a meter.
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This analysis was performed as an aside to the core focus of the thesis and therefore

appears in the Appendix, rather than being afforded proper chapter status. The goal of

the analysis was to provide a sanity check on the feasibility of a reasonable sized genera-

tor being able to produce the required levels of electromagnetic damping highlighted in

Chapter 8. Had the analysis indicated that an excessively large sized generator would be

required, then further investigation and focus should have been applied to the electro-

magnetic performance of the generator to investigate if it is a potential ’show stopper’

for the IPMLG concept. However, the results in this Appendix indicate that engineers

should be able to easily design a suitably sized generator capable of doing the required

job. A full design of the generator is outside the scope of the present thesis and is a task

for future work, see Section 10.1.6.2.



Appendix B

PAR to solar insolation value

conversion

Photosynthetically Active Radiation (PAR) is a measure of the incoming sunlight in

the 400 700 nanometer wavelength range. This part of the solar spectrum is used by

plants for photosynthesis, thus is a frequently used parameter by biologists, marine and

terrestrial alike, therefore many environmental monitoring stations measure and record

PAR readings. In this appendix a method for converting measured PAR values to solar

insolation values is described, revealing that dividing a given PAR reading by two yields

the corresponding solar insolation value.

The units of PAR readings are microeinsteins per second per square meter, where one

Einstein is one mole of photons. This photon count needs to be converted into a cor-

responding solar insolation energy flux value. This can be achieved using the fact that

each photon has an energy equal to;

E = hf, (B.1)

where h is Plancks constant (6.626x10-34 Js) and f is the frequency of the photon.

The PAR reading is for all photons with frequencies in the 430 750 THz range, therefore

the photons have a corresponding range of individual energy values. The standard

frequency distribution of incident terrestrial solar irradiation is shown in Figure B.1,

which plots the power in each spectral band centred on a resolution of 0.5nm [195].

Dividing each point on this graph by its corresponding frequency and plancks constant,

hf , gives the number of photons in that 0.5nm spectral band per second per square

meter. This photon frequency distribution can be used to appropriately separate the

photons in the PAR reading into frequency bins from which corresponding energy values

228



Appendix B. PAR to solar insolation value conversion 229

can be calculated and then summed to calculate the incident power per square meter in

the PAR spectral band. This yields the result that the power in the PAR band equals

the PAR reading multiplied by 0.21.

Comparing the incident terrestrial solar irradiation in the PAR band to the total incident

solar irradiation in Figure B.1, reveals that the total incident power is 2.36 times the

power in the PAR band. Therefore, to convert the PAR reading to a solar insolation

value multiply it by; 0.21× 2.36 = 0.5.

Figure B.1: Standard terrestrial solar spectral irradiance distribution [195].
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[175] Thomas von Büren and Gerhard Tröster. Design and optimization of a linear

vibration-driven electromagnetic micro-power generator. Sensors and Actuators

A: Physical, 135:765–775, 2007.

[176] Abigail Wacher and Kim Nielsen. Mathematical and numerical modeling of the

aquabuoy wave energy converter. Mathematics-in-Industry Case Studies, 2, 2010.

[177] Oliver M Phillips. The equilibrium range in the spectrum of wind-generated waves.

Journal of Fluid Mechanics, 4:426–434, 1958.

[178] Ronald William Burling. Wind generation of waves on water. PhD thesis, Imperial

College, University of London, 1955.

[179] DHI. Deutches hydrographisches institut: Handbach des atlantischen ozeans, no.

2057. Technical report, 1981.

[180] URL www.weather.aims.gov.au.

[181] Robert A Dalrymple and Robert George Dean. Water wave mechanics for engi-

neers and scientists. Prentice-Hall, 1991.

[182] Francis JM Farley. The free floating clam-a new wave energy converter. In Pro-

ceedings of the 9th European Wave and Tidal Energy Conference, Southampton,

2011.

[183] John A Duffie and William A Beckman. Solar engineering of thermal processes.

Wiley New York, 2006.

[184] Liping Liu. Feasibility of large-scale power plants based on thermoelectric effects.

New Journal of Physics, 16(12):123019, 2014.

[185] Majid A Bhinder, Madjid Karimirad, Sam Weller, Yannick Debruyne, Matthieu
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