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Abstract

Terzaghi’'s elegant theory of one-dimensional consolidation is dependent upon a number of
assumptions which can, at times, severely limit the predictive capabilities of the resulting
analytical model. Although other more complex models exist, Terzaghi’'s one-dimensional
model remains popular amongst practicing engineers due to its inherent simplicity and
notoriety. The purposes of this study have been to explore key aspects of Terzaghi's
consolidation theory, and extend the analytical solution to incorporate a variety of loading
scenarios that may give rise to non-uniform distributions of excess pore water pressure. To
do this, Terzaghi's consolidation equation was solved within the program MATLAB using a
collocation approach to solve for series coefficients, instead of the more traditional
orthogonality approach. A novel truncation technique was also employed in cases where
discontinuities were present in the initial condition, which would have otherwise elicited
Gibbs phenomena, an undesirable trait of series solutions.

By varying the initial condition in the MATLAB program, the consolidation behaviour of a

soil subjected to a variety of different initial excess pore water presapyaiStributions

was analysed in terms of excess pore water pressure decay and percentage consolidation
settlement. These simulations were conducted for both singly and doubly drained soil layers.
In many singly drained cases, the excess pore water pressure within the soil layer decayed in

a peculiar fashion, where a ‘redistribution’ of pore pressure occurred during the early stages

of consolidation.

When viewing consolidation behaviour in terms of percentage consolidatigni{ was

easily shown that any reference to drainage path lenitl X should be avoided. In fact,

continuing to use the traditional expression for time factoy ih terms ofH ,, can actually

complicate analyses. Insteafl, should be expressed in terms of layer thicknds$g only.

By adopting this alternative time factor expression, a relationship between the consolidation
behaviour due to uniform and non-unifoumn-distributions was developed. This relationship
utilised the knowledge that after some short time during consolidation, any skewness
attributed to the non-unifornu, -distribution will disappear, and the decay of excess pore

water pressure with depth will revert to a sinusoidal or half-sinusoidal shape, for doubly or
singly drained cases, respectively. Correction factors were then developed so that the widely



available U =T values can be easily adjusted to account for any non-unifarm

distribution.

Currently, some form of Terzaghi’s consolidation theory is also used to analyse laboratory
time-settlement data so that important consolidation properties such as the coefficient of

consolidation ¢,) can be back-calculated. The efficacy of some of the more popular curve-

fitting techniques when applied to different soil types was assessed using &, new

calculation procedure which steers away from traditional curve-fitting procedures and
instead takes advantage of the matrix manipulation capabilities of MATLAB. It was found

that this proposed method and Taylor’s square-root of time method yielded the most accurate

values of c,. Previously restricted to data obtained from a unifasmrdistribution, the

Taylor and Casagrande curve-fitting techniques were also generalised to account for a

variety of non-uniformu, -distributions. Two of these modified procedures (a singly/doubly

drained layer subjected to a sinusoidaidistribution) were also experimentally verified.

It was also shown that the traditional restrictions associated with consolidation oedometers
are not as inflexible as previously assumed. Currently, standard practice requires the height
to diameter ratio of a consolidating sample to remain less than 0.4 to avoid any effect of wall

friction. However, results suggest that data obtained from a ‘tall' oedometer with a height as

much as twice its diameter can still be analysed using conventional curve-fitting techniques.

Finally, the effects of time-dependent loading were investigated using two approaches; a

constant-rate loading approach, and a discretised loading approach, which more closely
models the stepped nature of fill application in the field. It was found that fiocrements

less than 0.0143, the discretised loading approach effectively became a constant-rate loading

problem, an inference that was also experimentally verified.

Vi
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Chapter 1: Introduction

1.1 General

Possibly the most significant contribution to geotechnical engineering was Karl Terzaghi’s
theory of consolidation, which properly identified and quantified the underlying physical
processes of consolidation by utilizing the principle of effective stress. Upon application of a
load to a fully saturated layer of soil, an increase in pore water pressures throughout the layer
will occur. Once these generated pore water pressures have dissipated to zero, primary
consolidation can be considered complete. Terzaghi’'s one-dimensional consolidation theory

mathematically describes this process.

All soils undergo consolidation in response to an increase in excess pore water pressure.
However, for granular soils such as sands, the permeability is relatively high so that the
excess pore water pressures dissipate virtually instantaneously. In direct contrast, fine-
grained soil such as clays have generally very low permeability and therefore the dissipation
is a much slower process. In many cases, an engineering structure or embankment will
continue to undergo settlement for many years after construction is complete. Thus, whilst
consolidation applies to all soils, it is the fine-grained soils that are of particular concern.

1.2 Problem Definition

The consolidation of fine-grained soils is actually rather more complicated than the process
described by Terzaghi. In fact, the settlement a saturated layer of fine soil undergoes in
response to an externally applied load is due to a combination of processes; immediate
compression, primary consolidation, and secondary consolidation. Immediate settlement,
also known as elastic settlement, can be considered to occur almost instantaneously when an
external load is applied. The settlement that occurs due to secondary consolidation (or creep)
is often considered to occur after primary consolidation is complete, but in actual fact, occurs
simultaneously behind the scenes of primary consolidation. The very existence of these
discrepancies between definitions of the onset of secondary consolidation is evidence of the
controversial and still widely perplexing nature of the creep process. Further compounding
the limitations of Terazaghi’'s one-dimensional consolidation theory are the assumptions
upon which this theory is based, some of which are considered more realistic than others.

Despite these limitations, Terzaghi’s one-dimensional consolidation theory is still widely
used to evaluate soil compressibility, and has permeated virtually all aspects of geotechnical
engineering. Whilst other more complex models exist which account for factors such as

secondary consolidation, finite strains, three-dimensional consolidation etc., many
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geotechnical engineers still revert back to Terzaghi’s basic theory due to its inherent
simplicity. Thus, the main objective of this project is to present a critical review of this one-
dimensional theory of consolidation, along with possible refinements that do not severely

compromise the simplicity of the overall model.

1.3 Scope of research

In instances where consolidation is expected to take a prolonged period of time, the

following predictions are often required,;
a) the ultimate settlement of the structure/embankment, and
b) the rate at which the settlement will occur.

The primary objective of this project is to systematically explore all aspects of Terzaghi's

theory that apply to (b), thate at which consolidation settlement occurs.
The scope of this project comprises the following sub-objectives:

i.  Mathematically refine the series solution to Terzaghi’s consolidation equation so
that a variety of non-uniform initial excess pore water pressure distributions can

be investigated without incurring Gibbs phenomenon.

ii.  Study the effect of non-uniform initial excess pore water pressure distributions

on the dissipation of excess pore water pressure during consolidation.

iii. Study the effect of non-uniform initial excess pore water pressure distributions

on the percentage consolidation of a soil layer during consolidation.

iv.  Critically analyse the effectiveness of popular curve-fitting techniques in
accurately predicting the coefficient of consolidation using data obtained from

different soil types.

v.  Modify current curve-fitting methods that fit experimental data to theory to
predict consolidation properties so that they can account for a variety of non-

uniform initial excess pore water pressure distributions.

vi.  Carry out laboratory tests to simulate non-uniform initial excess pore water
pressure distributions and verify theoretical findings such as pore pressure

redistribution.




Lovisa PhD Dissertation

Vil. Investigate the effect of time-dependent loading on percentage settlement when

the external load is applied at either a constant rate or at discrete time intervals.

1.4 Thesis overview

Chapter 1 introduces Terzaghi's theory of consolidation in relation to its prevalence within
geotechncial society. It also alludes to the limitations of this theory and how these limitations
might affect the accuracy of any subsequent consolidation predictions made using this

theory. Finally, a brief overview of the thesis is presented in this section.

In Chapter 2, Terzaghi's fundamental one-dimensional consolidation equation is derived
from first principles, with separate solutions provided for one- and two-way drainage cases.
The drawbacks associated with current techniques for solving the series coefficients are
discussed, and an alternative method has been proposed to negate these shortcomings. This
proposed method was developed with the potential to cater for any initial condition (i.e.
initial excess pore water pressure distribution), not just the uniform case commonly assumed
in consolidation analyses.

In Chapter 3, the solution procedure developed in Chapter 2 is used to investigate the effects
of various non-uniform initial excess pore water pressure distributions on the consolidation
behaviour of singly and doubly draining layers. Here, the consolidation behaviour is
investigated in terms of excess pore pressure dissipation, degree of consolidation, and
average degree of consolidation or percentage settlement. Using these results, the relevance
of current time factor notation has also been assessed, with reference to the term maximum
drainage path length. Finally, simple adjustment factors have been derived that can adjust the
widely available average degree of consolidation values for a uniform case of initial excess
pore pressure to account for a variety of non-uniform initial pore water pressure

distributions.

The parameter, coefficient of consolidation, is discussed in relation to average degree of
consolidation in Chapter 4. Popular curve-fitting techniques that fit experimental data to the
theoretical average degree of consolidation curve in order to back-calculate consolidation
parameters are critically reviewed using copious experimental data. A new oedometer
apparatus is also discussed, where the effect of skin friction is incorporated into the initial
excess pore water pressure distribution. Conclusions derived from this research are also
experimentally verified using a tall oedometer. Finally, popular curve-fitting techniques
(Taylor’'s square-root of time method, and Casagrande’s logarithm-time method) are
modified so that they can be applied to any set of settlement-time data, regardless of the

initial excess pore water pressure distribution.
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Results gathered in Chapter 3 regarding the dissipation of excess pore water pressure are
experimentally verified in Chapter 5 by recreating a non-uniform initial excess pore water
pressure distribution within a laboratory setting. This non-uniform initial excess pore water
pressure distribution is also used to generate data that can be subsequently analysed using the

modified curve-fitting techniques proposed in Chapter 4.

In Chapter 6, the effects of time-dependent loading on the consolidation behaviour of a soil
layer are investigated. Two forms of time-dependent loading are studied; a constant rate or
ramp loading, and a discretised loading approach. Results gathered from this study are also

experimentally verified within this chapter.

Chapter 7 presents the summary and conclusions of this research, along with

recommendations for future avenues of research.
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Chapter 2. Analytical solution

2.1 General

A soil can be reduced to the following components; a skeleton of solid grains enclosing
voids which may be filled with gas, with liquid, or with a combination of gas and liquid. If a
stress is then externally applied to the soil in such a way that its volume is decreased, there
are three factors to which this decrease may be attributed; a compression of the skeleton, a
compression of water and air within the voids, and an escape of water and air from the voids.
It is reasonable to assume that the soil grains and pore water are relatively incompressible.
As a result, it follows that if the soil mass is completely saturated, any volume change can be
attributed entirely to the escape of pore water from the voids.

Karl Terzaghi’s most significant contribution to geotechnical engineering was his theory of
consolidation (Terzaghi 1925), which properly identified and quantified the underlying
physical processes associated with a saturated soil undergoing a volume change due to an
externally applied load. During this time, Terzaghi identified the principle of effective stress,

which provided the basis for understanding the process of consolidation.

2.2 Terzaghi’'s consolidation equation

The consolidation process begins when the placement of a fill or some other load generates

an increase in the vertical total stres8,) within the soil. Initially, the load is carried

entirely by the pore water, which produces a net increase in the pore water pressure within
the soil (which was previously operating under hydrostatic conditions). This increase in pore

water pressure, termed excess pore water presayras generally assumed to equal the

total applied stress, such that= Ag, . Thus, the vertical effective stresg'() immediately

after loading is unchanged from its initial value'(;). The excess pore water pressure

generates a localised increase in the total head, which subsequently induces a hydraulic
gradient. As a result, some of the pore water begins to flow and the excess pore water

pressure begins to dissipate, whilst the vertical effective stress simultaneously increases.

In addition to computing the magnitude of settlement that a consolidating soil layer will
undergo, an estimate is also required of e at which the settlement occurs. When
dealing with coarse-grained soils with inherently large values of permeability, it can often be
assumed that the majority of settlement takes place approximately instantaneously. However,

when dealing with fine-grained soils (which may be characterised by values of permeability
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of the order 18 m/s), the time required for the final settlement to mature can take months, or

even years (Lancellotta 2009).

The theory developed by Terzaghi to describe the transient coupled phenomenon of
consolidation is reliant upon the assumptions listed in Table 2.1, some of which are more

realistic than others.

Table 2.1 —Assumptions applicable to Terzaghi’'s consolidation theory

Assumption Justification

1) The soil is fully saturated and
homogenous. Do not vary in any important degree from actual

2) Both the water and soil particles are conditions.

incompressible.

3) Darcy’s law of water flow applies. Completely valid.

One-dimensional conditions can be closely
4) The change in volume is one- realised in laboratory tests. Select loading
dimensional and in the vertical directiorscenarios in the field can facilitate predominantly
(i.e. the direction of applied pressure). one-dimensional consolidation (elaborated upon

later).

5) The coefficient of permeabilityk()  Constant values for soil properties with depth can

in the vertical direction remains generally be assumed. In other cases, an
constant. ‘equivalent’ property may be required.
6) Deformations are infinitesimal. Valid as long as strains are small in magnitude.

A greatly idealised assumption which has limited

7) The change in volume directly validity. However, a more correct relationship can
corresponds to the change in void ratioseverely complicate the analysis, which negates
(€) such thatde/do’, remains one of the primary goals of this study; to maintain
constant. the simplicity of Terzaghi’s one-dimensional

consolidation theory.

8) Immediately after loading, the excesghls assumption is only applicable in cases where

. ... the loaded area is extensive (i.e. the area over
pore water pressurel() is constant with

depth and equal to the applied pressurt\eNhICh the applied pressure actsrischgreater

than the thickness of the soil layer). In many
(po,).

cases, this assumption is invalid.
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2.2.1. Derivation

An analytical procedure for computing the rate of consolidation can thus be developed by
revisiting the physical process of excess pore water dissipation and applying the assumptions
shown in Table 2.1. First, consider the discharge velocity at the center of the soil element of

thicknessdz (and side lengthgly and dz) shown in Figure 2.1. This discharge velocity
has components, , v, , andv, in the x-, y - and z-directions, respectively. At the center

of the element, the rate of flow in the-direction is ydydz, wheredydz is the area of the

element perpendicular to the-direction.

z l it : E\l
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Figure 2.1 —Components of discharge velocity at six faces of a soil element
If dv, /dx is the rate of change of, in the x-direction, and( dy, / dX)(dx/2) is the total
change inv, between the center and a face of the soil element, the rate of flow k+the

directioninto the soil elementd, ;,) can be given by:

ov, dx
=l v, +—>="|dydz (2.1)
qx,m ( X GX 2} y

Similarly, the rate of flow in thex-directionout of the soil element, ) is:

ov, dx
=[ v, - % Plgydz (2.2)
qx,out ( X 6X 2} y

Using Egs. (2.1) and (2.2), the net flow into or out of the soil element i tb@ection

(g,) can then be calculated as:
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q, = OV, dxdydz (2.3)
0x

This procedure can be repeated to determjpend g, both into and out of the soil element

in the y - and z -directions, respectively. Finally, the net volume of water flowing per unit

of time (t) into or out of the soil element can be calculated as follows:

0
q= aVX +l+% dxdydz (2.4)
ox oy oz

where ( is essentially the change in volume of water in the soil element per unit of time.

The continuity equation shown in Eq. (2.4) can be reduced further when only one-

dimensional flow is considered, as per Assumption 4 to give:

q= v, dxdydz (2.5)
0z

By introducing the porosity I{), the volume of water in the element can be defined as
rdxdydz Thus, the net change in volume of water in the soil element per unit time can also

be given by:

0
—_ (2.6)
q 3 ( rdxdydz

where the negative sign allows any reduction in volume to be viewed as positive. Eq. (2.6)

can be also be rewritten in terms of void ra#®) (ising the known relationship between

0 e
= || = 2.7
q 5 ((1+J dxdydzJ (2.7)

Egs. (2.5) and (2.7) can be equated to give the continuity equation, where flow takes place in

and € so that:

the vertical direction only:

oV, dxdydz= 9 (ij dxdydz (2.8)
0z ot\\1+e

Darcy’s law (Assumption 3) can be expressed in terms of excess pore water pressure:

_k, ou
Y. 0Z

V. = (2.9)

z

where k, = coefficient of permeability in the vertical direction which is assumed to be

constant over the entire depth of the soil layer (as per Assumptign, 53, the unit weight
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of water, z = depth (measured downward from the surface of the soil layer)uandhe
excess pore water pressure. Substituting Eq. (2.9) into (2.8) gives:

2
ﬁa—l: dxdydz= 9 (ij dxdydz (2.10)
0z ot\\1+e

w
Assuming that changes in void ratio during consolidation are small (as per Assumption 6),

(1+e) can be approximated bylte,), where g, is the initial void ratio of the soil
element. This assumption considerably simplifies Eq. (2.10fd=rdyd?/(1+e€,), which is

the constant volume of solids, effectively remains independent of time. Thus, Eq. (2.10) can
be simplified to give:

2
Y 0Z ot l+e
or
k,d%u_ 1 de 2.12)

v, 022 l+edt

The relationship between the coefficient of volume compressibitity)( void ratio and

vertical effective stress can then be applied to Eq. (2.12) to give:

2 '
LA (2.13)
Y. 0Z° ot
where
—_o% 1 (2.14)
oo', 1+e

and 0e/d0', remains constant (as per Assumption 7). Any increase in vertical effective

stress results in a simultaneous decrease in excess pore water pressure. This can be written

as:

aU'V _ _aU (2.15)

ot ot

Eg. (2.15) can then be substituted into Eq. (2.13) to give the basic differential equation of
consolidation:

ou _ k, 0%

* o (2.16)

By introducing the coefficient of consolidation,(, which can be defined as
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C, = kV (2.17)
m,Vw
Eq. (2.16) becomes
ou__ o (2.18)
ot 'oz°

This equation is the differential equation governing one-dimensional consolidation and the
dissipation of excess pore water pressures, and is noticeably similar to Fick’s law of thermal

diffusion.

2.2.2. Initial and boundary Conditions

The consolidation equation in Eq. (2.18) expresses the dependent variable, excess pore water
pressure (1), as a function of the independent variables, depthdgnd time ¢). In this

partial differential equationu is differentiated once with respect tq and twice with

respect toz . Thus, two boundary conditions are required, which must provide information
about the excess pore water pressure at two specific depths of the clay layer. It is here that
the drainage conditions under which the soil layer consolidates become important, which can
be directly expressed in terms of excess pore water pressure.

In a doubly drained soil stratum, pore water is expelled from the voids and drained out of the
soil upwards and downwards through the top and bottom drainage boundaries. For example,
a clay layer open to atmosphere and underlain by sand would be considered doubly drained.
However, a condition may exist where only one face of the clay layer (top or bottom) allows
pore water drainage. This condition is often referred to as single drainage or one-way
drainage. An impervious boundary can be present in the form of very stiff clay of low
permeability or bedrock, usually located beneath the consolidating layer. All singly drained
analyses conducted throughout this investigation have the impermeable boundary located at

the base of the soil layer.

A freely draining upper boundary exists at the top of the soil profile in the form of ground
level exposed to atmospheric pressure, or at the bottom of a granular soil layer overlain by
other soils. A freely draining boundary condition can also be assumed in cases involving a
contiguous material of comparatively high permeability (e.g. sand seam). Depending upon
the number of freely draining boundaries, the layer is said to be either singly or doubly

drained.
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In summary, the boundary conditions can comprise either one drainage boundary and one
impermeable boundary, or two drainage boundaries. These drainage conditions must be
expressed in terms of excess pore water pressure in order to be applied to Eqg. (2.18). For
example, at a freely draining boundaty= O at this point at all times during consolidation.
Conversely, if an impermeable boundary is present, (i.e. no flow is allowed through this

point), du/dz = 0.

An initial condition in terms oft is also required, and this is most easily gathered from
knowledge of the distribution of excess pore water pressure with depth at the onset of

consolidation {=0). As per Assumption 8, this initial excess pore water pressure

distribution is constant with depth and equal to the applied presAure)(

These initial and boundary conditions are summarised in Table 2.2 in terms of the total

thickness of the soil layeH! .

Table 2.2 —Initial and boundary conditions

Boundary Condition Mathematical
Expression

1) There is complete drainage at the top of the soil layer. u@Ot)=0

2a) There is complete drainage at the base of the soil layer. u(H ,t)=0

Ou(H,t
HD _,
0z

3) The initial excess pore water pressure at the onset of —
S : u(z,0) =Ac
consolidation is equal to the applied pressure. v

2b) The base of the soil layer is impermeable.

2.3 Mathematical solution for the consolidation equation

Terzaghi’'s consolidation equation can be solved if a separable function of two variables (
and t) is adopted as an expression for the excess pore water pressure in Eqg. (2.18). The

solutions for the boundary conditions in Table 2.2 can then be obtained using Fourier series.

An expression folu can be obtained as a product of some functior @nd some function

of t as shown:

u= f(2[g(t) (2.19)
Thus,
ou_ .09 _ ' (2.20)
M=l
and
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0%u  0°*f
0 _0f o p e @21)
- of g (2 [g(t)

Substitution of Egs. (2.20) and (2.21) into Eq. (2.18) gives:
(30d()=c¢ f"(DLg(t) (2.22)

or

190 _f'(@ (2.23)
c, 9g@t) f(2

The left-hand side of Eq. (2.23) is now independent of any changesdnd the right-hand
side is correspondingly independent of any changds ifhus, if Eqg. (2.23) is valid for all

values of z andt, then each side must be a constant which is assigned the variable

Each side of Eq. (2.23) can then be rewritten as:

f'(2+ A f(2)=0 (2.24)
and

g()+Acgt)=0 (2.25)
The solutions to Egs. (2.24) and (2.25) are shown in Egs. (2.26) and (2.27), respectively:

f(2= G sindz)+ C, cos(lz) (2.26)

g(t)= C, exp(c, At) (2.27)

whereC,, C, andC, = arbitrary constants.

Eq. (2.19) then becomes

u=[ G sind z)+ G cosfiz)exp(-c,A%) (2.28)

where C, and C; = arbitrary constants.

It can be seen that boundary condition 1 is satisfi€t} i 0. This leaves

u=[G, sindz)exp(c,At) (2.29)
For a doubly drained layer, applying boundary condition 2a to Eqg. (2.29) yields the

following eigenvalues 4y ):

Aop =5 (2.30)
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which can be substituted back into Eq. (2.29) by means of a Fourier series to give:

© 2
Upp = Z; Aoon sin(':_'—mj ex;{Mj (2.31)

where Uy, = excess pore water pressure for a doubly drained caseAgngd = series

coefficients.

Similarly, for a singly drained layer, applying boundary condition 2b to Eq. (2.29) yields the
following eigenvalues 4 ):

_ @2n-Dn

A
sb 2H

(2.32)

which can be substituted back into Eq. (2.29) by means of a Fourier series to give:

e . (@n-Yrz -¢, (2n-1)* 7t
Ugp = HZ:‘{ A, sm(%j exp{ & v j (2.33)

where Ug, = excess pore water pressure for a doubly drained caseAgnd = series
coefficients.

Introducing the term time factoiT(), which is a dimensionless variable that is a function of
coefficient of consolidationd,), time (t), and total layer thicknessH), Eqgs. (2.31) and
(2.33) become:

Upp = i Ao sin(?nmj exp(— nznzT) (2.34)
Ugp = i Agpp sin(%j ex;{%} (2.35)

In order to determine the series coefficients, the initial condition (boundary condition 3)

must be applied to Egs. (2.34) and (2.35). This boundary conditithQ) = Ao, ) will be

fulfilled if the series coefficients in Egs. (2.34) and (2.35) are determined so that:

Ao, = i Asp sin(?nmj (2.36)
Ao, = i Ao, sin(%} (2.37)

The series coefficients Ay, and Ag,,) are traditionally determined using an

orthogonality relationship. This procedure utilises definite integrals, which have been
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provided in Egs. (2.38) to (2.41) in terms of some iteration of the eigenvalues for each

drainage case.

2H
J' sin(%jsin(gjdz =0 (2.38)
5 2H 2H
Isin{ﬂjsin(n—jdz =0 (2.39)
° H H
[ sinz(Ej =H (2.40)
5 2H
Jsinz(w) _H (2.41)
5 H 2

wherem and n = unequal integers.

If both sides of Eq. (2.36) are multiplied Isyn(r7zz/ 2 H)dz and integrated betweeh and

2H , all terms in the series except tingh term will assume the form of Eq. (2.38) and
disappear. The remainingth term will resemble Eq. (2.40) and will have a definite value.

This can be mathematically carried out as follows:

Ag, = A, sin(%zj

n=1

nz
IAJ Sm(ZH jdz Ason J sin (ZH jdz

j Ao, sm( oH jdz Ay H

1% _(nz
ADD,n - F ’([ Aa-v Sln(mjdz (2.42)
and can be repeated for the singly drained case using Egs. (2.39) and (2.41) to give:

2 " . (2n-D7z
ASD,n =ﬁ~([AJV gn(%)dz (243)

Since Ao, is a constant, the integrals in Eqgs. (2.42) and (2.43) can be evaluated and

substituted back into Eqgs. (2.34) and (2.35) to give the general equations for excess pore
water pressure decay during consolidation if the layer is doubly or singly drained,

respectively.
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n=1 nri
s 0o @b (- -yt
USD_;[(Zn—nnS'”( 2H ﬂe’“{ 4 j (2.45)

2.3.1. Limitations of the traditional solution process

Upp = i{ZAUV (1- (—1)“)sin(?nmﬂ expl- n?7°T) (2.44)

The mathematical series solutions shown in Egs. (2.44) and (2.45) are analytical solutions
that describe the decay of excess pore water pressure within a saturated soil layer subjected
to an initial distribution of excess pore water pressure that is constant within the soil layer,
usually assumed to equal the magnitude of externally applied pressure. However, these
expressions can only be evaluated for a finite number of terms. If a discontinuity is present in
the initial condition, this evaluation using a finite number of terms can introduce problems
associated with Gibbs phenomenon.

This phenomenon refers to the erratic behaviour of the Fourier series of a piecewise
continuously differentiable periodic function at a discontinuity (Carslaw 1930).
Mathematically, Gibbs phenomenon manifests during the approximation of a discontinuous
function by a finite series of continuous sine waves. That is, when the series approximation
attempts to satisfy a discontinuity, the series solution oscillates rapidly about the true value
as the discontinuities are approached, with the series solution over-shooting the correct value
by up to 18% near the discontinuity (Arfken 1970). In this study, a discontinuity essentially
refers to a non-zero value of excess pore water pressure at a drainage boundary. Clearly, if a
uniform or constant value of initial excess pore water pressure is adopted as the initial
condition, two discontinuities will be present in the doubly drained case, and one

discontinuity will be present in the singly drained case.

This can be illustrated by simply evaluating the excess pore water pressurddatising

Egs. (2.44) or (2.45) and plotting this against deph fiormalised by the layer thickness

(H). The series coefficients were calculated using an orthogonality relationship to satisfy
the initial condition. As a result, the excess pore water pressiire @tevaluated using the

series solutiorshouldbe equal to the externally applied pressure (i.e. the initial condition).
However, when this procedure is carried out for the doubly drained case (where a
discontinuity is present at each drainage boundary) using 400 terms, the excess pore water
pressure is not constant with depth, as shown in Figure 2.2. At each drainage boundary (i.e at

z/H =0 and z/H =1), the solution overshoots and undershoots the desired value

(u@z0/Aao, =1).
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Figure 2.2 —Example of Gibbs phenomenon

If the number of terms is doubled, the error of the approximation is reduced in width and

energy, as shown in Figure 2.3.

0 T T 7 T T T
9
0.2F 0
0.95
0.4F
z/H
1
0.6F 09 0.95 1 1.05 1.1
0.8 — 400 terms
) —— 800 terms
] 2 I il a Il
0 0.2 0.4 0.6 0.8 1 1.2 1.4
u(z,0)/Ac,

Figure 2.3 —Example of Gibbs phenomenon when the number of terms is increased

Increasing the number of terms does not remove this oscillatory effect, but merely moves it

closer to the point of discontinuity. Further increases in the number of terms will not
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eliminate the Gibbs phenomenon, but will simply result in oscillations that converge to a
fixed height. Thus, when an orthogonality relationship is used to evaluate the series

coefficients, it is impossible to eliminate errors associated with Gibbs phenomenon.

2.3.2. Proposed method

Using a novel method comprised of collocation coupled with select truncation, it is possible
to develop an approximation to describe the decay of excess pore water pressure with time
without incurring any degree of Gibbs phenomenon. Egs. (2.36) and (2.37) were previously
evaluated using an orthogonality relationship to solve for the series coefficients (Taylor
1948, Holtz and Kovacs 1981). However, a more efficient evaluation procedure consists of a
pseudo-spectral or collocation approach, where the series is truncatedll &ftens and
forced to satisfy the general solutionMt (= N) collocation points. In practice, a value of

M greater tharN can be selected, which then reduces the collocation to discrete least
squares. Values oM chosen in the rang2N to 3N work well, in practice. All analyses

in this investigation were conducted usifg = 2N . The collocation procedure was
implemented in the program MATLAB, which is capable of complex matrix manipulations,

thereby making it an ideal tool for this analysis.

If used to determine the series coefficients, a collocation approach would still result in a
series approximation with Gibbs phenomenon occurring at the discontinuities. However, this
can be avoided by introducing an extra step into the procedure, and herein lies the novelty of
the proposed method. When a discontinuity is present, the collocation approach is modified
by removing collocation points from the immediate vicinity of the discontinuity. In the
doubly drained example used previously, the initial excess pore water pressure distribution
contained two discontinuities; one at the surface of the soil layer(), and one at the base
(z=H). Instead of choosingM collocation points from(0,H) and conducting the
subsequent analysis, the points are selected from the int@y&él — J) instead, where)

and 0 are small non-zero increments. In effect, the position vector is marginally truncated at

the points of discontinuity byA and 0. The steps taken to implement this process in the

program MATLAB are outlined as follows.

First, a position vector is specified which encompasses the truncated thi¢Rnéss- J)
of the soil layer being considered:

Li(H-1-0)

z=A
M +1

(2.46)
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wherei = 1...,M . Using the position vector in Eq. (2.46), Egs. (2.36) and (2.37) can be

simplified and represented as:

0

Acg, =Y Au(z) (2.47)

n=1
where u; (z )=sin(A;z) , A are the series coefficients}, are the eigenvalues, and

i=1...,N. Eq. (2.47) can be easily presented for either a doubly or singly drained case by

using the appropriate eigenvalues and series coefficients. The series coefficients can then be

determined by solving Eq. (2.47) after multiplication by transpose of the coefficient matrix:

u'g=u'ua (2.48)
where [U]ij =U,(z); [ﬁ]I =Ao,; and [5\]u = A,. The corresponding vector of series

coefficients can then be used to calculate the decay of excess pore water with time at any
depth within the soil layer using Egs. (2.34) and (2.35).

When the boundaries where a discontinuity occurred were truncated by 0.5% (i.e.
A =06 = 0005H ), virtually all oscillatory effects of Gibbs phenomenon were eliminated, as

demonstrated in Figure 2.4. The solution tat 0 now equals the desired value (i.e.

u(z,0)=Ag,).

0
95
0.2 -O -
0.4 1
z/H
1
0.6F 0.95 1 1.05 .
0.8F L
1 a a n - ﬁ Il
0 0.2 0.4 0.6 0.8 1 1.2 1.4

u(z,0)/Ac,
Figure 2.4 —Collocation and truncation example
The accuracy of the series approximation developed uMingcollocation points can be

checked by evaluating the seriesTaE 0 and comparing this with the initial excess pore
18
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water pressure with depth of the soil layer. To ensure confidence in results based on
allocation of M and N number of points, the following root mean square (RMS) error was

calculated:

H-3

| ( (20)-Y, M(z@} dz
g2 =2 = (2.49)

m
Idz
0

When 400 terms was used(= 400), the RMS error was of the order “lOWhen the

number of terms was increased & =800, the error correspondingly decreased to the

order of 10". Simulations took approximately two seconds to complete.

2.4 Assumption 8 — Initial excess pore water pressure
distribution

Despite evidence to the contrary, many geotechnical analyses that utilise Terzaghi's
consolidation theory still adopt a uniform initial excess pore water pressure distribution

within the soil layer in response to an externally applied load. The assumption of a uniform

initial excess pore water pressure distribution, herein teumatistribution, is only valid for

certain cases where an extensive loaded area is applied to a comparatively thin layer of clay.
Here, the axial stress distribution can be assumed as constant throughout the thickness of the

clay layer (Jumikis 1962). If the consolidating layer is comparatively thick with respect to

the width of the loaded area, the-distribution can be expected to decrease with depth.

In cases such as hydraulically placed fills, where self-weight consolidation takes place, a

linearly increasingu, -distribution can occur, where the pressure increases directly in
proportion with depth, usually according 0z, where y is the unit weight of the slurry.
Thus, a lineam, -distribution of the form(y — y,,)z can be anticipated when considering
the placement of hydraulic fill or slurry. Linearly increasing/decreasindistributions can

also occur as a result of the sudden lowering of a groundwater table beneath a saturated
stratum (Lambe and Whitman 1969).

Other more obscurey, -distributions can exist, as acknowledged by Taylor (1962), who

suggested that two or more of the traditionally accepiedlistributions be combined to

approximate actual distributions, an example of which is shown in Figure 2.5. Chu and Wan

(2005) suggested a method for estimating the average degree of consolidation based on the
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pore water pressure distribution, and presented two case studies where pore water pressure
dissipation was measured prior to and during vacuum preloading. Soil | consists of a 6 m
very soft clay slurry which overlies Soil Il, a 16 m soft silty clay. Pore water pressure
transducers were used to evaluate thalistribution shown in Figure 2.5, prior to vacuum

loading. Here, excess pore water pressures were present as the subsoil was still undergoing

consolidation.

0.1F
Soil I

0.3F

Soil I
04F

z/H o5}

0.6fF

0.7F

0.8F

09F

0 0.2 0.4 0.6 0.8 1

u/u.
i i,max

Figure 2.5- Example of non-lineaw-distribution

A constant or linear distribution of excess pore pressure is commonly adopted in most
consolidation analyses. Janbu et al. (1956) analysed the average consolidation behaviour of a
consolidating soil layer with a freely draining upper surface and impermeable base, for
linearly increasing and decreasing initial excess pore pressure distributions. The assumption
of uniform initial excess pore pressure was adopted by Mesri (1973) for calculations
involving the settlement of a consolidating layer separated from freely draining upper and
lower surfaces by incompressible layers of finite permeability. Kim et al. (2007) investigated
the spatial distribution of excess pore-water pressure induced by piezocone penetration into
over-consolidated clays. Simple equations for estimating the consolidation coefficient and
final settlement based on any type of linear loading with one-way or two-way drainage have
also been proposed by Singh (2008).

A summary of possibleay; -distributions is shown in Table 2.3, which encompass a wide

range of loading scenarios, all of which have been considered in this investigation.
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Table 2.3 —Possibleu;-distributions

Case u, -distribution Loading scenario

A uniform distribution ofu; can be expected in situatic

where thin layers of clay are subjected to extensive Ic
areas, such as foundations, mats etc. (etgndarc

oedometer tests)

A linearly increasingy-distribution can occur due to self-
weight of the soil, or any instance whereaterials
suspended in a liquid (e.g. hydraulic fills, sludge dep

etc.)

For thicker layers of clay and finite loaded areas, a lin
decreasingu-distribution can be used to approximate
decrease in vertical stresselat occur according
Boussinesq's pressure equations. Although this
I ~ : , :
approaching a two- or three-dimensional problem, one-

dimensional consolidation analysis can still be use

determine the conservative case (i.e.2dnalysis will tel

the user the slowest possible rate of consolidation).

A trapezoidalu-distribution (with maximum pressure
the top of the clay layer) can be expected in cases

foundation loads are applied to clay layers interspe

with other layers of approximatel infinite or zerc
permeability (i.e. can be treated as drainage bound:
Here, the axial pressure from the foundation loa

distributed on each layer approximately trapezoidally.

A trapezoidalui-distribution (with maximum pressure
the base of the clay layer) is possible when theveeifht
of the soil (Case Il) is added to the trapezoidal distribi

resulting from a structurally imposed load (Case V).

Sinusoidal and half-sinusoidali-distributions can b
expected when sognunknown degree of consolidation
taken place over some unknown timeframe. Here
Vi ‘initial’ distribution is taken to be sinusoidal or half-
sinusoidal depending upon the existing drair

configuration.
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Incorporation of non-uniform u; into proposed method

The collocation procedure used to evaluate the series coefficients was generalized in terms of

the u, -distribution, which is a function of deptlz §, now that non-unifornu, -distributions

are being considered. Eqg. (2.47) can be rewritten to incorporateuthistribution as

follows:

d2)=2 Au(z) (2.50)
n=1
where g is used to represent the-distribution. The efficacy of this collocation method is
evident upon further examination of Eq. (2.50) — thedistribution can either be evaluated

at each point within the position vector using a known function, oufheistribution can be

an array of points gathered from field data, and not necessarily a function at all. Either form

of input will produce a realistic output of excess pore water pressure decay, unique to the

relevantu, -distribution.

The generalised procedure used to assess the consolidation behaviour due to each of the
distributions shown in Table 2.3 is outlined in Figure 2.6, for a doubly drained layer. A
similar procedure was followed for the singly drained cases. The collocation method outlined

previously was used to solve for the series coefficients. In cases where a discontinuity was

present in theu, -distribution, the collocation points were truncated by a specific value (

for the upper boundary amd for the lower), usually less than 0.5% Hif, to avoid Gibbs

phenomena.

Values of A and J less than 0.5% oH , with N =1000 to 1500 terms were found to be
suitable for this analysis, and generated a corresponding RMS error of the ofder108?

in the truncated region. All oscillatory behaviour characteristic of Gibbs phenomena was
removed, including any overshoot. When no discontinuities were prése0 terms was

generally sufficient to achieve the same accuracy.
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1. Define the position vector over the
depth of the soil layer

z. =' : I:H
LM +1)

where i=1.0

¥

2. Express the initial condition in terms
of the position vector

g(z)= Y Au (z)

3. Solve the initial condition through multiplication
by transpose of the coefficient matrix

vlg=UTtE where [g], =g(z.)
U] =u;(z)
[@], =4,

¥

4, Check: Evaluate the series approximation using
M collocation points at I =0 and compare with
the initial condition.

Is Gibbs phenomenon anissue?

NO YES

5. Continue analysis as appropriate

5. Re-define the position vector by
removing collocation points from the
immediate vicinity of the discontinuity

AL HH-A-0)

= where i=1_ M
M=l

Figure 2.6 -MATLAB solution procedure

2.5 Summary

Using the solution process outlined in Figure 2.6, the consolidation behaviour in terms of
both degree of consolidation isochrones and average degree of consolidation curves can be
theoretically determined for a soil layer subjected to any number of non-uniform initial

excess pore water pressure distributions. The results that were gathered after conducting

these simulations are explained in further detail in Chapter 3.
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Chapter 3. Quantifying consolidation behaviour

3.1 General
The consolidation behaviour of a soil stratum subjected to @nglistribution can be

quantified using degree of consolidatiod (), direct pore water pressure decdy,), or

average degree of consolidatiotJ . Both U, and P, locally define the rate of
consolidation (i.e. are dependent upon depth and time), which explains the inclusion of the

subscript 2'. However,U is aglobal measure of the process (i.e. a function of time only)

and can be shown to directly equal the percentage consolidation settlement.

3.2 Local measures of the rate of consolidation

The distribution of excess pore water pressure within a soil layer at any given time after
consolidation has commenced can be represented by a line known as an isochrone. In one-
dimensional consolidation, the excess pore water pressures vary with depth and time only —
they do not vary over the cross-section of the loaded area. Each isochrone is essentially a
graph of excess pore water pressure against depth at a fixed time. These isochrones are
usually represented using normalised dehH ) and the dimensionless time factdr X

which can be described as follows:

— CVt

TH2

(3.1)

By providing a series of isochrones, the gradual decay of excess pore pressure and
corresponding progression of degree of consolidation can be graphically depicted. As

outlined in Section 2.3, the time factor values defined by Eq. (3.1) are dependent upon layer

thickness and not drainage path length, which is contrary to traditionabtation. As a

result, any references tb within this dissertation will be % of the standard valued of
when dealing with a doubly drained layer.

3.2.1. Degree of consolidation isochrones

The degree of consolidatiodl, is a measure of the degree to which consolidation has

progressed at any depth within a consolidating soil stratum. The degree of consolidation can

be expressed as

(3.2)

z

u,=2"°
&~
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where g, = void ratio at the instant the external load is applied, @ne void ratio when

the excess pore water pressure becomes zero. Since a linear relationship between void ratio
and effective vertical stress is assumed (as per Assumption 7), the degree of consolidation

defined by Eq. (3.2) is equal to the degree of excess pore water pressure dissipation. Thus,

— ,t
= Lfl(Z)q(ZU)(z ) (33)
or
_q_ Uzt
u,=1-—""
2 e (3.4)

Values ofU, range from 0, indicating no consolidation has taken place, to 1 where the soil

has completed consolidation under the applied load, which is technically only possible at

=0,

3.2.2. Excess pore water pressure isochrones

The isochrones produced by Eq. (3.4) do not adequately represent the pore pressure
dissipation process when the initial excess pore pressure distribution is also a function of
depth, as information is ‘lost’ during normalisation, where the denoming(@) varies

with z. Thus, a supplementary expression is proposed in order to capture all information
regarding excess pore pressure dissipation and consolidation progress:
u(z,t)
P, = (3.5)

ui max

Here, P, = normalised excess pore pressure varying within the range of 0 to 0, and

maximum value obtained from the initial excess pore pressure distribution due to the applied

load.

Whilst the expressions in Egs. (3.4) and (3.5) appear similar, it is important to note that the

denominator in each has a significant influence upon the overall shape of isochrones when
considering any non-unifornu, -distribution. In Eq. (3.5), the denominator is essentially a

constant, and the resulting isochrones directly depict the decay of excess pore water pressure.

However, in Eqg. (3.4) both the numerator and denominator are functions of depth, when
considering non-uniformy, -distributions. As a resultf?, andU, isochrones can take quite

different shapes.
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3.2.3. Doubly drained soil layer

For a case of uniform initial excess pore water pressure, the excess pore water prepsure (

and degree of consolidatiott)(,) isochrones depicting the progression of consolidation for

T = 0.025, 0.05,... 0.25 (i.e. time factor intervals of 0.025) are shown in Figure 3.1.

T=0

0.2 0.025

0.4+
z/H

0.6

0.8F

0 0.2 0.4 0.6 0.8 1

0.4+
z/H

0.67

0.8

z

Figure 3.1- Isochrones for a uniform-distribution with two-way drainage

In this case, the degree of consolidation isochrones are simply a mirror image of the excess

pore water pressure isochrones since the initial excess pore water pressure distribution is
constant with depth. However, as shown in Figures 3.2 and 3.3, when-thstribution is

linear, the P,-isochrones provide information regarding the skewed dissipation of excess
pore pressure which is not clearly evident in the accompanyingsochrones. In these
figures, theu, -distribution is indicated by the green line. Thus, in the case of non-uniform

U; -distributions, the term degree of consolidation is of little use. It simply states the

percentage of initial pore pressure that has dissipated — a greater degree of consolidation
does not always indicate higher pore water pressures. Therefore, it is more suitable to present

U, -isochrones in conjunction witR,-isochrones for a comprehensive understanding of the

pore pressure dissipation process.
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Figure 3.3— Isochrones for a linearly decreasipglistribution with two-way drainage
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In reality, the consolidation behaviour of a soil layer will not always be analysed after

immediate application of the design load. If analysis takes place after some unknown time

has elapsed, the ‘newy; -distribution will be sinusoidal (if the layer is doubly drained) and
consolidation analysis would take place accordingly. Interestingly, Bhésochrones
generated by a sinusoidal -distribution are independent of depth, as shown in Figure 3.4.
However, this is obvious upon re-examination of Eq. (3.4) — the sinusoidal component of the
series solution in the numerator cancels with the sinusoidal component o€ the

distribution, which is contained in the denominator. The remaining expression is a function

of time only.

0.2¢
0.025
041
2/H 0.05
0.6
08¢ 1
.25
l L i i
0 0.2 0.4 0.6 0.8 1

U

z
Figure 3.4 —Isochrones for a sinusoidatdistribution with two-way drainage

The symmetrical triangular initial distribution highlighted in Figure 3.5 produces
consolidation isochrones that indicate that consolidation proceeds fastest at the centre of the
soil stratum. Although unclear near the top and bottom boundaries in Figure 3.5, the
consolidation isochrones do comply with the initial boundary conditions that specify two
drainage boundaries — each isochrone tends to 100% consolidation exactly at the top and
bottom of the stratum. This immediate tendency toward 100% consolidation is observed in

every case where the initial excess pore pressure is zero at a drainage boundary.
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Figure 3.5 —Isochrones for a triangulardistribution with two-way drainage
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Figure 3.6 —Isochrones for linearly increasimgdistributions with two-way drainage, where the
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This trend is further highlighted by results in Figure 3.6, where degree of consolidation
isochrones are provided for three linearly increasing cases of initial excess pore water
pressure. The linear distributions are adjusted to approach an origin boundary at the top of
the soil stratum. Figure 3.6(a) shows a linearly increasing pore pressure distribution based on
an initial normalised pore pressure value of 0.2 zdtH =0. whilst Figure 3.6(b)
demonstrates the skewed isochrones that result from a reduction in this value to 0.01. Based
on Figure 3.6(b), it can be concluded that the isochrones in (c) each tend toward 100%
consolidation exactly at the top stratum boundary.

The consolidation behaviour of soils is commonly analysed based upon symmetric initial
excess pore pressure distributions, where the added advantage lies in the ability to analyse in
terms of single or doubly drained strata, using the same graphs. However, the practical
relevance of consolidation analysis in terms of asymmetrical excess pore pressure

distributions must be considered.

The vertical stress increase beneath a loaded area generally peaks at some depth
comparatively close to the soil surface, and subsequently decays with depth (Ranjan and Rao

1991). As a result, the excess pore pressure distribution with depth would resemble the shape
shown in Case lll, Table 2.3. This non-unifotn-distribution can be approximated using
the following function, where the maximum initial pore water pressure of a unit value is
forced to occur at the normalised depthfH = 0.2. The variation ofu, with depth is
given by:

u (Z2)=10%*z%%1-2z)" (3.6)
where Z=1z/H . The majority of excess pore water pressure is concentrated within a
relatively narrow region fromz/H = 0.1 to 0.4. The spread or skewness of this region is
controlled by increasing/decreasing the varidble a larger value ob will produce a more

concentrated peak region in thie-distribution.

The pore pressure and degree of consolidation isochronedfediatribution whereb = 2

are shown in Figure 3.7. Interestingly, a redistribution of excess pore pressure occurs toward
the region of minimal initial excess pore pressure, which is a direct result of the concentrated

nature of the initial excess pore pressures toward the surface drainage boundary. This
phenomenon is briefly mentioned in Taylor (1962) for a decreasing linedrstribution

with an impermeable base layer — during the initial stages of consolidation, downward flow
results in a transient increase in excess pore pressure near the impermeable base of the
stratum. This increase was shown to gradually decay as the pore water eventually drains
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through the top of the layer. However, the results in Figure 3.7 for bottom-skewed initial
pore pressure distributions within a doubly drained layer demonstrate the prevalence of pore
pressure redistribution for the majority of the consolidation process. This can introduce
difficulties when it comes to analyzing the consolidation progress in terms of degree of

consolidation.

As evidenced by Eqg. (3.4), the degree of consolidation relationship is dependent upon a
fundamental assumption that the initial excess pore pressure will always be greater than the
corresponding pore pressure isochrones — a negative degree of consolidation is simply not
feasible. As a result, the highlighted region shown inthe- z/ H plot in Figure 3.7 is not
practically relevant, as negative values of degree of consolidation are present below
z/H = 06. This is evident upon examination of thé,-isochrone forT = 0025 in

Figure 3.7 which ‘becomes’ negative at values ofH > 0.6. This highlighted area

therefore directly indicates the region within the clay layer that undergoes pore pressure

redistribution during consolidation.

041
z/H

0.6F

0.8

0 0.2 0.4 0.6 0.8 !

Figure 3.7 —Isochrones for an asymmettiedistribution with two-way drainage, whelpe= 2
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When the degree of spread is decreasedlgi.&s increased from 2 to 12), the phenomenon
of pore pressure redistribution is observed at both the surface and base drainage boundaries,
as shown in Figure 3.8. This greatly reduces the valid region otJthe z/H plot, as

highlighted.

It can thus be concluded that pore pressure redistribution is likely to occur in cases where the
U; -distribution contains a concentrated region of excess pore water pressure, with minimal

pressures located elsewhere in the consolidating layer. Overall, the results indicate that the
term degree of consolidation alone is inadequate in fully describing the consolidation

process. Thus, for a complete description of consolidation behaviour, it is suggested that
degree of consolidation isochrones be viewed in conjunction with pore pressure isochrones,

both of which take quite different shapes.

z/H
0.6

0 0.2 0.4 0.6 0.8 1
UZ
Figure 3.8 —Isochrones for an asymmettiedistribution with two-way drainage, whebe= 12

3.2.4. Singly drained soil layer

The U, -distributions examined in Figures 3.1 to 3.4 were also studied for a singly drained

soil layer, where the impermeable boundary was located at the base of the soil layer. For a
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case of uniform initial excess pore water pressure, the excess pore water prégsarel (

degree of consolidatiorl,) isochrones depicting the progression of consolidationTfor

0.1, 0.2,... 1.0 (i.e. at time factor intervals of 0.1) are shown in Figure 3.9. Again, the degree
of consolidation isochrones are simply a mirror image of the excess pore water pressure

isochrones since the initial excess pore water pressure distribution is constant with depth.

As with the doubly drained studies, little research has been conducted on the effect of non-

uniform U, -distributions on the consolidation behaviour of a singly drained soil layer. Singh

and Swamee (2008) analysed linearly increasing and decre@sidigtributions to develop

approximate simple invertible equations for consolidation curves in singly drained cases.
Janbu et al. (1956) also analysed the average degree of consolidation of a consolidating soil

layer with a freely drained upper surface and impermeable base, for linearly increasing and

decreasingl, -distributions.

0 0.2 0.4 0.6 0.8 1
U

Figure 3.9 —Isochrones for a uniform-distribution with one-way drainage

For a soil layer subjected to a linearly increasigdistribution, the expected decay of

excess pore water pressure and corresponding degree of consolidation is shown in Figure
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3.10. No pore pressure redistribution is expected to take place during consolidation for this

case, as the maximum initial excess pore pressure is greatest at the impermeable boundary.

0
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P
z
0 . ’
1
0.2
0.4+
z/H 0.2

0.6
0.8+

I I ' i

0 -2 0.4 0.6 0.8 1

U

Z
Figure 3.10- Isochrones for a linearly increasiggdistribution with one-way drainage
However, when a linearlglecreasingu; -distribution is instead analysed, where minimal

initial pressures are located at the impermeable boundary, pore pressure redistribution
occurs, which is evident in Figure 3.11. Additional isochrones have been included
(highlighted in blue) for time factors of 0.02 and 0.06, since the initial stages of
consolidation are critical when considering excess pore pressure redistribution. Again, due to
this redistribution of pore pressure, it is only meaningful to view the upper half of the soil

layer in terms of degree of consolidation.

Similarly, for a sinusoidal; -distribution, where minimal excess pore pressures exist near
the impermeable boundary, pore pressure redistribution again occurs as demonstrated in
Figure 3.12. However, in comparison with the linearly increasinglistribution, a larger

portion of the soil layer (approximately 80%) can be viewed in terms of degree of

consolidation isochrones when thie-distribution is sinusoidal.
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Figure 3.11 —Isochrones for a linearly decreasinglistribution with one-way drainage

0

027

0.4
z/H

0.67

0.8r

0.1

0.6

0.8

0.4

0.6

U

z

0.8

Figure 3.12— Isochrones for a sinusoidatdistribution with one-way drainage
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Although the consolidation behaviour of a doubly drained layer subjected to asymunetric

distributions has been analysed, it is important to assess the effect of introducing an
impermeable boundary to the system. Since the following distributions contain regions of
concentrated initial excess pore pressure, coupled with the introduced impermeable

boundary, pore pressure redistribution can be expected to take place. The following

equations have been used to describe Wthéistributions in which the maximum initial

excess pore water pressure was forced to occur near th& tep(.2 — Case 1), middleZq

= 0.5 — Case 1), and bottonZ( = 0.8 — Case lll) of the soil layer:

Casd:u (Z)=10%Zz%*1-Z)" (3.7)
Casell :u, (Z)=10""z"(1-2)" (3.8)
Caselll :u )=10"*2"(1-2)%® (3.9)

The maximum initial excess pore pressure was held constant for all cases,Bq that 1.

Furthermore, in each case, the point at which the maximum excess pore pressure occurred
remained constant, so that the effect of varying the degree of spread (contrdii¢c duyld

be investigated.

(©)
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Figure 3.13- Isochrones for skewag distributions with one-way drainage, where the maximum
initial pressure occurs at (&%= 0.2, (b)Z=0.5 and (ck = 0.8 for a spread d&f= 2
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For a large spreadb(= 2), the isochronal decay of excess pore water pressure is shown in

Figure 3.13, when the maximum initial value of pore water pressure is located at different
points within the soil layer. The effect of reducing the spread (i.e. increasing b) is shown in
Figure 3.14. It is clearly evident that pore pressure redistribution is more prevalent in cases

where there is a more concentrated region of initial excess pore water pressure.
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Figure 3.14 —Isochrones for skewag distributions with one-way drainage, where the maximum
initial pressure occurs at (@)= 0.2, (b)Z = 0.5 and (c = 0.8 for a spread &f= 12

3.3 Average degree of consolidation

The consolidation behaviour of a soil layer can also be analysed in terms of a global
measurement of consolidation behaviour known as average degree of consolidation. The
variation in average degree of consolidation with time is the focal point from which most

consolidation properties are deduced.

3.3.1. Derivation

The average consolidatidd represents the consolidation of the stratum as a whole and is

given by the ratio between the consolidation settlement at tiraed the value attained at

the end of the consolidation process)(
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b -s0

S

(4

Terzaghi's settlement expression is reliant upon the fundamental assumption that the average

(3.10)

degree of consolidation, expressed in terms of settlements, is equal to the average degree of
consolidation in terms of excess pore pressures. This assumption stems from the linear void
ratio-vertical effective stress relationship outlined in Assumption 7. A minor elaboration of
this assumption in terms of average degree of consolidation is provided in Terzaghi’'s
Theoretical Soil Mechanicd943), and the majority of geotechnical textbooks subsequently
published simply accept that the average degree of excess pore pressure dissipation is equal
to the degree of settlement (Taylor 1962, Lambe and Whitman 1969, Holtz and Kovacs
1981, Whitlow 1983, Powrie 1997, Lancellotta 2009, Sivakugan and Das 2009).

Therefore, it appears prudent to re-evaluate Terzaghi’'s original assumption that the average
degree of pore pressure dissipation is equivalent to the percentage consolidation settlement
for all distributions of initial excess pore water pressure. This can be done by calculating the
consolidation settlement based on the volume of water exiting the drainage boundaries of the
clay layer and comparing this with the expression proposed by Terzaghi:

[(u - u)az
U :S(— =L (3.11)

~[qdz

0

Traditional method

According to traditional consolidation theory, the final or ultimate settlemgntdue to a
change in effective stresé\g", ) is given by:

s =mH,Ac’, (3.12)
where H, = initial thickness of the clay stratum, amui, = coefficient of volume
compressibility, which describes the volumetric strain per unit stress increase. Consider a
doubly drained layer as shown in Figure 3.15(a). Assuming that, taéstribution is shown

by the continuous line in Figure 3.15(b), the settlement due to the dissipation of the entire

excess pore pressure over an infinitesimal thickndz$ is given by:
ds= [ y(dz (3.19)

Therefore, the final consolidation settlement due to the dissipation of the excess pore

pressure within the entire layer of thickndssis;

38



Lovisa PhD Dissertation

H
5= m [ y(2dz (3.14)
z=0
where the integral component is the area bounded by the initial excess pore pressure
distribution in Figure 3.15(b). After some tinte has occurred, the initial excess pore

pressure will have partially dissipated, and the resulting distribution can be described by
u(zt).

(@) (b) (©)

Drainage layer

Clay

Drainage layer
Figure 3.15 —Traditional settlement method: (a) doubly drained layenid)stribution, and (c) pore
pressure dissipation

Therefore, the settlement that has taken place is simply the total settlement calculated using
Eq. (3.14) minus the consolidation settlement that would occur due to the excess pore

pressure distributionu(z,t). Thus, the expression for settlement at some timguring

consolidation can be written as follows (see Figure 3.15(c)):
H H
(9 [ W ydz [ Uz t)dz} (3.15)
z=0 z=0

For a given initial excess pore pressure distribution due to an applied load, Terzaghi’s
expression for the average degree of consolidatibnifi terms of consolidation settlement

is subsequently represented by:

vﬁj L()zdzhjt(zt)dz} J uz ez
_S(t) _ =1~ £0 (3.16)

L I y(dz [ u(dz

z=0

S;
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which is identical to Eqg. (3.11). This is the expression traditionally used in geotechnical
textbooks for deriving the equation for average degree of consolidation. The above

derivation is valid for any initial excess pore water pressure distribution.

Discharge method

As defined in Chapter 2, the differential equation governing one-dimensional consolidation
and the dissipation of excess pore water pressures is:
2°u _adu
C,—5 =— (3.17)
oz a
where ¢, = coefficient of consolidationu = excess pore water pressuiz,= distance

measured downward from the surface of the consolidating clay laydr anine.

The cumulative discharge of water squeezed out of the doubly drained soil profile at any

time during consolidation is the sum of the mass flux per unit ajéa{ the top drainage

boundary ¢ = 0), and the mass flux per unit area at the bottom drainage bourglariA()
at some timet. Since Terzaghi’'s theory is one-dimensional, the discharge velocity can be
represented as:

ou »
v =-k,—Kk (3.18)
0z
where k is a unit vector pointing vertically downwardk, = permeability of the clay

stratum andd u/ 0z is simply the hydraulic gradient.

Thus, the mass flux per unit area at any ppatttimet is given by:

o(zt)=vIm (3.19)

wherem is the unit normal in the direction of flow.

Hence, the cumulative dischar@@ out of the soil profile at any timé is obtained by

adding the two components at the top and bottom drainage boundaries as:

QY= jQ(O, Hdt+ jQ(H,t)dt (3.20)

Since the normal vectors at=0 andz=H are—k andk respectively, this becomes:

Qt(t)=kv“% - [ &

120 0Z 0z

dt} (3.21)

z=0 t=0
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To determine the total discharge out of the soil, the mass flux per unit area in Eq. (3.21) is

simply evaluated at = c for the top and bottom boundaries.

- | 2

©au
J‘az

Q, = kv[ dt} (3.22)

t=0 z=0 t=0

Therefore, the normalised cumulative dischatdg through the soil at any time,

expressed as the fraction of the cumulative discharge=at is a form of degree of

consolidation that is given by:

t t
| gu dt - jgu dt
7|, 7|,
Uo= e (3.23)
[0 a-[2 ot
t=0 0z z=0 t=0 0z z=H

Upon re-examination of the original governing one-dimensional consolidation equation in
Eq. (3.17), it is possible to definitively prove that the traditional and exact consolidation

expressions are identical.

Eq. (3.23) can be rewritten as:

t z=H
R
+, 07|,
e (3.24)
- [ dt
t=0 0z z=0
After cancelling the negative signs and noting that
z=H H 2
our | U, (3.25)
0z|,., 2,0z
Eq. (3.24) becomes
H t 2
[ ]2 taz
toito 0Z
Ug = 2=0t=0 (3.26)

where the order of integration in the numerator and the denominator were changed so that

the integral with respect to depth is on the outside.

Upon consideration of the governing partial differential equation in Eq. (3.17), the time
derivative can be substituted for the spatial derivative in Eq. (3.26) to give:
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T f*dtdz Tl(zt)lizodz T (IZ)dZ-Tu(Z,O)dz
Up=ibelt = =5 = (3.27)

| I—dtdz [uzt|modz [ oz0)dz [ (z0)dz

z=0t=l 0 z=0 2=0 =0

As t =0, the excess pore water pressure approaches Q(izg») =0). Also, the excess
pore water pressure evaluated at titre O is simply the initial excess pore water pressure

u, (i.e. u(z0) =u,). Thus, Eq. (3.27) can be reduced to:
T
U.=1- TI- (3.28)

This is identical to Terzaghi’'s expression for average degree of consolidation in Eq. (3.16).

3.3.2. Time factor review

For a case of uniform initial excess pore water pressure, the excess pore water pressure
isochrones depicting the progression of consolidation during tim€ for0.1, 0.2,... 1.0 are

shown in Figure 3.16, where the soil layer is either doubly or singly drained.

Dirainage boundeary Dherinragre bomndary

Dirainage boundary Imipermeable boundary

b 0.4
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Figure 3.16 -Excess pore water pressure isochrones for a unitgrdistribution
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As anticipated, the excess pore water pressure decays much more rapidly when the pore
water is allowed to exit through two drainage boundaries. This decay can be viewed in terms

of the overall settlement using the expression for average degree of consolidation as shown
in Figure 3.17, where there is a separate curve for each drainage case.

Figure 3.17 —Average degree of consolidation curves for singly and doubly drained layers

The beauty of the series solution which describes the decay of excess pore water within a
layer subjected to a uniform distribution is that the percentage consolidation behaviour for
each drainage case is identical when adjusted by a constant factor of time — the singly
drained case merely achieves the same settlement four times slower than its doubly drained
counterpart. Since the development of Terzaghi’s consolidation equation, many geotechnical
researchers have taken advantage of this relationship by introducing a variable referred to as

maximum drainage path lengti(;, ) so that the solution for both singly and doubly drained

layers can be represented by a single average degree of consolidation curve which is based

on the following series solution:

[ 4A0, (2n-)n7z - (2n-)°7°T,
"= E[(zn ) ( 2H ﬂeﬂ{ 4 ] 529
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The series solution in Eq. (3.29) is the solution derived for the singly drained case in Chapter
2, where the conventional time factor is calculated using the drainage path length, rather than
layer thickness:

ct

T, =— 3.30
Hdr2 ( )

Then, a thickness a2H is considered for a doubly drained layer, afdis considered for

a singly drained layer so th&t ,, = H for both drainage cases, since the maximum distance

a water molecule must travel in the doubly drained case is half the total thickness.

When considering thed, —Z —T plot (degree of consolidation isochrones), the entire
thickness fromz = 0 to 2H is displayed — for a doubly drained case, the isochrones from 0
to 2H are applicable, but for a singly drained layer, the isochrones are only relevant from 0

to H, as shown in Figure 3.18.

Dirainage benmdarm: Drainage boundary

2H

Impermeable bowndary

Dirainage boundary

zIH

0.2 0.4 (1K) 0.8 1
P,
Figure 3.18 —Excess pore water pressure isochrones for a unifpdistribution using the traditional
expression for time factor (in terms of drainage path length)

The expression for the average degree of consolidation shown in Eq. (3.11) is evaluated the
same way using the series solution in Eq. (3.29) — the limits are restricted to the domains that
correspond to single or double drainage conditions. This results in the following standard

average degree of consolidation plot (Figure 3.19), which is available in many geotechnical
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textbooks. Since the drainage conditions are addressed within the time factor, only one curve

exists for both drainage cases.

However, there is an inherent disadvantage associated with this scaling method - the
variation in rates of consolidation for singly or doubly drained clay strata cannot be truly

compared using Figure 3.19. This is because the traditional expression for time factor is
technically in terms of two variables; time and number of drainage boundaries. As a result,
all analyses within this thesis were conducted using a time factor that is in terms of layer
thickness, and not drainage path length. This would slightly change the method in which the

percentage consolidation of a layer is calculated, which can be illustrated using the following

simple example.

Figure 3.19 —Average degree of consolidation curves for singly and doubly drained layers in terms of
the traditional time factor

Consider the following problem:

A 15 m-thick deposit of Holocene clay exists underneath dredged clay at the Port of
Brisbane. In some areas, this deposit is underlain by a layer of sand, whilst in other areas it
is underlain by stiff, relatively impermeable clay. Assuming a coefficient of consolidation of
0.3 nflyear throughout, the Port wishes to know how the differences in drainage conditions

will affect the percentage consolidation settlement that will occur after 10 years.
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Table 3.1 -Example of traditional consolidation analysis

Coa;iaézgt?on Traditional method Proposed method
Hy =L /2= 3m
Doubly t
drained | Tc = = 2 (0.3)2(10) =0333| -6
H 3 —om
! t _ (0300
c
- = T=—"L=2""=0083
Singly Mo CLt 6m03 0 H* &
drained | T, =——5= © )2(1 ) = 0083
H 6
dr

Then, using the time factors calculated in Table 3.1, the percentage consolidation for each

drainage case can be calculated as follows.

(a) (b)

C

e
|
|
1
|
1
|
L

Conventional T T

Figure 3.20 —Comparing settlements for different drainage configurations using (a) traditional
method, and (b) proposed method

As shown in Figure 3.20(a), it is difficult to compare the average degree of consolidation
using traditional scaling methods. Furthermore, this scaling method is only applicable in
cases where the initial distribution is symmetric about the middle of the clay layer (i.e.
symmetric aboutz = H if the layer is of thicknesH ). That is, Eq. (3.29) can only be
used to assess the consolidation behaviour of a singly drained layer of thitknésthe

mirror image of theu, -distribution is reflected about the horizontal line a8 H and
isochrones are observed from Okb only. Here, every second series coefficient becomes 0

due to the initial symmetry of the excess pore pressure distribution. When considering a

singly drained soil layer, users are simply advised to look only at the regioHQ b is
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important to recognise that this technique is only applicable in situations wherg-the

distribution is symmetrically reflected aboat=H .

For instance, if the consolidation behaviour of a singly drained layer subjected to a
sinusoidalu; -distribution using this reflection method was required, the sinusoidal function
would need to be reflected about the midlir.e=(H ), as shown in Figure 3.21(b) which
provides U ,-isochrones andP, -isochrones using this reflection technique, in comparison

with those determined using the singly drained solution outlined previously. The isochrones

in Figure 3.21(a) are identical to those in Figure 3.21(b) within the regiot0. to

Figure 3.21 —U, andP, isochrones for a singly drained layer subjected to a sinusgidatribution
determined using (a) singly drained solution, and (b) reflection method

3.3.3. Percentage consolidation of non-uniform u;-distributions
New U —T curves can now be generated to compare singly and doubly drained settlements
of a layer of thicknesdH subjected to various uniform and non-unifoumdistributions,

where the effect of drainage conditions can be observed over a continuous period of
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consolidation, as shown in Figures 3.22 to 3.24. If a user were to assess the effects of one- or
two-way drainage for a designated stratum thickness using a time factor in terms of layer
thickness, T is the same for both drainage configurations, and the overall differences in
trends can be directly compared. That is, the differences in average degree of consolidation
as a result of doubly or singly drained conditions can be visually observed over the entire

period of consolidation since twd —T curves are now available.

Using the conventional solitaly —T curve, nographical comparison can be made and the
effect of one or two drainage boundaries on the consolidation settlement can only be
determined for individual values df. In this case, two different time factors would be
required for each drainage case — these values would then be applied to théJsinble
curve to identify the correspondind) values for comparison. If the differences in settlement
were required for the entire period of consolidation, this procedure would become quite
time-consuming as two different time factor values would be required for each different
value of t to determine the corresponding average degree of consolidation for an overall

comparison.

The merits of axis scaling itJ —T curves are dependent upon the region of time over
which the user wishes to analyse the average degree of consolidation. For example, if the

consolidation settlement during the initial stages of construction is requitegl.h—logT
or U —logT curve is often useful to amplify the early stages of consolidation. Many

geotechnical textbooks have presentdd-T curves (using Terzaghi's time factor) with
either no scaling (Taylor 1948, Scott 1963, Sowers 1979, Das 2009, Sivakugan and Das
2010, Coduto et al. 2011), a logarithmic scaling of onlyThexis (Jumikis 1962, Leonards
1962, Berry and Reid 1987, Lancellotta 2009), or have presddted curves in both

forms (Terzaghi 1943, Terzaghi et al. 1998).—T curves for both singly and doubly

drained strata subjected to key non-unifoumdistributions are shown in Figures 3.22 to

3.24.

Although the consolidation process theoretically ends whenoo , in practice the process

is often considered finished whén[C 2 (Lancellotta 2009), which corresponds to 99.42%

of the final consolidation settlement. This applies to both singly and doubly drained systems
sinceT is dependent upon the maximum length of drainage path, and identical valtes of
would correspond to different original stratum thicknesses. However, by observing the
average consolidation in terms ©f, it is possible to specify this end-point for a clay stratum

of constant thickness with either drainage configuration. As shown in Figs 3.22 to 3.24, the
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process of consolidation can be considered finished wher0.5 for two-way drainage, in

comparison withT = 2 for one-way drainage.

During the early stages of consolidation, wherc 0.1, having one or both of the axes in
logarithmic scale enables a more precise definition of the valuEsasfdU . For example,
in Figure 3.22, all six cases appear to fall into two closely spaced single curves when the clay

is doubly drained. These trends can be viewed more precisely using Figures 3.23 and 3.24.
Similarly, for singly drained situations also -distributions (d) and (f) appear to be the
same in Figure 3.22; the differences become more clear in Figs 3.23 and 3.24. During the
later stages, whefl > 0.1, having bothT and U in arithmetic scale (see Figure 3.22)

enables a more precise evaluation of theand T values.

(a) (b) (©)
(d) (€) (f)

T

Figure 3.22 —U-T curves for a singly or doubly drained soil layer subjected to different
distributions
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U

(c)

> h

Figure 3.23 —U-logT curves for a singly or doubly drained soil layer subjected to diffexrent
distributions

(a) (b) (©)

(d) (€)

> h

T

Figure 3.24 - ogU-logT curves for a singly or doubly drained soil layer subjected to different
distributions
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Comparison with reported values

The significance of the average consolidation curve is well recognized when considering
consolidation behaviour. Terzaghi and Frohlich (1936) have tabulated thé values for

a singly drained soil layer subjected to three basic cases of initial excess pore pressure;
uniform, linearly increasing and linearly decreasingdistributions. These values have been
reproduced in tabular or graphical form in various geotechnical textbooks (Jumikis 1962,
Craig 1974), without any apparent attempt to check these values. Singh (2005) compared

these values with those obtained using the analytical solution for a linearly decreasing

distribution, and observed that the previously reported valued ofire inexact for low
values of T. The average degree of consolidation curves calculated using the series
solutions outlined previously are provided in conjunction with Terzaghi and Frohlich values

for comparison in Figure 3.25, represented by the black and red dashed lines, respectively.

0=-___-_
Of'\’”’”’\

0.2

0.3

0.4

Uys

0.6

0.7

0.8F — Series solution

seb—_rrr Terzaghi and Frohlich (1936)

-2 -1 0

10 10 10
T

Figure 3.25 —U-T curves for series solution results compared with Terzaghi and Frohlich (1936)
tabulated values

The average consolidation curves generated for uniform and linearly decreasing cases of

initial excess pore pressure show a deviation from the original values provided by Terzaghi
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and Frohlich, further confirming results reported by Singh. However, it appears that the

Terzaghi and Frohlich values corresponding to a linearly increasjndjstribution are

comparatively accurate.

3.3.4. The relevance of drainage path length

By examining the relevance of drainage path lenddl, {, it is also possible to demonstrate

the benefits of expressing the average degree of consolidation in terms of a time factor that is
independent of drainage conditions (i.e. is in terms of layer thickness only).

History of Hy;

When Terzaghi first developed his one-dimensional consolidation theory, he referred to
doubly drained clay layers as ‘open’ layers and singly drained layers as ‘half-closed’ layers
irrespective of theu, -distribution (Terzaghi 1943). He then directed the user to compute the
time factor using half the layer thickness if doubly drained, and the total thickness if singly
drained. From this, the term ‘maximum length of drainage path’ evolved and has been
widely adopted by the geotechnical community as a physical explanation for Terzaghi’s
drainage guidelines (Jumikis 1962, Scott 1963, Harr 1966, Winterkorn and Fang 1990,
Powrie 1997, Das 2009, Holtz et al. 2010, Sivakugan and Das 2010 etc.). Some geotechnical
textbooks further explain the term ‘maximum drainage path length’ as the maximum

distance a water molecule must travel to exit the consolidating layer (Kaniraj 1988, Smith

2006, Helwany 2007, McCarthy 2007). As a result, the definitiorHfgr can be interpreted

one of two ways; as the relationship between equivalent thicknesses for singly and doubly

drained layers, or as the maximum distance a water molecule must travel to leave the layer.

Depending on thel, -distribution, these two definitions are not always equal.

Hg Definition A

It is widely accepted that for singly drained clay layers, the maximum drainage path length is
the total thickness of the layeH(), whereas for doubly drained clay layers the drainage
path length is half the thicknes#d(/2). Whilst it may be intuitively concluded that the

drainage path length is therefore the thickness of the clay layer divided by the number of

drainage boundaries, again this relationship only exits for unifaradistributions. To
determineH ,, for layers subjected to non-unifortn distributions, the correct definition of

H, must first be understood. The expressionlfyy, as it directly stems from Terzaghi’s

work is actually a relationship between the effective thicknesses of singly and doubly
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drained layers. That is, how much thicker must a doubly drained layer be to consolidate at
the same rate as if it were singly drained? For example, for a case of unjfparsingly
drained layer of thicknes$l would consolidate at the same rate as a doubly drained layer

that is twice as thickZH ). By determining this relationship between thicknesses, a single

U —T curve can be used for both drainage situations - the type of drainage situation is taken
into account in the expression for time factor. From this, Terzaghi's definitiorHfpr
(Definition A) can be redefined as:

H, =f,H (3.31)
where H, is the doubly drained thickness used in the time factor expressidth oy as a
fraction of H which is the equivalent thickness of the singly drained layeHgy), with
f,, being the effective drainage path length factor. For a case of unifgrincan be easily

shown that f,, = 05:

If two separate series solutions are developed for each drainage situation
using a constant layer thickness Bff, it can be seen that a doubly drained layer
will consolidate four times faster than its singly drained counterpart when the

layer is subjected to a uniform, -distribution. That is, it will take four times as

long for a singly drained layer to reach a particular consolidation settlement than

if it were doubly drained. Thus, for a particular valuelbf

To = 4T (3.32)
where Ty, and Ty, are the time factors at a certain value df for single and
double drainage, respectively. Thus, in order to adopt only one solution and
therefore require only ondJ —T curve to describe both drainage cases, the
decay of doubly drained pore pressure must be ‘slowed down’ by a factor of 4 as
shown in Eq. (3.33). For a particular value tof

— TDD

Tep = T (3.33)
ct _ ¢t
H_2 - aAH 2 (3.34)
D DD

where H, is a nominal reference thickness of the clay laydr)(and H is
the thickness required to produce the same settlement values as the singly drained
case. Since the properties of the s@j)(remain constant and the same point in

time () is being considered, the expression in Eg. (3.34) can be reduced to:
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HSD = 2H DD (335)

orH, =05H (3.36)
Thus, a doubly drained layer must be twice as thick as a singly drained layer to

produce the same variation in consolidation settlement with timef(j.e= 0.5).

In computing the time factor for a singly drained clay layer, the layer thickdeszan be

used for any initial pore pressure distribution, whether symmetrical or otherwise. When it

comes to doubly drained layers, it has been shown lthat can be taken a$1 /2 (or
f, = 0.5) only when theu, -distribution is uniform. In order to deal with other situations
where a doubly drained layer is subjected to non-unifarrdistributions, the values fof,

must be identified for each different distribution. The relationship betwBenand the

average degree of consolidatiodd || for key non-uniform distributions is shown in Figure
3.26.

0 1 ' 1 1 1 L 1 L 1

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Figure 3.26 —Effective drainage path factor as a functiorddor keyu;-distributions

It can be seen thaf,, does not maintain a constant value, unlike the unifarrdistribution

where f,, = 05 at all times (or for alU ). Given theU —T curves for a singly drained
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clay layer subjected to a particular non-unifotm-distribution, one could feasibly use
Figure 3.26 to modify the time factor to also account for a doubly drained situ&tiois:
simply multiplied by f, in the expression forT . For example, for a uniformuy,
distribution, f,, = 05 for all values ofU and the effective drainage path length becomes
H /2 which is the conventionally understood expression iy . However, it is evident
that for all non-uniformu, -distributions, f,, varies with time, which indicates that any
advantage associated with using, in consolidation analyses is not present when
considering non-uniformy, -distributions. Instead, it is more convenient to elimindtg as

a variable and use two separdte— T curves for each drainage situation (whdreis in

terms of H only and does not need to be adjusted).

The U =T values provided by Terzaghi and Frohlich (1936) for a doubly drained layer
subjected to non-uniforro, -distributions such as; linearly increasing/decreasing, sinusoidal
and half-sinusoidal were determined using the same procedure as with the uubiform
distribution. That is, the doubly drained layer thickness was initially designat@tHaso
determine the corresponding —T values. In other words, the average consolidation
behaviour represented by theSe—T values is actually four times ‘slower’ than it should

be. The only way to rectify this is to adjust the time factor uskhig = H /2 (i.e.
f, = 05) when determining the average degree of consolidation. However, as shown in

Figure 3.26, f,, does not equal 0.5 for any of these non-uniform distributions. As a result,

H /2 does not have amghysicalrelevance in these cases in terms of drainage path length,
and should be treated as a procedural adjustment only. This brings into question the benefit
of designating the layer thickness 2kl in the initial development of the solution, which
further supports the recommendation that sepatdte T curves be used, with no

subsequent adjustments to the time factor.

Hq Definition B

When the literal definition foH,, as the ‘maximum distance a water molecule must travel

to exit the consolidating layer’ is instead used (Definition B), quite different results to those
established using Definition A are obtained. To determine the maximum distance a water
molecule must travel, the changeover point between upward and downward flow (if both
types are applicable) must be determined. This was done by observing the decay of excess

pore pressure isochrones and noting the changes in hydraulic gradient with depth.
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For one-dimensional consolidation, the discharge velocity at any point within a clay layer

can be defined as:
1 du
V= kv(——J (3.37)

where k, = vertical permeability of the clay stratum aﬂ%ra—u is simply the hydraulic

w
gradient, with y,, being the unit weight of water. Depending on whethaf dz is positive

or negative, the flow can be upward or downward, respectively. The pothti/atz = 0
indicates a point of no flow, and is the boundary condition that must be satisfied when
dealing with an impervious layer. When this occurs at some pgihin the clay layer, it
represents the cut-off point between upward and downward flow. Thus, the maximum
drainage path length as defined by Definition B can be determined by observing the point at

which du/dz = 0 for each normalised excess pore pressure isochrone. An example of this is

shown in Figure 3.27 for a linearly decreasingdistribution.

In the case of a doubly drained layer, two ‘maximum’ drainage path length values are
obtained; one for upward flow where pore water exits the top boundary, and one for
downward flow where pore water exits the bottom boundary. As shown in Figure 3.27(a),
the maximum drainage path lengthl( ) at a particular time during consolidatiom ) is
obtained by selecting the larger of these two values. For the singly drained case, as in Figure
3.27(b), it can be seen that downward flow towards the impermeable boundary occurs during
the early stages of consolidation. As a result, a drainage path length greater than the total
thickness of the clay layer could exist in these situations, where a molecule of pore water

travels downward initially, before moving upward towards the drainage boundary. However,

for the purposes of this analysis, the maximum drainage path legih bas been selected

as thedirect distance a water molecule must travel to exit the layer (i.e. only upward flow is

considered).

It can be seen from Figure 3.27(a) that during the early stages of doubly drained

consolidation, the depth at whidhu/dz = 0 is closer to the upper drainage boundary, and

hence H,, is significantly larger tharH /2. As consolidation progresses, the isochrones
tend to become symmetrical ahti, tends towardH /2. From Figure 3.27(b), it is evident

that the maximum drainage path length of upward flow is considerably shortedthan

during the early stages of consolidation. However, as consolidation progtdgsesnds

toward H until upward flow dominates, at which poikt, = H .
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Figure 3.27 —Determination of maximum drainage path length for select isochrones for (a) doubly

drained; or (b) singly drained consolidating layer

The variation ofH ;, with time for a doubly drained layer subjected to keydistributions

is shown in Figure 3.28.
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Figure 3.28 —Variation of maximum drainage path length with time for a doubly drained clay layer
subjected to key-distributions

It can be seen that when the-distribution is symmetrical, the resulting decay of excess

pore pressure isochrones also remains symmetrical about the horizontal khé2atand
hence the maximum drainage path length remains constant throughout consolidation as

H /2. As a result, the conventional expression for doubly drained maximum drainage path

length H, =H/2) is valid at all times during consolidation when considering
symmetrical U, -distributions such as uniform and sinusoidal shapes. For asymmetrical
distributions such as linearly increasing/decreasing and half-sinusoidal distributigns,

varies with time, only returning tél;,, = H /2 at approximatelyl = 0.2.

For a singly drained consolidating layer (where the impermeable boundary is located at the

base of the clay layer)H, varies with time in cases where pore pressure redistribution
occurs during consolidation. The variation bf;,, with the time factor T) is shown in

Figure 3.29 for five different; -distributions.
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Figure 3.29 —Variation of maximum drainage path length with time for a singly drained clay layer
subjected to key-distributions

For uniform, half-sinusoidal and linearly increasing-distributions, the maximum pore
pressures occur at the bottom impervious boundary at all times, véheréz is zero.
Therefore, the maximum length of drainage path adheres to the conventional understanding

of H, = H for single drainage, but only for these distributions. For linearly decreasing and

sinusoidalu, -distributions, it takes quite a while fdd , to reach the value dfl .

Comparison of drainage conditions

Based on the example shown in Section 3.3.2, one might conclude that the settlement of a
singly drained layer is always half of the settlement that would have occurred at the same
time if the layer were instead doubly drained. However, in order to directly compare the
effect of one or two drainage boundaries on the average degree of consolidation behaviour of
a clay layer, the ratio between consolidation settlements during all stages of consolidation

must be obtained, the results of which are shown in Figure 3.30, where the time factor is

defined asc,t/H?.
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-
E—
i i

0
USI)fUDD

Approximate ‘end-point’ of DD consolidation

Figure 3.30 —A comparison between singly and doubly drained clay layers subjected tp key
distributions
For uniform and sinusoidall, -distributions, it can be seen that the settlement of a singly
drained layer remains exactly half of the doubly drained settlement, but only until a time
factor of approximately 0.07, which is well before the ‘end-point’ of doubly drained

consolidation wherd = 05 (or T = 2 for a singly drained layer) arld = 9942%%.

The ratio between doubly and singly drained consolidation settlements for a linearly
decreasingu, -distribution show that at any time during consolidation, the settlement of a
singly drained layer is never less than approximately 70% of the settlement that would occur
if the layer were doubly drained. Alternatively, if a clay layer is subjected to half-sinusoidal
or linearly increasingu, -distributions, the effect of having an impermeable bottom layer

dramatically reduces the rate of consolidation in comparison with the presence of a freely

draining bottom layer.
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3.3.5. Adjusting uniform results to account for non-uniform uj-
distributions

The variation in percentage consolidatidh X with time (T ) that occurs within a clay layer

initially subjected to a non-uniform variation in excess pore pressure can be quite difficult to

evaluate, depending on the complexity of the non-uniforrdistribution. As a result, the

U -T values resulting from a uniforra, -distribution are often adopted in consolidation

analyses, as they are readily available in geotechnical literature and can be quite easily
calculated. In this section, a simple method for adjusting unifdrmT values to account
for non-uniform initial excess pore pressure distributions has been proposed. This method

takes advantage of the fact that at some key point during consolidation, the undissipated
excess pore water pressure due to a non-unifgrdistribution becomes a fraction of the
undissipated excess pore water pressure due to a unifomistribution, and this fraction

remains constant for the remaining duration of the consolidation process.

Justification

The possibility of non-uniformu, -distributions occurring in reality is already acknowledged
in notable geotechnical textbooks (Terzaghi and Frohlich 1936, Taylor 1948), and is further
supported by field evidence (e.g. Chu and Wan 2005). However, many consolidation

analyses still adopt a uniform -distribution and subsequently use the unifddn+T curve

only.

The rationale behind using the unifolch—T curve to adequately represent consolidation

can be attributed to; the similarity &f —T curves resulting from differen, -distributions,

coupled with one-dimensional drainage simplifications, and the assumption of an idealized
pressure-versus-void-ratio relationship (Taylor 1948). However, if uhdistribution is

known (either through direct measurement or indirectly, through knowledge of the loading
scenario), and one-dimensional consolidation can be reasonably assumed (or be adopted to
estimate a conservative limit), why not strive for a more realistic estimate of the

consolidation settlement by using the appropridte T curve?

To justify the need for more careful consideration when selecting an appropriate initial
excess pore pressure distribution and assess the validity of the rationale tblat &ll
curves are ‘similar’, a graphical comparison between the average degree of consolidation of

a layer subjected to non-unifornu; -distributions U ) and the average degree of
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consolidation of the same layer consolidating under a unifayadistribution U ;) is

shown in Figures 3.31 and 3.32 for one- and two-way drainage, respectively.

g+

1.6f

] -

1.2

Consolidates faster than uniform case

uu 1

uni Consolidates slower than uniform case :

0.8 i i hibad ] o i

0.2 T

10°

Figure 3.31 —Comparison betweed values for non-uniform and uniform-distributions with one-
way drainage

If one-way drainage is present, choosing to adopt a uniferrdistribution instead of a

sinusoidal, half-sinusoidal or linearly increasing-distribution can result in gross over-

estimations of consolidation settlement for a significant period of consolidation, especially

during the early stages of consolidation, as shown in Figure 3.31.

A similar over-estimation of consolidation settlement would also occur when considering
two-way drainage if a sinusoidal or half-sinusoidaldistribution exists and the user selects
auniform u, -distribution instead, as evidenced by Figure 3.32. This is practically relevant in

cases where consolidation has already begun, but has occurred over an unknown period of

time. When assuming the current pore pressure distribution as, distribution for the

subsequent settlement analysis, a sinusoidal or half-sinusoidal pattepprispriate.
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Figure 3.32 -Comparison betweed values for non-uniform and uniformdistributions with two-
way drainage

Proposed method for determiningU-T curves

Perhaps the tedious nature involved with obtaining a skt ofl values that correspond to
non-uniform u, -distributions may be a significant reason for past assumptions of a uniform
u, -distribution, theU —T values of which are readily available in geotechnical literature. It

would therefore be ideal to develop correction factors that can be directly applied to the

widely available uniformJ —T values to adjust for different non-uniform-distributions.

The excess pore water pressure isochrones for both uniform and linearly increasing
distributions with two-way drainage at time factors of 0.02 and 0.1 are shown in Figure 3.33.
It is evident that in the early stages (i’le.= 002), the isochrone corresponding to the
linearly increasingu, -distribution is slightly skewed, but is forced towards a sinusoidal
shape shortly thereafter by the boundary conditions (at approximatel\0.1). In fact, the

pore pressure isochrones in the early stages of consolidatiomfifioan case of initial pore

pressure are actually parabolic and do not become perfectly sinusoidal (or half-sinusoidal in
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the case of one-way drainage) urfiil= 0.1 for two-way drainage ol = 04 for one-way
drainage. However, al = 005 for two-way drainage of = 0.2 for one-way drainage the
isochrone shapes deviate by less than 2.5% of their sinusoidal/half-sinusoidal counterparts,

and can thus be considered sinusoidal/half-sinusoidal at and beyond these time factors.

@ (b)
0 : 0 -
0.2 0.2
0.4 0.4
z/H z/H
0.6 0.6
0.8 0.8

T=10.02

0 0.5 |
P,

Figure 3.33 —Excess pore water pressure to decay for (a) uniform and (b) linearly increasing
distributions with two-way drainage

The method used herein to develop adjustment factors is based on the principle that the

decay of excess pore water pressure that occurs due to a non-unjfaiistribution will be

dightly skewed in the early stages of consolidation, but will ultimately revert to a sinusoidal

or half-sinusoidal shape, for two- and one-way drainage cases, respectively. Since the

U —T values resulting from a uniform, -distribution are readily available in literature, the

decay of pore water pressure resulting from a uniform case is used as a base-line for

comparison. By comparing the total excess pore pressure (i.e. area bounded by an isohcrone)

due a non-uniformu, -distribution with the corresponding excess pore pressure resulting
from a uniformu, -distribution at a particular value df, it is possible to determine when
the decay of any non-unifornu, -distribution becomes a (factor of) the ‘conventional’

uniform case. From this, a relationship between the ‘unifddnT values and the ‘non-

uniform’ U =T values can be established.

The development of this method can be illustrated using the simple example shown in Figure
3.33. The average degree of consolidatio a 0.1 can be graphically characterized for

each of the twou, -distributions, as shown in Table 3.2, where the integrals are indicated by

the shaded areas.
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Table 3.2— Graphical example illustrating Terzaghi's average degree of consolidalienGi

Linear

Cc
=}
=
=)
=

[ u(z00dz

v

[ zmz

[ w0 dz |z
U=O 0

[ u(zo)z

Hid ™~
d 4

By examining the excess pore pressure left to decay for a uniform case at a specific time

during consolidation, and comparing this with the remaining excess pore pressure for a non-

uniform u, -distribution corresponding to the same time factor, it is possible to determine a

relationship between th&) values of the twou,-distributions. In essence, Terzaghi’s

expression for the average degree of consolidation is completed in two steps; first, the decay

of excess pore pressure is observed relative to that generated by a wnpHdistribution,

and then the original non-uniforra, -distribution is taken into account. In order to do this,

new notations are required, which are shown in Egs. (3.38) and (3.39).

{ [ L(zT)dZ} o
0 non-uniform (338)

{j r zndz} !

H
D. y( Z,O)dz} H
0 non-uniform — |:J. y ( ZO)dz:|
non-uniform

U y (z,O)dz} 0

where R is the ratio of the shaded areas in Eq. (3.39) that represent the initial excess pore

Ra=

R = (3.39)

e. g n
uniform .

pressures, and is constant for each unigueistribution.

R, is the ratio of ‘non-uniform’ to ‘uniform’ undissipated excess pore water pressure

assessed at various valuesTofand can thus be expected to vary with time as consolidation
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progresses. As shown in Figures 3.34 and 3R35reaches a constant value at a time factor
of approximately 0.2 for one-way drainage, and 0.05 for two-way drainage.

1
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Figure 3.34 —Excess pore water pressure to decay for non-uniéplistributions normalised by
corresponding decay for a unifonmdistribution (one-way drainage)
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107 10
T

Figure 3.35 —Excess pore water pressure to decay for non-uniéplistributions normalised by
corresponding decay for a unifonmdistribution (two-way drainage)

10
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This suggests that at these key points in time, herein referred Tg, dee undissipated
excess pore water pressure due to a non-unifardistribution will become some constant
fraction of the corresponding undissipated pore pressure due to a unifatistribution.

This fraction is the asymptotic or ultimate value & (or R, ,) shown for each

ult

distribution in Figures 3.34 and 3.35, and conveniently summarized in Table 3.3.

Table 3.3— Adjustment factors for key non-uniforazdistributions

Two-way One-way

drainage drainage

(T, =005 (T,=02)

u; R R..ut Rt

0.6366 0.7854 0.6667
0.6366 0.6667 0.7854

0.5 0.5 0.6366

0.5 0.5 0.3634

0 a3 1

Thus, for T >T,, the exact average degree of consolidation values resulting from a non-

uniform u, -distribution U ) can easily and accurately be determined using the

non-u

commonly available uniforntJ values U ) and adjusting them by the factors in Table 3.3

according to the relationship in Eq. (3.40).

U non-u — 1_% (1_U u) (3.40)

For T <T,, whereR, varies withT , theU values should be determined using fRe

non-u

values in Figures 3.34 and 3.35. Using Eq. (3.40) and the asymptotic vallisadbng

in terms ofU, was

non-u

with the corresponding values & , a general expression fat
developed for each non-uniform distribution. Valueslfy,,,, were then calculated for the
entire period of consolidation using these expressions (and desigdatgiland compared

with exact values ot (U o) @s shown in Figures 3.36 and 3.37. As expected, for

non-u

smaller values ofU (which correspond to earlier values ®f), the approximation

non-u

becomes inaccurate, but to a relatively small degree.
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eqn

Figure 3.36 —Values ofU calculated using the asymptotic value®Rgpfn Eq. (3.40) compared with
exact values obJ for sinusoidal and half-sinusoidatdistributions

It should be noted that the equations developed using Eq. (3.48aatefor the later stages

of consolidation, when the initially non-unifornu, -distribution has become perfectly

sinusoidal (or half-sinusoidal in the case of one-way drainage). Obviously, when applied to
the entire range ofT, this expression will be inaccurate for the earlier stages of
consolidation when the distribution of excess pore pressure is still skewed. However, a user

can still feasibly determine the exalk value for a particular value of <T, by

non-u
selecting the appropriate value f&, that corresponds to this value from Figures 3.34
and 3.35 and using Eq. (3.40) along with the relevahf and R values. As shown in
Figure 3.34, when considering one-way drainaBe,does not significantly vary with time

for the sinusoidal; -distribution. In fact, Eq. (3.40) can be applied to the entire period of

consolidation (i.e.T, =0) in this case, whilst still yielding an acceptable RMS error of the

order 10°. When considering two-way drainage (Figure 3.35) a satisfactory RMS error of the

order 10° can be achieved i, is extended to include values ®f greater than 0.03 for the

sinusoidal case. For a half-sinusoidgl-distribution, T, can be extended to incorporate
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virtually the entire consolidation period (> 0001) whilst still maintaining an acceptable
RMS error in the order of 10
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Figure 3.37 —Values ofU calculated using the asymptotic valueRpfn Eq. (3.40) compared with
exact values ob for linearly increasing and decreasimglistributions with one-way drainage

It is obvious upon examination of Eq. (3.40) why thk—T values for linearu, -

distributions are identical to those generated by a uniforedistribution when considering
two-way drainage; the decay of excess pore pressure is always exactly half that of the

uniform case (i.e.R, = 0.5), so that, when normalised by the initial excess pore pressure

aea (R =05), the R /R component of Eq. (3.40) equals 1 ddgq,,, =U,.

For cases of one-way drainage, where the average degree of consolidation resulting from

linear u, -distributions is not identical to that resulting from a unifoumdistribution, the
ultimate R, (R, ) value for various trapezoidal distributions (which mathematically exist

between the triangular bounding cases) can be determined using the graph shown in Figure

3.38, where example cases have been showRfer 0.5, 0.7 and 0.9.

69



Lovisa PhD Dissertation

0.9k

0.8}

0.7F-

0.6
a0.5F

0.4

0.3

02}

0.1

2 -1 0

10 10 10
T

Figure 3.38 —Excess pore pressure to decay for lingalistributions normalised by corresponding
decay for a uniformu-distribution (one-way drainage)

Interestingly, but perhaps not surprisingly, the valuesRgf, vary linearly with R, as

shown in Figure 3.39, which can feasibly be used to obtaintheT values for a layer
with one-way drainage subjected to any variation of linear initial excess pore pressure. These

factors were used in conjunction with Eq. (3.40) to determine the minimum vallyetbét
would still yield an acceptable RMS error in the order 6f. the T, cutoff value required

to maintain an RMS error of approximately“l@as found to linearly decrease &

increased, which is evident in Figure 3.38. That is, the region of consolidation that can be

accurately described using Eq. (3.40) increases as the degree of linearity in-the

distribution decreases (i.e. as thedistribution approaches a uniform shape).
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Figure 3.39 —Adjustment factors for using lineardistributions

Thus, a unigue and simplistic method for determining the average degree of consolidation of
alayer (with one- or two-way drainage) subjected to a non-uniform initial excess pore water

pressure distributions has been developed. All that is required to determine the non-uniform
average degree of consolidation behaviour is some basic knowledge of the shape, of the
distribution and access to the widely availattle-T values associated with a uniform
distribution of initial excess pore pressure. Using this method, a user can quickly obtain the
non-uniformU values resulting from any number of key non-unifaumdistributions by
adjusting the uniformU —T values by some known factor. These factors have been
provided in graphical and tabular form, and can be used to evaluate the average degree of
consolidation of a layer subjected to sinusoidal, half-sinusoidal, and any variety ofuinear

distributions.
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3.4 Summary

The consolidation behaviour of a soil layer subjected to a variety of non-unifiprm

distributions has been investigated in terms of both degree of consolidation isochrones and
average degree of consolidation curves. In select cases (for both singly and doubly drained
layers) the phenomenon of excess pore water pressure redistribution during consolidation
was encountered. Here, the excess pore water pressures within some regions of the soil layer
increased beyond their initial values during consolidation. When this occurs, it is difficult to
infer any practical relevance from the degree of consolidation isochrones, as negative values
are not feasible. As a result, in cases where pore pressure redistribution can be expected to
occur, it is recommended that the dissipation of excess pore water pressure be viewed

directly rather than scaling by the initial distribution to determine degree of consolidation.

The average degree of consolidation behaviour of a soil layer was also found to significantly
depend upon the initial excess pore water pressure distribution. Using knowledge of the

excess pore water pressure dissipation during consolidation, a simple method was developed

which adjusts widely available percentage consolidation values for a urnifedistribution

to account for other possible non-unifotm-distributions.
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Chapter 4: Coefficient of consolidation

4.1 General

When subjected to changes in applied stress, all soils undergo changes in volume. When
considering one-dimensional strains, which are facilitated in an oedometer where loads are
applied incrementally, these volume changes occur due to; initial or immediate compression,
primary consolidation, and secondary compression or creep. Immediate settlement (also
known as undrained, elastic or distortion settlement) occurs due to lateral movement of the
soil in response to a change in vertical effective stress. This type of settlement is more
prevalent in small loaded areas and occurs almost instantaneously with the application of
load, before the onset of drainage. Although immediate settlement is technically not elastic,
it is often calculated using elastic theory, particularly when considering cohesive soils (Fang
1991). Primary consolidation is the time-dependent settlement that occurs as the excess pore
water pressure generated by the applied load increment dissipates via water being squeezed
out of the soil. The consolidation settlement at which the excess pore water pressures have
decayed to (approximately) zero is known as the ‘end of primary settlement’ or EOP

settlement, designated hy;,,. Secondary compression is the time-dependent compression

that occurs at a virtually constant effective stress (Al-Zoubi 2010).

4.2 Current methods for determiningc

Consolidation is due to a combination of soil properties, namely; permealilitywhich
dictates the rate of pore fluid flow, and volume compressibility, ), which controls the

development of excess pore water pressures within the soil, and therefore the duration of
consolidation. Terzaghi’'s theory quantifies the rate of consolidation using a parameter
known as the coefficient of consolidatiog, §, which encapsulates both the permeability and

compressibility of the consolidating soil. In the designs of foundations and embankments on

clay subgrades, accurate predictions of settlement and pore water pressures are required to

ensure these values are within acceptable limits. The accuracy of design predictions is reliant

upon adequate input values @f. By ‘fitting’ the measured consolidation settlemedtt

curve) to the theoretical percentage consolidatldn-(I' curve) generated using Terzaghi's

theory for a uniformu, -distribution, it is possible to determine a practical value pffor

any type of soil. The settlement-time data obtained from laboratory oedometer tests can be

analysed using a number of different curve-fitting procedures (Casagrande and Fadum 1940,

Taylor 1948, Scott 1961, Cour 1971, Sivaram and Swamee 1977, Parkin 1978, Sridharan and

Rao 1981, Robinson 1999, Mesri et al. 1999a, Feng and Lee 2001, Singh 2007). Since
73




Lovisa PhD Dissertation

Terzaghi’s consolidation theory does not account for immediate or secondary settlement,
these portions of the measured settlement-time curve must be removed before curve-fitting

can take place.

The primary consolidation region of the settlement-time curve can be isolated by identifying

and excluding the initial and secondary compression regions of the overall settlement curve.

The immediate settlement, or settlement at the onset of primary consoliddorns(often

back-calculated by reverse extrapolating the early stage consolidation data. Two popular
curve-fitting methods, Casagrande’s log-time method (Casagrande and Fadum 1940) and

Taylor’s root-time method (Taylor 1948) both utilise the knowledge that the initial portion of
the theoretical consolidation curve is parabolic (Lk= 1128JT for U < 521%) in
order to back-calculated,. However, these curve-fitting procedures differ in their
identification of d,,,. Values ofc, generated using Taylor and Casagrande’s curve-fitting

procedures have been directly compared in previous studies (e.g. Sridharan et al. 1987,
Duncan 1995, Cortellazzo 2002, Al-Zoubi 2010), and it is now widely accepted that values

calculated using the root-time method are consistently larger than those calculated using the

log-time method. This is due to discrepancies in identifyihg — Casagrande’s method

generally predicts that the end-point of primary consolidation occurs much later during
consolidation.

4.2.1. Validation of c, values

Many of the existing curve-fitting procedures calculafeby fitting a single experimental

point (e.g.d.,,t., or dg,,ty,) to the corresponding percentage consolidation settlement-time

factor values (e.g. 50%,0.049 or 90%,0.212) as shown:

0212H,,’
v,Taylor = t = (4 . 1)
90
0049H .,
Cv,Casagrande: t = (4 2)
50

wheret., andt,y, are the times at which primary consolidation is 50% and 90% completed,
and H., and H,, are the thicknesses of the clay layer at these times. Over the last five

decades, attempts have been made to assess the accurgcyalues calculated from

laboratory test data. In these investigations, researchers have usually adopted one of the

following two approaches as a means of comparison;
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1)

2)

The value ofc, calculated using a proposed or existing curve-fitting procedure is
directly compared with that computed using the measured value of the permeability.
In these instances, the permeability of the cléy, (... iS usually measured
during falling head permeability tests which are conducted at each loading

increment. The value of, thus determined using the following expression:

k \measured

Cyperm = yom, (4.3)
can be seen as more realistic than the one interpreted from the curve-fitting
procedures, whergy,, = unit weight of water andn, = coefficient of volume
compressibility. Results from oedometer tests with permeability measurements
conducted on two types of normally consolidated Chicago clays (Al-Zoubi 2010)

suggest that the Casagrande method yie|dsalues that are 0.5 to 1.0 times those
computed usingK . ..c.eq Which is consistent with results reported by Mesri et al.
(1994). In comparison, Taylor's method resultcinvalues that are 1.0 to 2.0 times

those computed using These results allow no definitive conclusion to be

\measured

drawn regarding the efficacy of one curve-fitting method over another.
The primary consolidation is compared with pore water pressure measurements to
determine which curve-fitting procedure more appropriately predicts the end of

primary settlement d,,,). Since Taylor and Casagrande’s methods both employ

similar techniques to calculatd, and therefore usually result in the same values

(Sridharan et al. 1987), it follows that whichever method more accurately predicts
d,,, can be assumed to produce a more realiticTo establish the end point of

primary consolidation, a singly drained oedometer test is conducted and pore water
pressure measurements are recorded at the impermeable base. Robinson (1999)
conducted oedometer tests with permeability measurements on four types of soil
(kaolinite, red earth, illite and bentonite) and found that the end of primary

consolidation evaluated using Casagrande’s mettig,{) more closely aligned
with pore pressure measurememigogpp) than the end of consolidation determined

using Taylor's method d,o,;) Where d,o,; = 085d,4,,,- These results are

supported by those found in similar studies (Mesri et al. 1999b, Al-Zoubi 2010),

which suggest Casagrande’s method may yield a better valtjetbn Taylor.
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4.2.2. Limitations of current methods

Perhaps the biggest shortcoming of most curve-fitting methods lies within their calculation
of ¢, — the correlation between experimental and numerical settlement-time curves is used
to calculatec, , but for onlyonepoint (e.g. at 50% or 90% consolidation for Casagrande and
Taylor methods, respectively). As a result, the user has no indication as to whether this
predicted value oL, is valid for the entire consolidation period as a whole. That is, if the
user were to plot the experimental percentage of consolidation settlement versus time factor
calculated using the predicted value®f, would the results align with Terzaghi's average
degree of consolidation{ —T ) curve at all times? To illustrate the importance of assessing
the validity of predictedc, values in this manner, two oedometer tests were conducted on a
rapidly consolidating material comprising of 50% sand and 50% kaolinite (designated as
K,). The applied pressure was increased from 28 kPa to 444 kPa with LIR of unity. The
properties of the clay are shown in Table 4.1 (column one). Values efere calculated

using the conventional Casagrande and Taylor curve-fitting procedures and fell within a
realistic range of 2-3 fiyr and 8-12 rffyr, respectively. The experimental data, for all
increments, were then converted into average degree of consoliddtjoand time factor

(T) format using the following expressions:

d(t) - d,

U=—"-—— 4.4
d100_do 44
S 45

where d(t) = dial gauge reading or settlement observed at tinand H (t) = thickness of
the tested specimen tt(i.e. H(t) = H, —d(t) whereH, = sample thickness immediately

prior to load application).

When Casagrande’'s, values were used to plot the experimental results against the

theoretical percentage settlement curve as shown in Figure 4.1(a), a very poor fit was
observed, although as expected, all the experimental points nicely aligned with theory at
exactly 50% consolidation. The same exercise was repeated using Taylor's preglicted

values and a significantly better fit was achieved, as shown in Figure 4.1(b). However, it is
important to take note of the portion of the overall settlement-time data that Taylor's method

actually attributes to primary consolidation. As shown in Figure 4.2(a), the valuds of

predicted by each method agree quite well.
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Taylor's method consistently results in a significantly smaller valug, gf — that is, the end
of primary settlement is assumed to occur much earlier during consolidation. By predicting a
significantly lowerd,,, Taylor's method incorporates a significantly reduced portion of the

settlement-time curve, thereby increasing the probability of a better correlation between
experimental and theoretical results, as less data points are used overall.

€Y (b)

Figure 4.1 —Comparison between experimental and theoretical results using valesatfulated
from (a) Casagrande and (b) Taylor curve-fitting methods
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Figure 4.2 —Comparison between key curve-fitting values derived using Taylor and Casagrande’s
curve-fitting methods; (&, and (b)d1oo

The proportion of laboratory test data that is actually attributed to primary consolidation by
each method is graphically shown in Figure 4.3, where the total settlements (which include
immediate consolidation and creep components) were measured over a period of 24 hrs. The
applied pressures are also shown in the figure.
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Figure 4.3 —Proportion of total settlement over a 24 hr period attributed to primary consolidation by
each curve-fitting method

Once immediate and primary consolidation settlements have been isolated, logically the
remaining settlement must be due to creep. Thus, for the case in question, Taylor's method
predicts that a much larger portion of the 24 hr settlement is due to creep, in comparison with

Casagrande’s method, as shown in Figure 4.3.

Without resorting to more cumbersome methods of validation such as pore pressure or

permeability measurements during consolidation, it is possible to assess the reliability of

predicted C, values by simply plotting the resulting percentage settlement curve against

Terzaghi'sU —T curve and observing the correlation, as in Figure 4.1. This exercise was

repeated for three different types of reconstituted, normally consolidated fine soil; a mixture
of 50% Kaolinite and 50% very fine sank{;), a mixture of 60% Kaolinite and 40% coarse
sand (K¢,), and dredged mud obtained from the Townsville PBM(). The properties of

each soil are shown in Table 4.1. For each test, the applied pressure was increased from 7
kPa to 888 kPa with LIR of unity, with the exception of g, soil, which was only loaded
from 28 kPa to 444 kPa.

Table 4.1— Soil properties

Property Kso Keo DM
Specific gravity 2.36 251 2.62
Liquid limit (%) 53 35 83
Plastic limit (% 37 23 36
Plasticity index (%) 16 12 a7
Sand (%) 49 39 9
Silt (%) 11 20 41
Clay (%) 40 41 50
Linear shrinkage (%) 5 6 18
USCS Symbol MH CL CH
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By converting each set of experimental datéJter T form using the calculated, , d, and

d,,, values, it is possible to quantify the ‘fit' between experimental and theoretical data

through calculation of the root mean square (RMS) error. The RMS error can be determined
using the following equation:
N
z (UTheor,n (T) - U Exp,n (T))2 (4 6)
52 = n=l .
N
= percentage settlement from experimental results (evaluated dgirgd

whereU,,,

d,o0) at time t during consolidationU ., = theoretical percentage settlement at that

same time during consolidation (using the calculatedo convertt to time factorT ) and
N = total number of data points collected during testing. Since primary consolidation is the
only type of settlement being considered, the RMS error is calculated for the settlement-time

data points that fall within the limits af, and d,, only.

4.2.3. Evaluation of c, reliability

The values ofc, and key points during consolidation (namely and d,,) were evaluated
using four different techniques; Taylor’'s root-time method, Casagrande’s log-time method,
Cour’s inflection point method (Cour 1971, Mesri et al. 1999a), and a new method

developed during this investigation which utilises computational iterations to detetyine

rather than the subjective manual curve-fitting or observation. For each of the load
increments and all three soils shown in Table 4.1, the experimdntdl data was plotted
against the theoretical curve from which the RMS error was calculated. Values of RMS error
ranged from 0.007 (indicating a very good fit) to 0.2 (indicating a very poor fit). Three
example sets ofJ —T curves are shown in Figure 4.4 to demonstrate the quality of fit
associated with RMS errors of 0.166, 0.04 and 0.016.

(@) (b) (©)

T T T
Figure 4.4 —Type of fit associated with RMS errors of (a) 0.166, (b) 0.04, and (c) 0.016
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Although comparisons between experimental data and theoretical predictions in the form of
average degree of consolidation and time factor exist in literature (e.g. Prasad and Rao
1995), they are few and far between, and to the authors’ knowledge, have never been

assessed in terms of root mean square error.

4.2.4. Automation of curve-fitting methods

To limit the degree of subjectivity introduced by manual curve-fitting (i.e. identifying creep,
drawing tangents etc.), the following curve-fitting methods were automated by implementing
their key components within the program MATLAB, which subsequently completed the
curve-fitting process; Taylor's square-root of time method, Casagrande’s log-time method,
Cour’s inflection point method, and a new method developed during this investigation. To do
this, the following portions of the settlement-time curve needed to be defined;

» The early stage ‘parabolic’ region of the settlement-time curve;

» The inflection point or maximum gradient; and

» The ‘straight-line’ creep portion (when viewing the plot in logarithmic scale).

Calculate mode

The program that was developed using MATLAB, Cv_Calctijaias designed with two
modes; a ‘Calculate’ mode, and an ‘Analyse’ mode, shown in Figure 4.5. When in Calculate
mode, time-settlement data was analysed (using a variety of different curve-fitting methods)

to give the following key output parameters;

» d, —dial gauge reading at 0% consolidation (mm)
« d,,, — dial gauge reading at 100% consolidation (mm)
* C, — coefficient of consolidation (ttyr)

* S, — total settlement that occurred within the loading increment (mm)

In order to conduct this analysis, the following input parameters were required;

¢ Method — This drop-down box gives the user the option of analyzing the settlement-
time data using a number of methods, namely; Casagrande, Taylor, Cour, Asaoka,
Lovisa.

« Auto/manual — This set of radio buttons presents the user with an option of manual
analysis. If this radio button is selected, the program will deliver a graph of time-
settlement (in logarithmic or square-root time scale) that the user can analyse
manually (i.e. draw the relevant tangents etc.). When viewing data for the first time,

it is recommended that the ‘manual’ option be selected for a brief preliminary view
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of data. This will provide information regarding immediate settlement, and whether
this needs to be accounted for in the analysis.

< Initial thickness — This parameter is the thickness of the consolidating sample (mm)
a the beginning of the load increment in question.

« Dial gauge number — The MATLAB program was coded to ensure minimal data
manipulation was required. The James Cook University geotechnical laboratory in
which these experiments were conducted contained four oedometers that all
exported data simultaneously. As a result, an excel datasheet containing one column
for time and four columns for relevant settlements of each oedometer was generated
for each applied pressure increment. Instead of extracting the relevant data, this
excel spreadsheet could be directly loaded into the program, and the appropriate dial
gauge/oedometer number selected so that the correct set of settlement data was
analysed.

* Excel file name — The name of the excel spreadsheet containing raw data
automatically logged during testing is inputted in this dialogue box.

* Was there significant immediate settlement? — When identifying the initial parabolic
region of the time-settlement curve, significant settlement needed to be excluded
from the data. If a large portion of settlement occurred instantaneously during
testing, the user has the option to ‘check’ the significant settlement box. In doing so,
a default number of data points (5) are removed from the settlement-time data,
thereby excluding the immediate settlement. When the box is checked, another input
box also appears which gives the user the option of increasing the number of data

points to exclude.

Cv_Calculaté was used to analyse data obtained from a number of different soil types.
Whilst some of these soil types generated data that resembled the ideal ‘s-shaped’ curve
(when in logarithmic scale) characteristic of primary consolidation, others exhibited
curves that bore little resemblance to the ideal. In fact, when analyzing these datasets
manually, it was often difficult to isolate the correct regions in which to draw the
appropriate tangents. By using Cv_Calciflateanalyse the data instead, this element of
user subjectivity was eliminated. Furthermore, the program was more than capable of
analyzing these difficult cases, and had an overall success rate of 94% (when using the

Taylor and Casagrande methods). In many cases, the Cour inflection point method failed

to generate a value @f,. However, this was no fault of the program, but was rather due

to the absence of a clear inflection point within the experimental data.
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Figure 4.5 —Program used to analyse consolidation data

Taylor and Casagrande methods

The Taylor square root of time method generally yields larger valueg when compared

with those determined using Casagrande’s log-time method (Olson 1986, Sridharan et al.

1987, Pandian et al 1994).

Casagrande Method

Settlement (mm)
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¢, =0.23 m’/yr
' dll =0.38 mm
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s
total

2 L -
22k 1 MR .
| AN
|
2_4 - 1 ..1 - + e
k— T A
10° 107 10" 10° 10' 10

Time (hrs)

Figure 4.6 —Example analysis using Casagrande’s log-time method
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These methods are widely used, and will be elaborated upon in further detail later in this
thesis. An example graphical output produced after selecting the Casagrande method is
shown in Figure 4.6, which was obtained by analyzing the settlement-time data that resulted
from applying 222 kPa to th®M soil. For the same set of data, the graph produced after
selecting the Taylor method is shown in Figure 4.7.

Taylor Method

¢ = 0.29 mzfyr

0.8 d{} =0.39 mm
T d =225mm
100
1.2F
s =257 mm

total

Settlement (mm)

K 900

0 02 04 06 08 1 1.2 14 16 1.8 2 22 24 26 28 3
Time (hrs")

Figure 4.7 —Example analysis using Taylor’s root-time method

Asaoka method
In 1978, Asaoka developed an approach to estimate the final consolidation settlement and

coefficient of consolidation from settlement-time data obtained during a certain time period.

The procedure for determining, using this method is summarised as follows;

1) Choose a time incremen\t to define the settlementsl, at times t, +iAt
(i=01,2,...).

2) Plotd, versusd, .

3) Draw a line through the pointsl(,d,_,) and observe the settlement value corresponding
to the point of intersection of the drawn line with a 45° line, indicatpg d,_; . This
will give the theoretical final settlement, .

4) Measure the slope of the ling,.

5) Calculatec, using the following equation:
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G, - cHnp (4.7)
At

where C is a constant which is 5/12 if singly drained, and 5/48 if doubly drainedHaisl

the layer thickness.

For the same set of settlement data used previously, the graph shown in Figure 4.8 was

obtained after selecting the Asaoka method in Cv_Caléulate

Asaoka Method
1.1 T T
2
c = 4.08 m™/yr
1k o
s =257 mm
total
0.9F L
=
E
E o038
ei—'
0.7 L
0.6
0-5 s s L L A
0.5 0.6 0.7 0.8 0.9 1 1.1
dt_l(mm)

Figure 4.8 —Example analysis using the Asaoka method

As expected, the value af, generated using the Asaoka method was significantly greater

than the values generated using the Taylor and Casagrande methods. This trend was

consistent for all analyses, regardless of soil type.

Cour method

The inflection point method proposed by Cour (1971) involves the identification of an
inflection or maximum gradient on the log-time plot of settlement data, which is known to
correspond to 70% consolidation, according to Terzaghi’'s consolidation theory. It is
suggested that the inflection point be determined one of two ways; by visual observation, or
using the tangent method where the inflection point is selected as the point at which the
absolute value of the slope of the tangent to the settlement-time curve is the maximum.
Again, Cv_Calculafé was useful here as the degree of subjectivity associated with selecting
the inflection point was removed. An output similar to that shown in Figure 4.9 was
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generated for each settlement-time curve to evaloateHere, two graphs are provided; a

graph of settlement versus time with the inflection point highlighted, and a graph of gradient
versus time to illustrate how appropriate this inflection point is. In select cases, where the
inflection point was absent, it was difficult to evaluatg using the Cour method. This

phenomenon was also observed by Mesri and Godlewski (1977) who concluded that the

Cour method is inapplicable for certain types of settlement-time curves.

Cour Method
0' T T T T
0.4F ' -
£ 08} .
£
E 12 B - "
S . =0.41 m%/ :
E 16F | . Inflection Point -
% d, e~ 0-38 mm 5
& 2fd,,=212mm 1
24k St = 2.57 mm i
2.8 - 1 - i i
10° 107 10" 10° 10" 10°
Time (hrs)
15 1 T 11111 9% 1 T T11111¢0 h T 1T 117111¢ b T 1T T1171¢% k4 T 1T 11117
------------------ Gradient

1.3F ) o, -
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107 10" 107 10 10 10
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Figure 4.9 —Example analysis using Cour’s inflection point method

It is important to also address how the parametgrsand d,,, shown in Figure 4.9 were

obtained using the Cour method. As outlined previously, the Cour method culminates in a

settlement value that corresponds to 70% primary consolidation. No further information

regarding initial or end of primary settlement is actually required to calcajatethe only

parameter resulting from the Cour methodtlig. Without another known reference point of
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consolidation (i.e.d, or d,,,), it is impossible to calculate the percentage consolidation

(U ) for the remaining settlement-time data and conduct a subsequent comparison between
experimental and theoretical results. However, given the history of consistency betyween

values calculated using the Taylor and Casagrande methods, it was considered appropriate to

adopt an average of these twg values @, ,,) and use this value to assess theobtained
using the Cour method. Using this valuedyf and the corresponding value df, obtained

during the analysis, it is easy to calculate a subseqiigptvalue.

Proposed method for comparison — The variance method

A new approach was also developed during this investigation and implemented in
Cv_Calculat&, which draws upon some elements of previous curve-fitting methods whilst
relying upon a ‘trial-and-error’ type procedure which was quantified using internal RMS
error calculations. Since both Taylor and Casagrande’s methods utilise the initial parabolic

nature of the settlement-time curve, it is not surprising they often produce similar (if not

identical) values ofd,. Consequently, the value used for the onset of primary consolidation
(dy) was the same as that adopted to analyse,ttietermined using the Cour method. This
value is simply the average of the twlg values evaluated using the Taylor and Casagrande

methods, denoted bgl, .-

When evaluating the end of primary settlemeth},{) a very different approach was used.

The inconsistencies between values df,, determined using various curve-fitting

procedures suggest the traditional method of identifying graphical characteristics of the

settlement-time curve to calculate this key parameter are at times inadequate. The proposed

method for calculatingl,,, involved the following steps;
1) A wide and conservative range of possible valuesdfgy was selected. This range was

arbitrarily divided intoN evenly spaced points within the limits dfy,;,, and d, .

(df - dO,avg)

0.avg 5 (4.8)

diggmin =d
d1ogmax = dy (4.9)
where d, = dial gauge reading or settlement at the conclusion of the oedometer test.

This gives1x N possible values fod,,. It was found thatN = 20 was sufficient for

most cases.
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2)

3)

For each value ofl,,, within the N -point array (denoted bd, ), the settlement data

was converted to percentage consolidation using the conventional expression for

d-d
oA (4.10)

U =
=0 leQn -d

0,avg

In the oedometer tests reported herein, for every load increment where the settlement
was recorded every second for 24 hours, up to 86,400 data points could be expected. If

D represents the total number of data points, this step will produce a mabix bf

values forU ,, as shown in Figure 4.10.
digos  disp2  dioss diogw
1 2 3 N
1| U Us U —| Uj;
2 U; U Uzs |———»| Uzx
L v v v
D L'__D: ] L—D: 2 L—D: 3 —_ L'_jj: N

Figure 4.10 —Schematic representation of Step 2; Calculatiiag, using values ofl;ogn

Here,U ,,, means the degree of consolidation computed at thel@@ point using the
8" value of d,,,. The value ofT from Terzagh’'sU —T curve that corresponded to

each value ofU_, was then explicitly determined. This was done by calculating a

p
‘master’ array ofU —T values using the solution to Terzaghi’s consolidation equation
in MATLAB. Here, a very large number af values (upwards of 20,000) was used to

evaluateU.,. Then, the value of for whichU,, .., most closely matched a particular

Terz*

value ofU,, from this array was selected as the valug& dhat corresponded 10 ¢,,,.

As a result, this step results in a matridX»& N values ofT .

An individual value ofc, was then calculated for each data point using each of the

values determined in Step 2. Essentially, the experimental points were all forced to fit
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the theoretical curve, and the, values that allowed this fit to be achieved were

evaluated. Theoretically, if the ‘true’ value of ,, is used, these values of should all

be equal. However, as is often the case when applying theory to reality, experimental

data are rarely ideal and a number of deviations from theory can be expected. As a result,

the value ofd,,, that produced the leagariancein c, values was reasonably assumed
to be the ‘true’ end of primary settlement value. This ‘true’ valuedgf, was
established by calculating the variancedn values for eactD x1 vector and adopting

the value ofd,, that produced the least variance, as demonstrated in Figure 4.11.

dl 00,1 dl 00,2 dl 00,3 dl 00N
1 2 3 N
1 Cvi,l Cvi2 Cviz |7/ *| Cuiw
20 &2l Cy22 Cv23 |——»| Gon
A v \ 4 L ]
D| ¢ CyD,2 &p3 |——»| GDN
Calculate variance of
DX 1 vector of C,, values
Vi Vs Vs %

Find minimum valne of 7
and adopt corresponding
digp A8 ‘true’ value

Figure 4.11 —Schematic representation of Step 3; Calculatipg using the variance method

4) Once the ‘true’ value ofd,,, was established, the mean value @f was taken by
averaging the entire array @f, values that corresponded to that particular valué,gf.

Finally, a more realistic value af, was determined by adjusting the mean value, of
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by some factor (usually + 10% of the meap value). This adjustment factor was
selected based on a trial-and-error process similar to that used in Step 2, where a range

of ¢, values within the immediate vicinity of the meap were selected, and the RMS
error was calculated for each value @f (using the ‘true’ value ofd,,). The value of
c, that produced the smallest RMS error was assumed to be the most realistic value of

C,

E

An example output generated during the implementation of this method is shown in Figure
4.12.

Lovisa Method
1.2 T
T ] e r
-z
e o8} ]
O'ﬁ'
= 06F o
g
= 04} )
0.2 L i A L "l
1.4 1.6 1.8 2 2.2 24 2.6
dm" (mm)
1
"'E 0.8F c =028 m¥yr [
*= 06} d,=038mm | |
3 d, =229mm
11 I 100 -
E U S =2
: total
- 02F 9
1.4 1.6 1.8 2 2.2 2.4 2.6
dloo (mm)

Figure 4.12 —-Example analysis using the variance (or Lovisa) method

Analyse mode

Once a dataset has been analysed using the ‘Calculate’ mode, the user has a choice to assess

the output parameters (namety,, d,,, and c,) in order to determine how valid the

generated value of, is when compared with the data as a whole.
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For further clarification, the RMS error which quantifies the fit between experimental and
theoretical data is also provided. For example, using the values obtained via the Taylor

method, the graphical output shown in Figure 4.13 was generated when in ‘Analyse’ mode.

All simulations conducted using Cv_Calcufateere completed within 4 seconds. When
using the Taylor, Casagrande, Cour and Asaoka methods, the run-time was approximately
1.8 seconds. However, the Lovisa method took slightly longer due to the trial-and-error

approach. When in ‘Analyse’ mode, the run-time was never more than 3 seconds.

0 L] L}

Theoretical
A Experimental

=
§8]
T

=
(V%]
L]

S
=~
L]

c = 0.29 mzfyr

S
(=)}
T

d() =0.39 mm

_D
~1
T

d|00= 2.25 mm

Average degree of consolidation, U
=
Lh

=
=]
L]

S
O
T

RMS error=0.014

10 10 10” 10 10
Time factor, T

Figure 4.13 —-Example fit between theoretical and experimental results

4.2.5. Comparison between experimental and theoretical results
Using Cv_Calculafg the values ofc, obtained by the three methods outlined previously

(namely, Casagrande, Taylor and Cour) were then compared with the vatyeobtained
using the Lovisa method for each of the soils described in Table 4.1. The validity of each of
the c, values was also assessed using the ‘Analyse’ mode of Cv_Cdicutaterder to
conduct this assessment, however, three parameters were regyirel,, andc, . For this

reason, the Asaoka method was excluded from the comparison.
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The shape of settlement-time curves that occurred upon consolidation varied depending on
the type of soil tested. This has been observed by previous researchers (e.g. Sridharan et al.
1987, Mesri and Godlewski 1977, Robinson 1999) and can be broadly attributed to the
properties of the soil. An example of the shape of settlement-time curve resulting from an
oedometer test where each of the three soils was subjected to an applied pressure of 28 kPa is
shown in Figure 4.14. Settlement readings were taken every second over a 24 hr period
which resulted in a very large data set (upwards of 84,600 points). For clarity, only a few

experimental points from each set of data have been plotted in Figure 4.14.

Figure 4.14 —Settlement-time curves for different soil types when consolidated under an applied
stress of 28 kPa
As demonstrated in Figure 4.14, the,, mix often produced a settlement-time curve that

exhibited no distinguishable inflection point. This trend was observed for the entire range of
applied stresses. The MATLAB program based on the Cour inflection point method
subsequently failed in many cases. As a result, approximately 65% &f thelata were

unable to be examined using this method. Furthermore, the characteristic change in gradient

at the onset of creep is also difficult to identify which makes the analysis of this data using
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the other methods more difficult, with the exception of the Taylor method which does not

require any information regarding secondary consolidation.

The d, values identified using the Taylor and Casagrande methods were consistently
similar, for the three soils tested, as shown in Figure 4.15. This supports the adoption of an
average value ofl, when calculatingc, using the variance method (or Lovisa method)

described herein.

0.08

0.3 0.4 \/
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& 03 0.06
—_ .
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= 0.04
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dO, Casagrande (nml) dO, Casagrande (II]III) dO, Casagrande (mm)

Figure 4.15 —Comparison between Taylor and Casagrahydealues for the three soils

The methods used by Taylor and Cour to pinpoint the end of primary settlement generally

resulted in smaller values ofl,,, when compared with the values produced by the

Casagrande method, which is evident in Figure 4.16. This trend is most pronounced for the

K, and DM soil types. For thé{,, soil, values ofd,,, predicted by the Taylor, Cour and
Lovisa methods are all generally in good agreement with the Casagitggdelues. It can
aso be seen that the Lovisa method giwkg, values that are in closest agreement with

Casagrande’sl,,, values, when considering all three soils.

0.8 -
0.6 +

8QIX

% % | ®Taylor

0.4 4

x| )
ﬁ“ 0.2 ne 4 X Cour
(1 X ALovisa
0 02 04 0.6 0.8 0 02 04 06 08 1 06 08 1 12 14 16

(!IOD. Casagrande dlllﬂ‘ Casagrande ('IUU. Casagrande

Figure 4.16 —Comparison between Taylor/Cour/Lovisa and Casagrdpgdealues for the three soils
tested (for stress range of 7 kPa to 888 kPa)
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The effect of the conflicting values dl,,, can be seen in the determination @f, the
values of which are presented in Figure 4.17. For khg mix, Taylor's method often
predicted ac, value 3-6 times the magnitude of the value predicted by the Casagrande

method. This was also observed for tBBV soil, although to a lesser degree — values
predicted by Taylor's method were only 1.2 times larger than their Casagrande counterparts.

Taylor's method sometimes predicted a valuecpfthat wadessthan that predicted by the

Casagrande method (by a factor of 0.7 to 0.8) forKhg mix.

0.4
¢ Taylor

| XCour

15 0.35

AlLovisa

10 4 ¥ 0.3

T 0.25 A
Keo V DM

0 2 14 6 8 0 5 10 15 20 0.2 0.25 03 0.35 0.4

o
.
N
+
X

Cy, Casagrande €y, Casagrande Cv, Casagrande

Figure 4.17 —Comparison between Taylor/Cour/Lovisa and Casagrendsues for the three soils
tested (for stress range of 7 kPa to 888 kPa)

The predicted values df, and their corresponding RMS errors in relation to applied stress
for the K, soil are provided in Figure 4.18. The trend of increasipgvith applied stress

is evident regardless of the method used. Valuex, afalculated using the Lovisa method

are generally in good agreement with those calculated using the Casagrande method.
However, the corresponding RMS error associated with these values is significantly less for

the Lovisa method when compared with the Casagrande method. This can be attributed to

final step of the variance method which adjusts the mgarvalue by a certain factor,

thereby resulting in a value @f, that is more realistic.

Overall, the Taylorc, values had the lowest RMS error and resulted in an experimental

percentage settlement curve that most closely resembled the theoretical curve. However, the
earlier statement regarding the portion of settlement that the Taylor method actually
attributes to primary consolidation should be reiterated. By selecting a smaller segment of
the overall settlement-time curve as primary consolidation, the probability of achieving a

better fit is increased since less data points are used. In general, the lower RMS errors

93



Lovisa PhD Dissertation

associated with the Lovisa method, coupled witly, values that are in close agreement

with the Casagrande values, suggest that this method produces the most realisticaalue of
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Figure 4.18 —Variation in predicted, values with applied stress and corresponding RMS error for
Ksg soil

A similar comparison between, values and applied stress along with the corresponding
RMS error was also conducted for remaining two sdflg, and DM , the results of which

are shown in Figures 4.19 and 4.20, respectively. The increagge with applied stress is
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more pronounced for th&, soil, which may be attributed to the significant percentage of

coarsesand within the sample, in comparison with the much finer sand iK {hesample.
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Figure 4.19 —Variation in predicted, values with applied stress and corresponding RMS error for
Kgo soil
The values ofc, determined using each method are all quite consistent within each stress

increment, with the deviation between values becoming marginally greater as the applied

stress increases. The RMS error 6, is significantly less than that associated with,,

implying that a better fit was achieved with the theoretidat T plots. Figure 4.19 also
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shows the fit achieved between experimental and theoretical consolidation settlement using
values calculated via the Lovisa method for one specific pressure increment where the RMS
error was 0.006. It can thus be concluded that this soil type (60% Kaolinite, 40% coarse
sand) more closely models the ideal consolidation behaviour predicted by Terzaghi's

consolidation theory, in comparison with tkg,, soil. Thec, and RMS error values for the

DM sail are provided in Figure 4.20.
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Figure 4.20 —Variation in predicted, values with applied stress and corresponding RMS error for
DM sail
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The coefficient of consolidation associated with the dredged mud was significantly less than

the values ofc, associated with th& ., and K, samples, often by an order of magnitude
(discounting thec, values predicted using the Cour method). With the exception of the Cour
method, the Taylor, Casagrande and Lovisa methods all produced similar valggs of

Since the rate of consolidation occurred much slower in comparison witk ghand K,
samples, a larger portion of the primary consolidation settlement was able to be captured
during testing. As a result, more weight should be given to the RMS errors associated with

the DM c, values, as these were determined using more available data points.

Although the Taylor method resulted in smaller RMS errors, the zone identified as primary
consolidation is only a fraction of the actual primary consolidation. The actual region of

primary consolidation appears to be more appropriately identified using the Casagrande
method, which is supported by results gathered using the Lovisa method, where a similar

region of primary consolidation was usually isolated. However, the lower RMS errors

associated with the Lovisa method suggest that the corresponding valtjemaf be more

realistic. This can be attributed to the type of approach used to detegmitiee Casagrande

method ultimately fits only one point of experimental data to theory, whereas the Lovisa

method utilisesill data points to determine an appropriate value,of

Thus, it can be concluded that the efficacy of the designated curve-fitting method is very
much dependent upon the shape of the settlement-time curve generated during testing, and is

thus dependent upon the type of soil tested (Crawford 1964). For soils that do not exhibit

‘ideal’ settlement-time curves, it is unreasonable to assume thaf tbalculated by fitting a

single experimental point to theory is entirely accurate. When the valueg oélculated

using these single-point methods were used to convert experimental data into average degree
of consolidation, a poor fit between Terzaghi’'s average degree of consolidation curve and
that generated from the experimental data was often observed.

It is also important to consider the effect of secondary compression (or creep) and how this

may distort interpretation of laboratory test data when determigjngThe curve-fitting

methods along with the proposed computational method both rely on Terzaghi's
consolidation theory which applies to primary consolidation only. Such a situation is never
realized in practice, and at best, the soil may abide by Terazahgi’s consolidation theory over
certain specific stages of the consolidation process, and not throughout (Sridharan and

Praskash 1995). This deviation between experimental results and theory may explain why
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some curve-fitting methods fail to adequately evaluate a reasongpkich as when the

Casagrande method was used to analyse laboratory data obtained during test&gn the
mix. Studies conducted by Sridharan et al (1995) showed that if creep is a dominant factor in
consolidation, the resulting value of predicted using this data will be less than the actual

value.

4.3 Tall oedometer

Oedometers used for one-dimensional consolidation tests are proportioned such that their
height/diameter ratio lies in the range of 0.17 to 0.40. Sometimes, it is desirable to test a soil
specimen that has a significantly larger height to diameter ratio, where the wall friction has

to be considered in the analysis. Such tall oedometers can become useful tools in

consolidation tests, if the wall friction can be accounted for rationally.

4.3.1. Background

The standard oedometer test, also referred to as consolidation test or one-dimensional
compression test, is a classical laboratory test used to determine consolidation and swelling
parameters of a saturated soil specimen. The standard oedometer test is usually carried out
on a cylindrical sample of saturated soil with dimensions of 75 mm diameter and 14-25 mm
thickness. As specified in ASTM standards (ASTM D2435), the ratio of height to diameter

of an oedometer sample should be greater than 0.17 (to avoid disturbance during trimming),
but less than 0.4 to reduce the influence of friction along the lateral surface. By ensuring the
sample dimensions remain within these limits, any effect of wall friction can be ignored and

a uniform initial excess pore pressure distribution can be reasonably assumed. If the height
of the sample is much greater than its diameter, stress transfer occurs between the soil mass
and the adjacent rigid wall. As a result, a stress-redistribution process occurs where
differential straining mobilizes shear stresses and transfers part of the applied pressure from
the yielding soil mass to relatively stable neighboring non-yielding walls (Ting et al. 2010).
This phenomenon is referred to as arching when dealing with mine stopes, where large
underground voids in the form of rectangular prisms are backfilled with mine tailings. In
cases where the height of the oedometer is much greater than its diameter, a uniform initial
excess pore water pressure distribution can no longer be reasonably assumed. In order to
identify the actual initial excess pore water pressure variation with depth and account for this

in the analysis, the effects of wall friction must be considered.

Randolph et al. (1991) conducted a one-dimensional analysis of soil plugs in pipe piles. It

was shown that, under drained loading conditions, arching within the pipe pile leads to
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significant frictional capacity of the plug, thus causing the pile to fail in ‘plugged mode.’
However, when faster rates of loading are considered (i.e. undrained loading), the pile can
fail in ‘unplugged mode,” with shear failure occurring between the soil plug and the pile
shaft. Ladd et al. (1994) investigated the effect of arching in relation to consolidation
analysis of Boston Blue clay upon which an embankment was constructed. In this study, a
decrease in total vertical stress at the centerline below the embankment occurred during
consolidation, whilst the vertical stress increased beyond the toe of the embankment.
Nguyen (2002) also noted that this decrease in total vertical stress under an embankment is
contrary to the common assumption that the total vertical stress remains constant during
consolidation. Consideration was given to arching effects in an analysis conducted by
Helinski et al. (2010), who developed a coupled two-dimensional finite element model of
mine backfilling with cemented tailings. An investigation on the effects of consolidation on
arching in storage bins for cohesive materials was conducted by Guan (2007). The height to
equivalent diameter for the model bin was 0.92, and results indicated that the location of
arching was highly dependent upon the moisture content of the material, which in this case,

was wheat flour.

4.3.2. Development of analytical solution

By using classical arching theory (Marston 1930, Terzaghi 1943), an analytical expression
for the vertical stress distribution within an oedometer was developed, taking into account
the effects of wall friction. Through this derivation, the height to diameter ratio of 0.4
proposed by ASTM standards can be verified. Furthermore, this analysis will provide
information regarding the initial excess pore water pressure distributions accounting for wall
friction, so that realistically, a soil can be consolidated in an oedometer of any given
dimensions. Rather than increasing the diameter by impractical proportions just to test a
sample of larger thickness, a tall apparatus with a more realistic diameter can now be used
with due consideration to the friction. This has many practical applications, particularly
when determining the consolidation properties of a fast-consolidating soil such as mine
tailings. Furthermore, this analysis may prove useful in situations where slurry consolidation

is carried out using tall consolidometers.

The proposed derivation is dependent upon the assumption that the vertical normal stresses
are uniformly distributed at any depth, and that the adhesion between the oedometer walls
and the soil is equal to the cohesion of the soil. Figure 4.21 shows a schematic diagram of a

tall oedometer with heighitl and diameteD , which contains a dry soil of unit weigipt.
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In order to determine the variation in effective stress with depth, the following forces acting
on the horizontal element of thicknedg at a depthz from the top of the oedometer must
be determined:

e The self-weightdW of the element

].DZ
dw = y{ 2 sz (4.11)
where y = dry unit weight of the soil.
q

Z
v
““““ \L S <y
o| o . (-
) < >
V+dV D

D

Figure 4.21 —Schematic diagram of tall oedometer

* The vertical force/ acting on the layer at depth:

_ _(mD?
v_az( n J (4.12)

where g, = effective vertical stress at depth It also follows that the vertical force

acting upward at the bottom of the element at posittendz must be

4
» The shear forceéS acting over the oedometer wall-soil interface at depth

V+dv :(az+daz)(’D2J (4.13)

S=r(nD)dz (4.14)
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where T = shear stress along the wall at depth The maximum shear stress
mobilized at the oedometer wall-soil interface can be determined using the Mohr-
Coulomb strength criterion as

rT=c+o, tand (4.15)
where ¢ = cohesion of the soilp, = normal stress acting on the plane, ahd=

interface friction angle. The relationship between the vertical and the horizontal

stresses can be expressed as

o, =Ko, (4.16)
where K = lateral pressure coefficient or the ratio of horizontal stress to vertical stress.
Substituting Egs. (4.15) and (4.16) into Eqg. (4.14) gives:

S=(c+ Ko, tand)(nD)dz (4.17)

The equilibrium of vertical forces acting on the element leads to

0= W d\- V- dW+S (4.18)
or

0= dV-dw+S (4.19)

Substituting Egs. (4.11), (4.13) and (4.17) into (4.19) gives:

dgz :{V_E_MUZ—W_}C’Z (4.20)
D
or
W, =(P-Qo,)dz (4.21)
where
4c
P=zy-—= 4.22
4 D (4.22)
and
o= Ktano Itjané (4.23)

At z=0, g, = (. Therefore, Eq. (4.21) can be solved as:

f—P_gO_ A, = jdz (4.24)
q z 0
or
P - -
g, = 6(1_ eQZ)+ qe’ ¥ (4.25)
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which on substitution from Egs. (4.22) and (4.23) becomes

— -4 tan z - 4K tan z
o, =Dl o 1) +qe 1) (4.26)
4K tand
which can be rewritten to incorporate the height-to-diamétef D ) ratio of an oedometer:
— —4K tan Hyz —4K tan =z
g, ke 2 R 6('3][”} +qe 6('3)[”] (4.27)
&K tano

As shown in Eq. (4.26), the vertical effective stress within the soil at a depththe
combination of two components; the soil self-weight, and the external applied pressure. The
self-weight component increases with depth, whilst the effect of the applied pressure
decreases with depth. Depending upon factors such as the oedometer height and diameter,
either the soil component or applied pressure component will dominate. To illustrate this,
some nominal yet realistic soil parameters were selected, and the vertical effective stress due

to each component was evaluated using the following expressions:

— —4K tan z
Self -weight: o, :4}'{K)t—4g£1—e J(DJJ (4.28)
an

2
Appliegressure o, = qeﬂuﬁaﬂé{Bj (4.29)
Eq. (4.26) is simply the addition of Egs. (4.28) and (4.29). For clays, realistic ranges of
values for dry unit weight, effective friction angle, and effective cohesion are 14-22 kN/m
15-30°, and 0-15 kPa, respectively. As evident in Eq. (4.28), a large effective cohesion will
only reduce the impact of the self-weight component that contributes to the vertical effective
stress. Thus, in order to analyse the significance of the self-weight component in Eq. (4.26),
a small value of effective cohesion (2 kPa) was selected conservatively. The dry unit weight
and effective friction angle were chosen to be 17 KNina 25°, respectively.

Because the oedometer walls are assumed to be rigid, lateral strain can be neglekted and
can be assumed 4§, = 1-sin¢'. Furthermore, it was assumed tleat 0.5¢" at the soil-

wall interface since oedometer walls are commonly made of stainless steel. The range of
applied pressures investigated was selected based on pressures commonly encountered in

standard oedometer tests (i.e. 5, 10, 20, 40, 80, 160, 320 kPa). By conducting a simple
analysis using Egs. (4.28) and (4.29) and varying the diameter (from 0.5-4 m) for each trial
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of applied pressure, an upper limit was arbitrarily identified, below which the self-weight of

the soil can be considered negligible and applied pressure dominates.

This is illustrated for an example applied pressure of 80 kPa shown in Figure 4.22 which
shows the variation in effective stress with depth as the diameter increases, whilst
maintaining a height/diameter ratio of 1. It should be noted that the horizontal distance
between the applied pressure component (solid line) and the effective stress incorporating
self-weight (dotted line) is the self-weight contribution. It is thus apparent that for smaller
diameters, the vertical effective stress is governed predominantly by the applied pressure. By

conducting this comparison for each pressure, it was concluded tlptyid remains

approximately greater than 10, the component of effective stress due to self-weight (Eq.

4.28) can be considered negligible.

z/H

Figure 4.22 —Variation in effective stress with depth and increasing diameter for an applied pressure
of 80 kPa

As a result, forq/yD >10 the variation of effective stress with depth in Eq. (4.26) can be

reduced to:

o = qe’“‘a”é[éJ (4.30)

z

103



Lovisa PhD Dissertation

The applied vertical stress distribution (Eq. 4.30) is instantaneously translated into the initial
pore water pressure distribution that drives the consolidation process. Therefore, Eq. (4.30)
can also be written as
4
-4 tand| —
y=ge ) (4.31)
wherey; is the initial excess pore water pressure, since the load is initially taken entirely by

the pore water within the saturated soil. Eq. (4.31) can again be rearranged in terms of the
height-to-diameter ratio of the oedometer apparatus, and normalised with respect to the

applied pressure (so that the maximum value encountered will be 1).

U e"‘K‘a”J(%J[ﬁZ) (4.32)

q

The simplification of Eq. (4.27) to Eq. (4.32) can be further justified by observing the effect
of varying the H / D ratio with applied pressure. For this analysis, a nominal diameter of
0.5 m was selected. The results are shown in Figure 4.23, where the dotted line indicates the
effective stress including both components of self-weight and applied pressure, whereas the

solid line indicates the applied pressure only.

z/H

0 0.2 0.4 0.6 08 1
uifq

Figure 4.23 —Variation inu, with zZH and increasingi/D for a diameter of 0.5 m (Legend — see
Figure 4.22)
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The arrows show the trend in results as the height of the oedometer (in comparison with the
diameter) is increased. It can be seen from Figure 4.23 that the self-weight component
increases with depth in all cases. The relative magnitude of this component decays with

increasing applied pressurg ) and decreasingd / D .

In general, once the applied pressure is greater than approximately 20 kPa, the effective
stress is governed primarily by the applied pressure. For example, at 80 kPa, the effective
stress is approximately equal to the applied pressure component only, which still decreases
with depth due to the wall friction. This corresponds tq/gD ratio of 9.5 which aligns

with earlier observations. For applied pressures greater than 80 kPa, there is insignificant

change in they / g— z/H plot as deduced from Figure 4.23.

Effect of varying height to diameter ratio

Using the expression for the normalised initial excess pore water pressure distribution in Eq.
(4.32), the effect of varying the height-to-diameter ratio of the oedometer was investigated in
situations whereq /)D >10. Here, the effective friction angle was maintained at 25°. The

initial distribution that can be expected when adhering to the standard recommendation that

H /D be less than 0.4 is also shown in Figure 4.24.

0
D
-
0.2
H
0.4F
zZ/H
0.6} H/D=5
4
3
0.8} 2
1
] e I
0 0.2 0.4 0.6
ui.fq

Figure 4.24 —Variation inu, with zZ’H, assumingy/yD > 10 (i.e. neglecting the self-weight
component)
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ASTM standards also recommerd/ D be greater than 0.17 to avoid disturbance during
trimming. Within this narrow band Q17< H /D < 0.4) which is also shown in Figure

4.24, data analyses of settlement-time results can be conducted using Terzaghi’s traditional
average degree of consolidation curve, which is based upmifam initial excess pore

water pressure distribution. Although the initial pore pressure distribution resulting from
H /D = 04 is not technically uniform, it is still considered reasonable to use consolidation
theory based on a uniform initial distribution in this case. However, for valud$ /dD

greater than 0.4, this may no longer be a realistic assumption. In order to determine whether
an analysis in terms of uniform initial excess pore water pressure is applicable, the average
degree of consolidation versus time factor plots (Figure 4.25) were developed for the initial
pore water pressure distributions shown in Figure 4.24. For the singly drained case, drainage

was allowed through the surface only.

Uniform u,

T

Figure 4.25— Average degree of consolidation behaviour due to initial excess pore pressure
distributions resulting frorhl/D ratios of 0.17, 0.4, 1, 2, 3, 4, 5 for both singly and doubly drained
cases

As demonstrated in Figure 4.25, increases in sample height (with respect to diameter) have
less of an effect when doubly drained conditions are maintained, in comparison with cases
106




Lovisa PhD Dissertation

where the soil is singly drained. In fact, the average degree of consolidation behaviour due to
initial excess pore water pressure distributions resulting fkdD ratios less than 2 is

very similar to that resulting from a case of uniform initial excess pore water pressure, when
dealing with a doubly draining sample. However, when drainage is prevented through the
base of the soil layer, the average degree of consolidation only resembles the uniform case
for H/D values less than 0.4. This corresponds with the value specified by ASTM
standards and means conventional restrictions regarding analysis using ukiferin

values apply to cases where the sample is singly drained.

Applied pressure vs. self-weight

It has been shown that as long@gé)D >10, the self-weight component of the soil can be
neglected and Eq. (4.26) can be reduced to Eg. (4.30). However, if the self-weight

component of the soil is included, any number of initial excess pore water pregsure (
distributions can be produced, whete can increase, decrease or remain approximately
constant with depth, depending on the applied pressyyeafid oedometer diameteb).

This is illustrated in Figure 4.26, where the-distribution for H /D ratios of 3 and 5 is

provided for three different]/ )D values less than 10 (1, 2 and 5), where self-weight cannot

be ignored.

Figure 4.26— Variation inu, with z/H andH/D = 3 and 5 fog/yD =1, 2 and 5
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It can be seen that whegp/ )D = 2, the u, -distribution is approximately uniform and equal
to the applied surcharge. Whep' D > 2 , the applied pressure begins to dictate the shape
of the u, -distribution, and stress transfer to the oedometer walls causes the pore pressure to

decrease with depth.

As shown previously, wheq/ )D reaches 10, the self-weight of the soil becomes negligible
and only applied stress needs to be considered. However, ghdd < 2, the self-weight

of the soil becomes the dominating factor, and the initial excess pore water pressure

correspondingly increases with depth.

In general, as theéH /D ratio increases, the, -distribution becomes more skewed and
further removed from a linear nature. This becomes important when considering the
percentage consolidation of a doubly drained layer, where it is widely known tHat-tfe
variation due to linear and uniforno -distributions is identical. Thus, when the, -

distribution generated by Eq. (4.26) resembles an approximately linear profile, the resulting

U —-T curve can be expected to follow the uniform case, as shown in Figure 4.27.

When there is limited skewness (ild./ D < 3), the u, -distribution is approximately linear,

and doubly drained consolidation follows the uniform case. WgépD < 2, the average
degree of consolidation proceeds slower than the uniform case, regardless of whether the

layer is singly or doubled drained. Conversely, whghyD > 2, consolidation proceeds
comparatively faster than the uniform case. These results can be summarised (see Table 4.2)
to illustrate which combinations dfl /D and g/ )D generate a solution that conforms to

the uniform percentage consolidation curve when the self-weight of the soil is either

considered or ignored.

Table 4.2— Limiting values oH/D for g/yD values where the average degree of consolidation
resembles the uniform case

Singly drained Doubly drained

. _ q/)ypb<2 H /D<05 H/D<3

Self-weight and _applled q/yD =2 AllH/D AlH/D
pressure considered

q/)yb>2 H /D<05 H/D<3

Self-weight ignored q/yp>10 H /D<04 H/D<2
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Figure 4.27— Average degree of consolidation behaviour due to initial excess pore pressure
distributions resulting fromy; distributions wheregy/yD = 1 and 5 and H/D = 3 and 5, and 0.5 and 5 for
both doubly and singly drained cases, respectively.

4.3.3. Experimental Investigation

The coefficient of consolidationc() of a soft soil is traditionally determined using curve-

fitting procedures such as Taylor’'s root-time method (Taylor 1948) and Casagrande’s log-
time method (Casagrande and Fadum 1940). Here, the measured consolidation settlement is
‘fitted’ to the theoretical percentage consolidation curve generated using Terzaghi's theory,
which is based on a uniform distribution of initial excess pore water pressure. As a result, the
popular curve-fitting methods developed by Taylor and Casagrande are only applicable for
cases where a uniform initial pore water pressure distribution can be reasonably assumed, or
where the average degree of consolidation behaviour closely resembles the WwhifoFm

curve. Based on the results shown in Figures 4.25 and 4.27, the Taylor and Casagrande

curve-fitting methodsan apply to tall samples in select cases.
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When dealing with small diameters (which will usually ensure thaD >10), the self-
weight component of Eq. (4.26) can be ignored, anduthdistribution can be expected to

follow Eq. (4.30). Thus, the Taylor and Casagrande methods can apply M/h&h is

greater than the recommended 0.4, as long as the sample remains doubly draiHetCand

does not exceed 2. However, for singly drained cases (e.g. when pore water pressure
measurements are required), the sample must adhere to the recommended dimensions
( 017<H /D < 04) in order to realistically use the Taylor and Casagrande curve-fitting

methods. Thus, for cases whecg/)D >10, the recommended sample dimensions can

therefore be amended to;

Table 4.3— Modified sample dimensions

Singly drained Doubly drained
ASTM D2435 017<H /D< 04
Proposed modification 017<H /D < 04 017<H/D<?2

In order to verify the arbitrarily defined cut-off valuesidf/ D for the doubly drained case
in Table 4.3, consolidation tests were carried out in a tall oedometer. The settlement-time
results from these tests were then analysed using Taylor and Casagrande’s curve-fitting

procedures to determine the coefficient of consolidation of the soil. These values were then

compared with values o€, determined using standard oedometer tests. If the amended
proportions for H/D in Table 4.3 are correct, the values @f obtained from tall

oedometer test data should align with valuescpfobtained from standard oedometer test

data.

Apparatus and testing procedure

The tall oedometer shown in Figure 4.28 was used to conduct consolidation testqp the

soil outlined in Chapter 4 (see Table 4.1 for properties). Incremental loading was carried out
via hydraulic pressure application with a load increment ratio (LIR) of unity. The sample
deformation with time was measured under applied pressures of 10, 20, 40, 80, 160, 300 and
600 kPa until creep was reached so that the Casagrande method could be used to
complement values obtained using the Taylor method. These applied pressures correspond to
g/ )Dvalues of 7.4 (10 kPa) to 445 (600 kPa). Thus, with the exception of the 10 kPa

applied pressure, the aforementioned lingt/yD >10, was maintained, thereby ensuring
the self-weight of the soil could be ignored. It should be noted that the conditions for
uniform u; specified in Table 4.2 were still met wher=10 kPa (orq /D = 7.6), which

meant that data obtained during this loading increment could still be conducted using the
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uniform U —-T curve (i.e. traditional Taylor and Casagrande curve-fitting techniques

apply).

In order to accommodate the diaphragm shown in Figure 428jas required to be a
minimum of 30 mm. For this study, the initial dimensions of the sample were 77 mm
diameter and 165 mm thickness. Over the duration of testing, the tall sample experienced a
total 65 mm of settlement. As a result, the settlement-time curves generated during each load

increment covered a range bff/ D values from 2.1 (at 10 kPa) to 1.3 (at 600 kPa).

/ Dial gauge
i Pressure ta
Surface 1 / P

drainage valve \
—

1]

- e
|- Diaphragm

Porous stone

200 mm Soil sample

Porous stone

\ Base drainage

77 mm valve

Figure 4.28— Schematic of tall oedometer apparatus

A series of oedometer tests were also carried out according to ASTM standards (ASTM
D2435) for applied pressures of 8, 15, 30, 55, 108, 215, 429 and 856 kPa. The standard
oedometer apparatus ensured that the sample had initial dimensions of 63 mm diameter and

20 mm thickness, which corresponds tbld D ratio of 0.3.
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Sensitivity analysis with regards to effective friction angle

The effect of friction angle¢') on the initial excess pore water pressure distribution of the

sample was assessed usihig/D = 2.1, as this was the largest value encountered during
testing. Eqg. (4.32) can therefore be rearranged to incorporate the effective friction angle as

follows:

Nai z
ui — 84tan(0.5p")(k: smq)‘)[ H J

_:e
q

Jaky’s equation (1948) for the lateral earth pressure coefficient was again applied

(4.33)

(K, = 1-sing¢') and the interface friction angle was calculatedas 0.5¢" .

The effect of the self-weight component op was neglected. Values af' were varied

from 15° to 35° and, as shown in Figure 4.29, the difference between initial excess pore

water pressure distributions for each case was relatively minor.

0 r T
D =77 mm
<>
0.2F
H =165 mm
0.4F
z/H
30,35
0.6}
25
0.8F
‘l 2 2 2 2
0 0.2 0.4 0.6 0.8 1

u./q

1
Figure 4.29— Effect of friction angle om;-distribution whereH/D = 2.1
Furthermore, when each of these five distributions was used to determine the change in
average degree of consolidatidd § with time (T ), there was no visible difference between

the generated) — T curves, for both singly and doubly drained situations. That is, despite
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the difference inu; -distributions as a result of variations ¢, essentially only on&J - T

curve is generated, which suggests that the initial excess pore water pressure distribution is
relatively insensitive to changes in effective friction angle. This is illustrated in Figure 4.30
which shows thel —T curves for each distribution shown in Figure 4.29 for both singly
and doubly drained cases. For the doubly drained case (which are the conditions that are
maintained in this investigation), thé —T curves are practically identical to that obtained

using a uniform initial excess pore water pressure distribution.

Figure 4.30— Average degree of consolidation behaviour dug-thstributions resulting frong'
values of 15°, 20 °, 25 °, 30 ° and 35 ° for both singly and doubly drained cases;j/bher2. 1

Sensitivity analysis with regards to interface friction angle

The effect of the interface friction angled§ on the initial excess pore water pressure

distribution of the sample was also assessed usintD = 21 and ¢'=25". By varying

113



Lovisa PhD Dissertation

ol¢ from 0 to 1, the effect of wall roughness on the initial excess pore water pressure

distribution was analysed using the following equation:

. - 48 z tand
LN ) (4.34)
q
The resulting initial excess pore water pressure distributions are shown in Figure 4.31, and

the correspondingy —T curves are provided in Figure 4.32.

D=77 mm
-
H =165 mm
0.2}
0.4f"
z/H
0.8
0
1 L L
0 0.2 0.4 0.6 0.8 1

ui/q

Figure 4.31- Initial excess pore water pressure distributions resulting ®dm' values of 0 to 1

It is evident that the initial excess pore water pressure distribution is highly sensitive to wall
roughness. Foo /¢'=0 (i.e. smooth wall), the initial pore pressure distribution is uniform.
For 0/¢'=1 (i.e. very rough wall), only 11% of the applied pressure is transferred to the

bottom of the oedometer. This sensitivity translates to the average degree of consolidation
behaviour, although to a lesser extent when considering a doubly drained layer. For a doubly

drained layer with low to moderate wall friction, with/¢'< 0.5, the U =T variation is

approximately identical to that for a uniform initial excess pore water distribution.
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Figure 4.32— Average degree of consolidation behaviour dug-tlistributions resulting from
0/ ¢'values of 0, 0.25, 0.5, 0.75 and 1 for both singly and doubly drained casesHiDer®.1 and

¢ =25°

Results

The settlement-time data gathered from each load increment was analysed using both Taylor
and Casagrande curve-fitting methods to determine whether the valegsobtained from

tall oedometer test data aligned with values obtained using standard testing methods.
Although it is widely accepted that the Taylor method will yield larger values dhan the

Casagrande method, the sandy clay used in this study resulted in similar valags of

regardless of the method used to analyse data. In general, valogsatulated using the
Taylor method were within 4% of values calculated using the Casagrande method. As a
result, it was considered reasonable to obtain an average of these values. The vaggation in

with applied stress for both the tall and standard oedometer data sets is shown in Figure 4.33.
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10 10 10
Applied pressure (kPa)

Figure 4.33- Variation inc, values determined using data obtained from tall and standard oedometer
tests

As anticipated, thec, values closely align with each other and display nearly identical
trends of increasingc, with increasing applied pressure. This supports the modified

H /D = 2 cut-off point proposed in Table 4.3, for a doubly drained system.

The average degree of consolidation curves generated by the proposed analytical solution
suggest that despite wall friction, traditional consolidation analyses using the popular Taylor
and Casagrande curve-fitting methods can be used to analyse data obtained from a tall,
doubly draining sample for select combinations of applied pressure, height and diameter.

Experimental results also support this conclusion, as the valwg obtained from data

gathered during tall oedometer testing (whéte/D = 2.1) was approximately equal to the

values obtained from standard oedometer tests.

4.4 Calculating ¢, from data due to non-uniform u ;-

distributions

The coefficient of consolidationc( ) is often determined by comparing the characteristics of

the experimental and theoretical consolidation using empirical curve-fitting procedures

which are based on the theoretith+T curve generated by a layer subjected to a uniform

initial excess pore water pressurel ) distribution. Two notable examples include
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Casagrande’s log-time method, and Taylor's square-root of time method. The results

obtained using these curve-fitting methods are also applicable to cases where consolidation

is driven by a linear distribution af;, but only if the layer is doubly drained. Although it is
widely accepted that singly drained consolidating layers subjected to linehstributions

produce quite different —T curves, no effort has yet been made to adjust Taylor's and

Casagrande’s techniques to account for these differences.

Since the development of the Casagrande and Taylor curve-fitting methods, a number of
alternative procedures for the determinatiorcphave been proposed (Cour 1971, Sivaram

and Swamee 1977, Sridharan and Rao 1981, Mikasa and Takada 1986, Raju et al. 1995,
Singh 2005), many of which have been critically reviewed by Shukla et al. (2009). However,
due to the inherent simplicity and relative accuracy of the methods developed by Casagrande

and Taylor, their curve-fitting procedures are still foremost in evaluating the coefficient of
consolidation, and can produce reliable valuegpin many instances, as demonstrated in

Section 4.2.

Although Terzaghi’'s theory is based upon a number of assumptions (e.g. saturated soil,
homogeneous properties etc.), most curve-fitting procedures currently used to calgulate
rely on a further assumption of uniform initial excess pore pressuje Iq this section,

Taylor and Casagrande’s curve-fitting methods are modified to account for a variety of non-
uniform initial excess pore pressure distributions. In order to generalise these curve-fitting
procedures, it is first necessary to develop approximations to describe different regions of the

U —T curves, from which adjustment factors can be inferred.

4.4.1. Development of approximate solutions

The U -T curve generated by the Fourier solution to Terzaghi's one-dimensional

consolidation equation for a uniform -distribution with one-way drainage can be

approximated using two empirical expressions that apply to separate regionslbf-ifie
curve. The following expressions were developed by Taylor (1948) and apply to the relevant

regions of theJ —T curve:
4
U=,—=T U <06 (4.35)
T

U =1-10 7#-@8  U > 06 (4.36)
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In the same year, Fox also provided similar approximations (Egs. 4.37 and 4.38), although

the region ofU over which these equations apply varies slightly from the cut-off point

4
U =W/;_TT U < 0503 (4.37)
8

u =1——ex;{$TJ U > 0503 (4.38)

(U = 0.6) suggested by Taylor.

ﬂ2

The root mean square (RMS) error for the Taylor and Fox equations and their corresponding
domains was evaluated, to compare the accuracy of theil approximations, given by
Egs. (4.35) to (4.38). Taylor and Fox’'s expressions to approximate the first part of the

U —T curve are identical — it is only the domains that vary. The domain suggested by Fox
resulted in a slightly smaller RMS error df3x10™ in comparison with Taylor's RMS

error of 1.1x107%, when compared with Terzaghi’s exact solution. These values are similar

to those provided by Chan (2003), where the largest relative difference between the

approximate solution proposed by Fox and the exact solution was shownl1tbxd0™>.

The RMS errors generated by the approximations for the second part of-tflecurve

(Egs. 4.36 and 4.38) wer8.7x10™ and 3.7x10™ for the Taylor and Fox expressions,

respectively.

Since theU —T curves generated by various other non-unifafrdistributions are often
quite similar in shape to the uniforoy U —T curve, it follows that expressions of the form

used by Taylor and Fox can also be used as approximations for these non-wnitbrml’
curves. However, it should be noted that the domains over which these approximations apply
will vary depending upon thg, -distribution, as each resultild — T curve is unique. Egs.

(4.35) and (4.36) can be generalised as follows, where the domains indicate the region over

which the approximation is valid;
Approximation 1 U=AT® 0<U <U,,, (4.39)
Approximation 2 U=1-10°"? U, sU<1 (4.40)

where A, B, C and D = constants unique to each-distribution.

Non-linear least squares method

Using the program MATLAB, the method of non-linear least squares was used to determine

the constants in Egs. (4.39) and (4.40) for kedistributions. For each expression within a
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particular U, -distribution, the RMS error was evaluated for a variety of domains until an
acceptable level of accuracy was reached. For the purposes of this analysis, an RMS error

less than1.0x10™ was selected as an appropriate limit.

To determine the value df for each expression, and thus evaluate the domains over

limit
which the approximations are valid, the RMS error was plotted against a range of values of

U as shown in Figure 4.34(a) which is for the simple case of unifprm

limit
E a
L & 10 ! ( }
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1.2F
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Figure 4.34— RMS error for (a) unifornw-distribution, and (b) a linearly decreasimglistribution
(singly drained).
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The value ofU that corresponded to an RMS error bOx10™* was selected for each

limit

approximation to evaluate the appropriate domains. For example, for a unifiprm

distribution, Figure 4.34(a) was used to determine the upper limit offor the first
approximation as 52%, which is consistent with the value of 52.1% specified by Chan
(2003). From Figure 4.34(a), the lower limit Of for the second approximation was also
determined (54%).

It should be noted that the valuedf,,, is not always the same for each of the expressions
in Egs. (4.39) and (4.40). In fact, for some non-unifagmcases, a large portion of the

U —T curve cannot be described by these expressions. This is evident in Figure 4.34(b),
where there is a large difference between the upper and lower limits of Approximations 1
and 2 (15% and 69%, respectively).

U-T approximations for non-uniform u;-distributions

Using the procedure outlined above, approximations were developed for some key initial

excess pore pressure distributions, namely: linearly increasiniinearly decreasingl; and

sinusoidal u;, supplemented with the commonly used unifaumfor validation purposes.

When generating the solutions for a singly drained layer, the impermeable boundary was
located at the bottom of the soil layer.
Separate functions are provided for each drainage configuration within a particular

distribution since thec, -calculation procedures outlined in this study do not Hise, but

instead adopt two different values @f for singly and doubly drained situations. The

approximation functions for a doubly drained layer are shown in Table 4.4.

Table 4.4 —-U-T approximations for two-way drainage

Approximation 1 Approximation 2

Equation Domain Equation Domain

U =225T% 0<U <052 | U=1-10%9-m01  (O57<U <1

. U = 8231 % 0sU<011| U =1-10%" O0sU <1
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It is widely known that a doubly drained layer subjected to a uniforrdistribution
produces the same) —T curve as that subjected to a linearly increasing or decresésing
distribution with two-way drainage. Thus, the equations for a unifardistribution shown

in Table 4.4 also apply to linearly increasing and decreasingjstributions, but only if

two-way drainage is facilitated. For a singly drained soil layer, the approximation equations

and their corresponding domains are shown in Table 4.5.

The approximations in Tables 4.4 and 4.5 have also been plotted against the theoretical
U -T curve for eachu, -distribution in Figures 4.35 to 4.38. The inset of each graph is

smply the same plot with both axes transformed into logarithmic scale. The solid lines

represent the approximate solution, and the lighter dashed lines indicate the exact solution.

Table 4.5 -U-T approximations for one-way drainage

Approximation 1 Approximation 2

Equation Domain Equation Domain

U=113r°% 0<sU<052| U=1-10 0709  O54<U <1
k U = 1961 *° 0<U<018| U =1-10%703  039<U <1
' U=19T*  0<U<015| U =1-10""%% 069<U <1

’ U = 3931 % OsU<004| U=1-10"7%" 057<sU<1

As highlighted previously, the approximations in Egs. (4.39) and (4.40) are at times unable
to capture the entire) —T curve. This is more pronounced in the case of a sinusujdal

distribution (Figure 4.38) with one-way drainage, where it is impossible to approximate

almost half of the entir& —T curve.
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Figure 4.36—U-T approximation curves for a linearly increasipglistribution with one- or two-way
drainage
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Figure 4.37—U-T approximation curves for a linearly decreasindistribution with one- or two-way
drainage
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T
Figure 4.38—U-T approximation curves for a sinusoidadistribution with one- or two-way
drainage
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4.4.2. Generalisation of curve-fitting procedures

The curves of settlement readings versus time (taken from field or laboratory tests) for a
given load increment are often similar in shape to the theoretical average degree of
consolidation J ) versus time factor ) curves. Casagrande and Taylor took advantage of
this similarity by developing empirical curve-fitting procedures that fit approximately the
observed data to the Terzaghi (1925) theory of consolidation. These curve-fitting procedures

rely on the following expression to calculatg

TH,’

¢ = (4.41)

where ¢, = coefficient of consolidation] = time factor that corresponds to a particular
percentage consolidation settlemerit, = actual time taken to reach that particular
consolidation settlement anti, = maximum length of drainage path, which can vary
depending on whether the soil layer is singly or doubly drained. As established previously, it
is counterintuitive to work in terms dfl , when dealing with non-uniforra, -distributions,

so the generalised procedures outlined herein will be in terrh$ adis

TH?
C =

VT (4.42)

Log-time method
The proposed log-time method is a generalized form of Casagrande’s log-time method that
can account for any non-uniforra, -distribution. Here, the plots of settlement readings

versus time are used in conjunction with the theoretical consolidation curves to establish the

point at which primary consolidation is 50% complete, and thereby determine the coefficient

of consolidation. The procedure for the determination,ofs as follows;

1) For a given applied load, plot the settlement readirdyy &s a function of log-time

(logt) and connect with a smooth curve as shown in Figure 4.39.
2) Determined,,,. To estimate the point of 100% primary consolidation, extend the linear

tail of the curve back toward the y-axis. Then draw a line tangent to the point of
inflection in the central portion of the curve. The intersection point of these two lines is

deemed the end-point of primary consolidatibh £ 1). Determined,,, from the point

where the lines intersect. Leonards and Girault (1961) have shown that using tangents to
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3)

4)

5)

determine the inflection point of thd —logt curve results in values df,, that
correlate closely to the time at which excess pore pressure approaches zero.
Determined,. Select a timd, in the initial part of the curve, and calculdfesuch that

t, = fct,, where f. is a factor that is dependent upon the initial excess pore-water
pressure distribution and drainage configuration. (Note: For a unifafm
distribution, f. =4 for both one- and two-way drainage configurations). Observe the
compression readings that correspont] tandt, (d, and dyrespectively). Determine
the compression reading at the commencement of primary consolidatjgnaé

d, =d, —Ad whereAd=d, -d,.

Determine t.,. Calculate dy, = (d,,, +d,)/2 and observe the corresponding time
(tso)-

Determine,. Using tg,, calculate ¢, by substituting the known variables into Eqg.
(4.42), wherel, is obtained from the relevati —T curve or design tables (Tables 4.6

and 4.7), and H is used instead ofH,. (Note: For a uniform u-

distribution,T,, = 0197if singly drained, and,, = 0049if doubly drained.)

t I, I Time (log)

dy |
diD

o0

e

S
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[
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Figure 4.39- Evaluation ot, using log-time method
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Time exponent method
The time-exponent method outlined in this investigation is a generalized form of Taylor’s
square root of time method that can accommodate any non-unifowistribution. As with

the log-time method, a similar outcome is required so that Eq. (4.42) can be used to calculate

C,. Using the following time-exponent method, the point at which primary consolidation is

90% complete can be evaluated.

1) For a given applied load, plot the settlement readithsds a function of time to the
power of the exponenB (t®) as shown in Figure 4.40, whef® is dependent upon
the initial u; -distribution. (Note: For a uniforry; distribution, B = 0.5 and the user is

directed to take the square root of time values, hence Taylor's ‘square root of time’
method.)

2) Determine d,. Ignoring the first few data points, which are usually attributed to
immediate settlement and therefore outside the scope of primary consolidation, draw a
line through the linear portion of thé —t° curve. The point where the line intersects
the y-axis is the settlement reading at zero deformatigh @nd signifies the beginning
of primary consolidationly = 0).

3) Determinety,. When the consolidation plot deviates from linearity, the abscissa of the

d - t® curve becomes greater than that of the straight line segment by a factor which is

denoted by f, at 90% consolidation. If the first straight line is of the
formd'= gt® + d, where g is the gradient obtained in Step 2, draw a second straight
line of the formd'=(g/ f,)t® +d, until it intersects the actual —t® curve. Observe

the corresponding timetg{OB). (Note: For a uniformu, -distribution, f. =115 for

both one- and two-way drainage.)

4) Determinec,. Using ty,, calculatec, by substituting the known variables into Eq.
(4.42), wherel,, is obtained from the relevaki —T curve or design tables (Tables 4.6
and 4.7), andH is the thickness of the soil layer. (Note: For a unifatrdistribution,

Ty, = 0848 if singly drained, andy, = 0212 if doubly drained.)
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TimeB

Compression reading

/ d=21¢ 14

d'=gt® +d, fr

Figure 4.40— Evaluation ot, using time-exponent method

4.4.3. Evaluation of adjustment factors

The equation for approximating the first part of ide-T curve (Approximation 1) can be
used to derive the curve-fitting procedures proposed by Taylor and Casagrande. In this study,

the following expressions were developed using the properties of Taylor and Casagrande’s

curve-fitting methods along with Eq. (4.39) in order to evaluate the curve-fitting faftors

and f; for the U, -distributions outlined previously:

B
f; ={ 08483X[{—0105§+ In AH (4.43)

9
fc = exp{—OBB 3) (4.44)

whereA and B = approximation function constants, which are unique to each

distribution and can be found in Tables 4.4 and 4.5.
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The curve-fitting constants for doubly and singly drained soil layers are shown in Tables 4.6
and 4.7, respectively. It can be seen that the ratio of singly to doubly drhinedues is
exactly 4 when considering a uniforth-distribution. This ratio is consistent for the entire
range ofJ - that is, a doubly drained layer consistently consolidates four times faster than
its singly drained counterpart. This is where the theory for the conventional expression for
drainage path lengthH,, ) originates. However, as soon as a non-uniforadistribution is
considered, the ratio between singly and doubly draihedhlues ceases to remain constant

and in fact varies with time. Furthermore, the ratio betwEenalues at key points during
consolidation (i.e. 50% and 90% consolidation required for curve-fitting methods) no longer

equals 4 for these non-uniform) -distributions. As a result, the advantage of working in

terms of H,, is no longer available, and any effort to include this variable can actually

complicate consolidation calculations.

Table 4.6 —fc andf; curve-fitting factors for two-way drainage

Log-time method Time-exponent method
fC TSO fT T90
400 0049 115 0212
’ 204 0070 223 0233

Table 4.7 —fc andf; curve-fitting factors for one-way drainage

Log-time method Time-exponent metho
fC T50 fT T90
400 0197 115 0848

1‘ 201 0294 207 0946
‘5;' 423 0090 182 0718
' 205 0215 386 0866

As demonstrated for a case of unifouyn, Taylor and Casagrande’s curve-fitting methods

are only effective if there is a sufficient region over which the approximation for the first
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part of theU —T curve (Approximation 1) applies. When a non-unifoumdistribution is

considered, the valid domain for Approximation 1 decreases from 52% (for the uniform

case) to less than 18%. When using the log-time method, this reduced domain can make the
evaluation ofd,(Step 3) difficult since the region over which. applies is also reduced.

The time-exponent method relies on the user being able to objectively identify the ‘straight-
line’ portion of the transformed settlement-time curve. A reduced domain for Approximation
1 can thereby introduce a certain degree of subjectivity to the curve-fitting method, as the

user has a smaller ‘straight-line’ region to work with.

4.5 Summary

Existing curve-fitting techniques for determining the coefficient of consolidation have been
critically reviewed using oedometer data gathered from tests conducted on different soil

types. Furthermore, a new method independent of curve-fitting has been proposed, which
utilises the computational abilities of MATLAB to back-calculate a valuecfar Results

suggest that the efficacy of each method is dependent upon the soil properties, and whether
secondary compression is prevalent. Furthermore, modifications have also been developed to
adjust current curve-fitting techniques so that they can be applied to any set of settlement-
time data, regardless of the initial excess pore water pressure distribution that generated this

data.

The parameter, coefficient of consolidation, was also discussed in relation to average degree
of consolidation. Popular curve-fitting techniques that fit experimental data to the theoretical
average degree of consolidation curve in order to back-calculate consolidation parameters
were critically reviewed using copious experimental data. A new oedometer apparatus was
also discussed, where the effect of skin friction was incorporated into the initial excess pore
water pressure distribution. Conclusions derived from this research were then experimentally
verified using a tall oedometer. Finally, popular curve-fitting techniques (Taylor's square-
root of time method, and Casagrande’s logarithm-time method) were modified so that they
can be applied to any set of settlement-time data, regardless of the initial excess pore water

pressure distribution.
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Chapter 5: Experimental validation of pore pressure
redistribution and curve-fitting procedures

5.1 General

The phenomenon of pore pressure redistribution outlined in Chapter 3 can be experimentally
verified by simulating a non-uniformu, -distribution which is known to elicit this

redistribution of excess pore water pressures. The simplest non-uniform initial excess pore

water pressure distribution that can be recreated within a laboratory setting is a sinusoidal
u, -distribution. This can be achieved by conducting a standard doubly drained oedometer

test and waiting a short period for the dissipation of excess pore water pressures to reach a

sinusoidal shape. Pore pressure redistribution is known to occur vdiegiyedrained layer

is subjected to a sinusoiddl| -distribution. Thus, by halting drainage from one of the two
drainage boundaries in the doubly drained test once the pressures have reached their
sinusoidal shape, a sinusoida| -distribution with one-way drainage situation can be

successfully replicated.

This principle can be further applied to assess the efficacy of two of the curve-fitting

procedures outlined in Chapter 4; the sinusoigatlistribution with one-way drainage, and

the sinusoidal; -distribution with two-way drainage.

5.2 Pore pressure redistribution
As explained in Chapter 3, the phenomenon of pore pressure redistribution is likely to occur
in cases where a significant portion of thedistribution is located within a small region of

the consolidating soil layer. The probability of this redistribution occurring is further
compounded in singly drained soil layers, especially when this region is located close to the

impervious boundary.

The existence of this pore pressure redistribution phenomenon can be verified either using

field data collected from a region where a non-unifarradistribution was known to exist

ard tracking the pore water pressure dissipation during consolidation, or by conducting a

simple experiment in the laboratory where a non-uniforrdistribution is recreated. Here,

the tall oedometer apparatus described in Chapter 4 becomes very useful.
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5.2.1. ‘Arched’ u;-distribution with one-way drainage

The distribution of excess pore water pressure within the tall oedometer is known to be non-
uniform in shape, according to the derivation outlined previously. Since this non-uniform

u, -distribution was derived using classical archingtieit will be referred to herein as an

‘arched’ u, -distribution. If the layer is singly drained, thessipation of excess pore water

pressure can be expected to follow the pattern outlined by the pore pressure isochrones in
Figure 5.1(a), which clearly exhibit pore pressure redistribution.

‘arched’
lli-dlStl‘Ibutl(}l‘l

0 0.2 0.4 0.6 0.8 1

P
¥ A
- (b)
18% increase in base
) - pore water pressure due to
pore pressure redistribution
0.6}
“h! b,max
0.4
0.2
O A A a
0 0.5 1 1.5 2

T

Figure 5.1— Consolidation behaviour due to an archedistribution in terms of (a) pore pressure
isochrones foll = 0.02, 0.06, 0.1, 0.2... 1.0, and (b) variation in pore pressare Htwith T

Theoretically, by conducting a singly drained test in the tall oedometer and measuring pore

water pressures at the base of the apparatus, this pore pressure redistribution can be

confirmed. The base pore water pressutgy) (@re expected to follow the trend shown in
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5.1(b) which was theoretically obtained using the pressure valugs=di from Figure

5.1(a). It should be noted that the base pore water pressures in Figure 5.1(b) have been

normalised by the maximum base pressure valyg, (), which is equal to the 62% of the

pressure applied to the surface of the sample, assuaim@5SkPa, ¢'= 25, d = 05¢',
and y =17kN/m®,

When this experiment was conducted in the laboratory, the initial increase in excess pore
water pressure characteristic of pore pressure redistribution was difficult to capture. This was
attributed in part to the sensitivity of the pressure transducer, and to the relatively small

expected increase in pore water pressure as evident in Figure 5.1(b) (i.e. an increase of only

18% is expected). Thus, a non-unifom-distribution that exhibits a more pronounced

redistribution of excess pore water pressure during consolidation was needed.

5.2.2. Sinusoidal u;-distribution with one-way drainage

An alternative u, -distribution that is known to yield a greater degméepore pressure

redistribution was achieved by conducting an oedometer test that was initially doubly

drained, but was switched to singly drained some short time later by closing the base
drainage valve. At the instant base drainage was halted, designatigd, bthe distribution

in excess pore water pressure can be considered non-uniform (and approximately sinusoidal)
in shape. The process froty,, onwards can thus be treated as a singly drained laye
subjected to a sinusoidal, -distribution, which is known to elicit severe poreegsure

redistribution (see Figure 3.12).

This doubly-to-singly drained process was conducted within the tall oedometer apparatus

described in Chapter 4, which is known to produce an arahetistribution. It is important

to halt base drainage at a point in time at which the excess pore pressure distribution is as
close to sinusoidal as possible, whilst still allowing sufficient time to capture the subsequent

progression of singly drained consolidation. Thus,ek&ctpoint at which the excess pore

water pressure becomes sinusoidal must be determined.

According to Figure 5.2, which ‘fits’ sinusoidal distributions to the actual decay of excess
pore water pressure due to an archgddistribution, the isochrones do not become
sinusoidal in appearance until approximat&ly 0.1. This can be more precisely confirmed

usng a ratio of undissipated excess pore water pressure of an auchdstribution in
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comparison with the undissipated excess pore pressure of a purely sinusaltitibution.
This is similar to the procedure outlined in Chapter 3, where the varipleas introduced
to compare non-uniformu, -distributions with a uniformu, -distribution, which can be

adusted to incorporate a sinusoidal-distribution rather than a uniform, -distribution as

follows:

1
O T

L(zT)dZ}
R. =
{I 1| deZ}

In Eqg. (5.1), the numerator represents the total undissipated excess pore water pressure due

arched (5 1)

sinusoidal

to an archedu, -distribution at some point during consolidatioh )(and the denominator

denotes the total undissipated excess pore water pressure due to a sinystigtebution

atthat same point in time.

0.2F

0.4F

z/H d.2s

0.6

08F _ =
- theoretical pore

pressure isochrones
—— sinusoidal 'fit'

0 0.2 0.4 0.6 0.8 1
P

z

Figure 5.2— Pore water pressure isochrones due to an atgtstribution with accompanying
sinusoidal approximations
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The ratio of these valuesR() varies with time and is highly dependent upon sample
dimensions — smaller values &f / D see the excess pore water pressure tending towards a
sinusoidal shape (i.eR, =1) much earlier during consolidation. A plot &, from Eq.

(5.1) with T in Figure 5.3 shows that the isochrones due to an atghdistribution where

the sample height to diameteH({/ D) ratio is less than 2 become perfectly sinusoidal at

T = 007. For larger H/D ratios, the isochrones do not become sinusoidall unti
T = 0009.

L4 um=04

107 10"

T

Figure 5.3— Tendency of pore water pressure isochrones to become sinusoidal in shape for different
H/D values, under doubly drained conditions

Assuming a sinusoidal, -distribution, a graph similar to that shown in Figl.1 can be

developed, which is shown in Figure 5.4. In this case, the maximum base pore pressure was

determined to be 61.1% of the applied pressure. In contrast with the arctestribution in

Figure 5.1, the sinusoidal, -distribution results in a more pronounced peak isebpore

water pressures shortly after the singly drained test has commenced, as shown in Figure
5.4(b). This peak in base pore water pressure is a clear indication of pore pressure
redistribution. Thus, if the experimental measurement of base pore water pressures during
testing exhibits this time lag before reaching the maximum pressure, pore pressure

redistribution can be said to occur.
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R

Figure 5.4— Consolidation behaviour due to a sinusoigialistribution in terms of (a) pore pressure
isochrones foll = 0.02, 0.06, 0.1, 0.2... 1.0, and (b) variation in pore pressare Htwith T

Testing went ahead using a known soil with already determined consolidation properties. A
number of tests were conducted, all of which yielded very similar results. An example of the
analysis that took place is as follows. First, the soil was loaded into the tall oedometer in
slurry form and allowed to settle overnight. Any excess water was siphoned off the surface
the following morning, after which a small pressure of 20 kPa was applied. Loading was
then increased according to LIR of unity until 160 kPa was reached, with doubly drained
conditions maintained throughout. For the subsequent applied surcharge of 300 kPa, the

doubly-to-singly drained test was conducted and base pore pressures recorded.

The K, soil described in Table 4.1 (Chapter 4) was usedhfese tests. According to the

research conducted in Chapter 4, the anticipated valug, dor this soil and under the

applied pressure range of 140-350 kPa is approximately 7.0-8y0.rithe height of the

sample at the start of testing was 129 mm. By combining these parameters, the earliest time
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at which base drainage must be haltgg(;,) in order to achieve a sinusoidal distribution

of excess pore water pressure can be calculated as follows:

2
_TH, (5.2)
block sin C

t

v,min

where T is the time factor at which pore pressures are sinusoidal (0.07 from Figure 5.3),
H, is the height of the sample upon application of 300 kPa applied pressutg anés the

taken as the minimum possible valuegyf (7.0 nf/yr) for that pressure increment in order
to determine a conservative value g, ., The test was subsequently conducted for

ook = 2 hrs (which is greater than the calculated vébnet = 146hrs), after which

block sin
time pore water pressures at the bottom of the specimen were manually recorded until
consolidation was complete. In order to verify the experimental data using theory, the raw
data had to be adjusted — the base pore water pressures were normalised by the maximum

value achieved during testing, and the times at which these pressures were recorded were

then converted to time factor values. To do this, a valug, afias required. After manually
varying the input ¢, value within MATLAB, the best fit between experimahtand
theoretical data was found to occur when= 8.5 ni/yr, which lay within the anticipated

region of ¢, values (7.0-9.0 ffyr). The results are displayed in Figure 5.5 which shows a

good alignment between experimental results and the theoretical curve from Figure 5.4(b).

Figure 5.5— Variation in experimental and theoretical base pore water pressure with time for a
sinusoidaly-distribution with one-way drainage
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Whilst the experimentatend closely models theory, there were some discrepancies between
the maximum base pore water pressures achieved during testing and the theoretical
maximum. For an applied surcharge of 300 kPa (increased by 140 kPa from 160 kPa), the
theoretical maximum base pore water pressure that should occur during testing is
061% 140= 855 kPa. However, the maximum pressure that was achieved during testing
was 40 kPa, which is only 47% of the theoretical maximum. This discrepancy was attributed
to the stiffness of the pore water pressure measuring system which potentially allowed partial
drainage of pore water from the base of the sample. Other past investigations involving
recordings of base pore water pressure encountered similar partial drainage problems
(Whitman et al. 1961, Perloff et al. 1965, Robinson 1999). Despite this minor discrepancy,
the results support the theory and provide evidence of the pore pressure redistribution

phenomenon.

5.3 Generalised curve-fitting procedures

Using the same principle of doubly-to-singly drained testing to create a non-uniferm

distribution that is sinusoidal in shape, some of the modified curve-fitting procedures

developed in Chapter 4 (Section 4.4) can be easily verified.

5.3.1. Singly drained layer subjected to a sinusoidal u;-distribution
Using the approach outlined in Section 5.2, it is also possible to verify the modified curve-
fitting procedure proposed in Chapter 4 (Section 4.4) for a singly drained soil layer subjected

to a sinusoidalu, -distribution. These tests were conducted using Hike dedometer

apparatus outlined in Chapter 4.

Experimental Strategy

Consider the average degree of consolidation curves shown in Figure 518.Thecurve

1-2-3 depicts the rate of consolidation of a doubly drained soil layer subjected to a uniform
(or arched as long ald /D < 2) u, -distribution. The consolidation process (shown inepl

1-2-4 is part doubly drained, and part singly drained. From 1 to 2, the layer is doubly
drained. At 2, the base drainage valve is closed and the system becomes singly drained

which leads to a much slower rate of consolidation (as outlined by 2 to 4 in comparison with
2 to 3). Provided the distribution of excess pore water pressure with depth at the time

drainage is haltedt(, ) is sinusoidal, the section between points 2 anahdbe treated as a
new consolidation process which equates to a singly drained layer subjected to a sinusoidal

u, -distribution. Excluding any previous settlementsthrocess can also be represented by

137



Lovisa PhD Dissertation

the greenU —T curve (where the average degree of consolidation was calculated using a
sinusoidalu, -distribution). Thus, if this test were reproducedhivi a laboratory setting, the
data obtained from points 2 to 4 could feasibly be analysed using the modified curve-fitting
procedure for a singly drained layer subjected to a sinusojddistribution to obtain the,

vaue of the soil.

—— Singly drained (2-4) process due

0.7F  to asinusoidal u-distribution
Doubly (1-2) to singly (2-4)
0.8F drained process due to a uniform

or arched ul,-dislribulion

Doubly drained (2-3) process

due to a uniform or arched
ui-dlstnbunon

1 i

0.9 [t

1

107 107 10"

T

Figure 5.6— Average degree of consolidation curves translating a doubly drained layer to a singly
drained layer subjected to a sinusoidadistribution

This process was carried out using tdg, soil described in Chapter 4, where the initial
height of the sample was varied to assess the effect oHthW® ratio. As outlined in
Chapter 4, the expected value @f for this soil within the applied pressure range of 80-160
kPa is approximately 5.5-9.0%yr. A summary of the theoretica],,, ;,, values calculated

using Eq. (5.2) from two tests conducted under 160 kPa applied pressure is shown in Table
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5.1, along with the actud,,. values used during testing, their corresponding values of

T, oeke @nd the settlement measured, @t (Syoc)-

Table 5.1 —Details of doubly drained to singly drained testing

Test ! Test @
H, (mm) 141 100
H/D 1.84 1.32
Experimental mm 322 357
parameters Sioo _ ) ' '
toiock (MINS) 98 40
Vgt 0.05 0.04
Limitin ;
factorg block sin (mlns) 133 67

As shown in Table 5.1, the times at which base drainage was halted during Tests 1 and 2

were actually less than the conservative valué,of ., calculated using Eq. (5.2). Thus,

further examination is required to determine if, and how closely the percentage consolidation

of a singly drained layer subjected to one of these not-yet-sinusoidal isochforeB{7)

behaves in comparison to a singly drained layer subjected to a sinugciiatribution.

As established previously, once the base drainage valve has been closed, any subsequent

consolidation can be treated as an entirely new consolidation process where the pore water
pressure distribution af, ., is treated as the new ‘initial’ distribution, whefg,., is the

time factor corresponding tt,,... By selecting particular isochrones and treating them as
new ‘initial’ distributions, it is possible determine the valuelgf ., for which the problem
behaves as if thél, -distribution were perfectly sinusoidal. For instance, if the pore pressure

isochrones due to an archdgdistribution in Test 1 (wherdd /D = 1.84, from Table 5.1)

are revisited, it can be seen that the isochramsear sinusoidal before they technically
become sinusoidal. This is evident in Figure 5.7 where the blue isochrones are purely
sinusoidal (according to thE = 007 cut-off established previously) and the red isochrones

have yet to become sinusoidal.
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Figure 5.7— Excess pore water pressure isochrones due to an ardafisttibution with two-way
drainage

It was considered appropriate to conduct a comparison in terms of average degree of

consolidation, since the modified curve-fitting procedures are reliant on this parameter. This
exercise was completed for small valuesigf, (0.01 and 0.04), where it is known that the
distribution of excess pore water pressure is not yet completely sinusoidal. The results are
shown in Figure 5.8, where the blile—T curve indicates the consolidation behaviour of a

singly drained soil layer subjected to a true sinusomdabistribution. The isochrones

corresponding toT, ., = 0.01 and 0.04 (due to an archag-distribution with two-way

lock
drainage) were used as ‘initial’ excess pore water pressure distributions with subsequent one-

way drainage to generatd —T curves for comparison with thel =T curve resulting
from a sinusoidal, -distribution with one-way drainage (shown in blue)s evident that if

bottom drainage is halted even in the very early stages of consolidation, the subsequent

process still closely follows the sinusoiddl—T curve.

Using Figure 5.8, it can be concluded that as longlas, > 004, any consolidation

sdtlement that occurs during the singly drained portion of the test can be independently

analysed using the modified curve-fitting technique for a sinusaigalistribution (with
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one-way drainage). Thus, even conservatively, the valugg gf in Table 5.1 still meet this

requirement.
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0.9 ———— Skewed u, - distribution corresponding to T, ' = 0.01

Skewed u; - distribution corresponding to Th!uCk =0.04
I 1 1

107 10" 10’
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Figure 5.8— Average degree of consolidation curves u3igg,= 0.01 and 0.04 isochrones of an
archedu;-distribution as ‘initial’ u-distributions with subsequent one-way drainage

Results — Singly drained consolidation process (2 to 4)

Using the factors provided in Chapter 4 (Section 4.4), Figures 5.9 and 5.10 were developed,
each of which depict the modified Casagrande and Taylor curve-fitting methods for a

sinusoidalu, -distribution with one-way drainage.

Based on the data obtained from the singly drained portion of the process only (from points 2

to 4 in Figure 5.6), subsequent valuescpfwere predicted using the modified Casagrande

ard Taylor methods (denoted kg, ., and € respectively). In Test 1 (i.e. the 141 mm

)Cas v,Tay
thick sample), approximately 50% of the total settlement data occurred under singly drained
conditions, whereas in Test 2, 70% of the data corresponded to singly drained conditions,

each of which were used in the modified curve-fitting techniques.
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Figure 5.9— Modified Casagrande curve-fitting procedure for a singly drained layer subjected to a
sinusoidaly-distribution
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Figure 5.10— Modified Taylor curve-fitting procedure for a singly drained layer subjected to a
sinusoidaly-distribution
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Using the settlement data corresponding to the singly drained portion of the test only, the

modified Taylor and Casagrande curve-fitting methods were used to determine the value of

C, . To do this, it was first necessary to subtriggt, from all singly drained values so that
the x-axis of the sinusoidal singly drained plot spanned ftom0 to t o, —t, .., rather

thant, ., to t,,,. An example analysis is shown in Figure 5.11 for Test 1 settlement

data.
(@) (b)
3.1 3.1
g = 7.9 mz.fyr
» - d“—3.221 mm
_ 38 P d ;= 5309 mm
E E ty, = 16.8 hrs
- 41 ¢ =82mhr z
5 I‘.=“?7l 1'111 g
E d 0 J.j- ‘l I E
2 46 d“m =5.35 mm 2 406
e -
b o= 4 hrs "5
o 75}
51 5.1
;0
5.6 - 36 5
102 10" 0 2 4 6 8 10 12 1415
Time (hrs) Time (hrs""®)

Figure 5.11- Example analysis using (a) modified Casagrande curve-fitting technique, and (b)
modified Taylor curve-fitting technique

It should be noted that the ‘initial’ thicknes$i() used to conduct these analyses was

cdculated by subtracting the total settlement that occurred during the doubly drained process

(Syek) from the actual initial thickness.

Results — Doubly-to-singly drained consolidation process (1 to 4)

Although the expected range «f values for theK,, mix operating under an applied

pressure of 160 kPa is already known (5.5-9%yr the c, value for each particular

doubly-to-singly drained test was also determined using a trial-and-error type procedure
implemented in the program MATLAB. Here, tlemtire set of data was fitted to the
theoretical curve contained within points 1 and 4 in Figure 5.6. To do this, the settlement
readings taking during testing had to be scaled to reflect percentage consolidation. Thus, the
compression readings that corresponded to 0% and 100% primary consolidation were

required. This was done using the same tangent principles behind deterdhjrémgl d,

in the traditional Casagrande method. Then, all compression readings were converted to

percentage consolidation.
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Using various values of,, the raw times corresponding to each compressiatingavere
converted to time factor values which were then plotted against percentage consolidation.
Based on results collected during Test 1, the valu, aghat gave the best fit (when viewing

the process as a whole) was 7.8ym which lies within the expected region. This value was
aso independently achieved using the results collected during Test 2 which suggests
confidence in the repeatability of the test. The resulting plots of experimental data versus the
theoreticalU —T curve (from points 1 to 4 in Figure 5.6) are shown in blue in Figures 5.12
and 5.13 for Tests 1 and 2, respectively. The singly drained portion of th&Jbtde curve

in Figures 5.12 and 5.13 was theoretically determined jgr, = 0.06 and 0.08, andl,., =

0.05 and 0.06 for Test 1 and Test 2, respectively, to cover the expected rargeatdies

(from 6.0-8.0 rfiyr). This was deemed necessary due to the circular nature of the problem;

to calculate the value of,, the experimental data must be fitted to the thesadeturve,

which also requires the value of .

The values ofc, obtained using the modified curve-fitting proceduapsglied to the singly

drained data only resulted in the following values éqg.,; and €, : 7.9 and 8.2, and 7.6

and 8.3 nilyr for Tests 1 and 2, respectively. These values were used to non-dimensionalise
the experimental data for comparison with the theoretical T curve. The results shown in
green in Figures 5.12 and 5.13 represent the non-dimensionalised experimental data obtained

from the singly drained portion of the tests only, which are in close agreement with the

theoretical curve for a sinusoida)-distribution with one-way drainage.
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Figure 5.12— Comparison between valuescpbbtained using trial and error versus modified curve-
fitting technique (sample of 141 mm height subjected to an applied load of 160 kPa)
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Figure 5.13— Comparison between valuescpbbtained using trial and error versus modified curve-
fitting technique (sample of 100 mm height subjected to an applied load of 160 kPa)
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A summary of the consolidation parameters obtained using the modified curve-fitting
methods in comparison with the ‘true’ values evaluated using the trial-and-error MATLAB

process is provided in Table 5.2.

Table 5.2—-Results from Tests 1 and 2 obtained using (a) MATLAB trial-and-error, and (b) modified
curve-fitting techniques

(a) (b)
Total Sine
(1to 4) (2t0 4)

do (Mm) 0.42 Percentage data used 50%

Testl  dipc (Mm) 5.4 thiock (MiN) 98
c, (mPyr) 7.0 do (Mm) 3.2

do (Mmm) 1.7 Test] Casagrande  dioc (Mm) 5.4

Test2  dioc (Mm) 5.9 c, (mélyr) 8.2
c, (mélyr) 7.3 do (mm) 3.2

Taylor dioc (Mm) 5.8

c, (m?lyr) 7.9
Percentage data used 70%

thiock (mln) 40

do (Mmm) 3.6

Casagrande  djoc (mm) 5.9

Test 2 G, (mZ/yr) 83

do (Mmm) 3.6

Taylor dioc (Mm) 5.8

c, (m?lyr) 7.6

Overall, these results suggest the modified Casagrande and Taylor curve-fitting methods are

effective in evaluating the coefficient of consolidation of a singly drained soil layer subjected

to a sinusoidalu, -distribution. Furthermore, this exercise could pogdly be repeated to
verify the efficacy of the modified curve-fitting method corresponding to a doubly drained

layer subjected to an half-sinusoidgl-distribution. Here, the test would begin as a singly

drained process and then revert to doubly drained conditions after an half-sinugeidal

distribution was achieved.

5.3.2. Doubly drained layer subjected to a sinusoidal uj-

distribution
Using the same principles outlined in Section 5.3.1, it is possible to also verify the modified
Taylor and Casagrande curve-fitting procedures for a doubly drained layer subjected to a

sinusoidalu; -distribution. In fact, it is much easier to do tkiace any portion of the data

obtained during a conventional oedometer test can be used (after the pore pressure has

become sinusoidal).
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Experimental Strategy
As demonstrated in Figures 3.34 and 3.35, where the variatiBy) inith T was observed
for non-uniform u; -distributions in comparison with a uniform, -distribution, the time

factor at which the pore pressure decay of a uniforadistribution becomes sinusoidal is

approximately 0.03, provided the soil layer is doubly drained. Thus, any portion of
settlement corresponding td6 > 003 can be analysed using the modified curve-fitting
procedures for a sinusoidal, -distribution with two-way drainage. This is illusted by

Figure 5.14, which provides the average degree of consolidation curves due to uniform and

sinusoidalu, -distributions for a doubly drained soil layer.

The U —T curve 1-2-3 corresponds to the percentage settlement-time curve obtained during

traditional oedometer testing.

Doubly drained (2-3) process
0.7F " due to a sinusoidal ui—distribution

Doubly drained (1-2-3) process
08F .. due to a uniform or arched ui-distribution i

Doubly drained (1-2-3) process
due to a uniform or arched ui—distribution

09F
(where excess pore water pressure
isochrones are sinusoidal in shape)
1 '_2 m
10 10
T

Figure 5.14— Average degree of consolidation curves translating a doubly drained layer subjected to
uniform or sinusoidali-distributions
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The blue portion of this curve (from 2 to 3) depicts the percentage consolidation that occurs
when the excess pore water pressure isochrones are sinusoidal in shape. The data obtained

between points 2 and 3 can thus be analysed using the modified curve-fitting procedure for a
sinusoidal U, -distribution with two-way drainage (denoted by the green curve in Figure

5.14). In fact, unlike the singly drained procedure outlined in Section &u3yket of data
obtained betweers and 3 (wheres is an arbitrary point within the region 2 to 3) can be

analysed using this method since the distribution in excess pore water pressures remains
sinusoidal throughout. This means that, in essence, thereudtiple values ofC, that can

be obtained from jusbne oedometer test, which may be useful for validation purposes.

Using settlement data corresponding to the sinusoidal portion of the test only, the modified

Taylor and Casagrande curve-fitting methods were used to determine the valueTbie

time chosen from which to analyse the sinusoidal dafy Was varied, so that different

portions of the sinusoidal section were analysed.

For this doubly drained analysis, two different soil samples were uégg énd DM )

along with two different oedometer apparatus’, the tall oedometer described previously and a

standard oedometer. The earliest conservative time from which data could be extracted

(tssin) Was calculated using Eq. (5.2) and is shown in Table 5.3, along with actual testing

parameters.
Table 5.3- Details of doubly drained testing
Data set 1 Data set 2

Test type Standard Tall

Soil type DM Keo

Applied pressure (kPa) 8.29 160

Expectedc, range (ryr) 0.2-0.4 5.5-9.0

Experimental H, (mm) 19.6 111
parameters H/D 03 16
Sy (mm) 1.8 2.8

t, (min) 66 47
Ty 0.07 0.04

Limiting Ly gin (MIN) 30 47
factors T, 0.03 0.04
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Although two sets of data were extracted from the settlement-time data obtained from one

oedometer test, only the first settlement-time po8y,() from which data was extracted

is provided in Table 5.3 to ensure it meets the limiting criterion e T,).

Results
Using the factors provided in Chapter 4 (Section 4.4), Figures 5.15 and 5.16 were developed,
each of which depict the modified Casagrande and Taylor curve-fitting methods for a

sinusoidal u, -distribution with two-way drainage. Using the datanfi two independent
doubly drained oedometer tests, values @f were subsequently predicted using the

modified Casagrande and Taylor methodg{,; andc respectively).

v,Tay

When conducting the modified curve-fitting analysis, it was necessary to shift each data set
back tot =0, as if each were its own new consolidation test. To do this/as subtracted
from all t values within the selected data segment so thatxtfais of the sinusoidal

doubly drained plot spanned frotr=0 to t,,, —t_ rather thant, to t,,, (similar to the

S

procedure outlined in Section 5.3.1).

I8 2.041, ts, Time (log)
do | ‘
d, feee T
i T PRT———-
T50 — 0.07
P S
2
._;%
.g dloo T
o
g.
s
o
v

Figure 5.15— Modified Casagrande curve-fitting procedure for a doubly drained layer subjected to a
sinusoidaly-distribution
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097 Time®*7

Compression reading

v

Figure 5.16— Modified Taylor curve-fitting procedure for a doubly drained layer subjected to a
sinusadal u;-distribution

For the Casagrande analysis, the experimental settlemi@nigs plotted against logarithm
of time (t), as shown in Figures 5.17 and 5.18 which correspond to data sets 1 and 2,

respectively. Thed —logt curves for both uniform and sinusoidal cases are shown on the

one plot for clarification purposes. However, the analysis for each case was conducted using

separate plots so that the-axis could be adjusted accordingly for accuracy.

In Figures 5.17 and 5.18, points 1 to 3 indicate the set of data that was analysed using the
traditional Casagrande curve-fitting method. The data between points 2a and 3 was extracted
and shifted back so that the array of time values for this data bedgbn Gthrs. The
stbsequentd —logt plot was then analysed using the modified Casagrande method for a

sinusoidal u; -distribution with two-way drainage. This procedur@swrepeated for the

smaller set of compression data contained with points 2b to 3. It is clearly evident that point

2a in Figures 5.17 and 5.18 (selected at 66 min and 47 min, respectively) adhere to the
restrictions set by ;, calculated using Eq. (5.2), provided in Table 5t3hbuld be noted

that any point betweeh, ;;, and 3 could have been selected to analyse the data — the points

2a and 2b were simply arbitrarily selected.
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0 4L d —®— Uniform u-distribution
: =—@— Sinusoidal w-distribution

tssn=30 min

Settlement (mm)
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26 dlm 1 I i L
107 107 10" 10’ \ig!
Time (hrs)
Figure 5.17— Analysis of data set 1 using traditional and modified Casagrande curve-fitting
techniques
0-2 L] L) L] L]
0.6k b - —e— Uniform w-distribution
| —@— Sinusoidal u-distribution 4
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Figure 5.18— Analysis of data set 2 using traditional and modified Casagrande curve-fitting
techniques
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When using the modified Casagrande methdgl,was easily identified as the settlement

corresponding tot,. The settlement corresponding to 100% primary casetdn (d,,)
was identical to the value determined using the traditional Casagrande method. Overall, the

major contributor to the difference in methods is the valué.gf which is 0.07 compared

with the value corresponding to a uniform-distribution which is 0.049.

For the Taylor analysis in traditional terms, the experimental settlement was plotted against

t°® as shown in Figures 5.19 and 5.20, which correspormtata sets 1 and 2, respectively.

097

However, when using the modified Taylor method, #hexis must be of the forrh™" (see

Table 4.4) in order to adequately capture the initial ‘straight-line’ portion of the. As a result,

—-t%7 curves are shown as insets in Figures 5.19 and 5.20. The tangent

the sinusoidald
lines characteristic of the Taylor method have been included in Figures 5.19 and 5.20 for the
uniform case and the first sinusoidal set of data (from points 2a to 3) to illustrate the

differences in methods.

:}.: L] L T L} L T T I.b - ‘! L) L | L} L L | L LI L] L

2a —@— DUniform u;-distribution
—@— Sinusoidal u;-distribution

Settlement (mm)

Settlement (mm)

=
o]
=)

1
|
3
W
Lt
'

) .

Time (hrsnm

bt
T

2] ' L i i L i i i i

2.8
0 02040608 1 12141618 2 2.
Time (hrs ™)

Figure 5.19— Analysis of data set 1 using traditional and modified Taylor curve-fitting techniques
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42628 3 32343638 4
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Figure 5.20— Analysis of data set 2 using traditional and modified Taylor curve-fitting techniques

It is important to note that the straight-line portion of the sinusaidak °’ curve is much

smaller than that of the uniforrd —t® curve. This can be explained by re-examining Table

4.4, which shows that the ‘straight-line’ approximation for the sinusoidal case only applies to
11% of the total settlement, whereas the ‘straight-line’ portion of the uniform case applies to
52% of the total settlement. Thus, when using the modified Taylor method, it is important

not to try and force the line through more data points than necessary.

In order to verify the values af, calculated using the modified curve-fitting methods for a
sinusoidal U; -distribution with two-way drainage, the data as a whole (i.e. a doubly drained

layer subjected to a unifort -distribution) was also analyzed using traditional Casagrande

and Taylor curve-fitting methods for comparison. A summary of the consolidation
parameters obtained using the traditional and modified curve-fitting methods for data sets 1

and 2 is provided in Table 5.4. The values @f obtained by applying the modified

Casagrande method to the sinusoidal data are consistently less than the values obtained using

the tradational method, but only to a very small degree (approximately 15%). This is also

evident upon examination of th@ values obtained using the Taylor method. Ove@l,
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values obtained using modifed curve-fitting methods aligned with those obtained
traditionally, even when only 29% of the data was used in the analysis (as was the case for

the Sine 2b-3 analysis in data set 1).

Table 5.4 —Results obtained using traditional and modified curve-fitting techniques to analyse data

sets 1 and 2

Uniform Sine
Percentage data us 100% 47% 29%
t. (hrs) 0 1.1 2.6
do (Mm) 0.3¢ 1.8 2.2
Data Casagrande dyoc (Mmm) 2.5 25 25
set 1 c, (m?yr) 0.23 0.19 0.19
do (Mm) 0.39 1.8 2.2
Taylor dioc (Mm) 2.3 2.4 2.4

c, (m?lyr) 0.2¢ 0.2 0.2¢
Percentage data used 100% 61% 42%

ts (min) 0 0.6¢ 1.1

do (Mmm) 0.40 2.8 4.0

Data Casagrande d;oc (mm) 5.9 5.9 5.9
set 2 c, (m?lyr) 6.9 5.9 5.9
do (Mm) 0.61 28 4.0

Taylor dioc (Mm) 5.8 5.¢ 5.8

c, (mélyr) 5.9 5.7 5.2

Although the differences between the traditional and modified curve-fitting methods appear
minor, it is important to acknowledge the importance of these differences. For example, if
the traditional Casagrande method was used to analysesithesoidaldata, the predicted
values ofc, would be approximately 50% less than the actualevalinis variation would

be further exacerbated if the traditional Taylor method was used instead of the modified
method, wherec, values as much as 10 times the actgjalof the soil can be expected.
Clearly, the modifications to the traditional curve-fitting methods play a significant role in

the determination of accurate valuesopfin these sinusoidal, -distribution cases.

In order to make a definitive conclusion regarding the efficacy of the modified curve-fitting

methods, the experimental data was plotted against theoretical values using each set of
parameters from Table 5.3 similar to the analysis conducted in Section 4.2. These results are
shown in Figures 5.21 and 5.22, which correspond to data sets 1 and 2, respectively. In
general there is a close agreement between theoretical and experimental results. However, it
appears that the Taylor method consistently outperforms the Casagrande method in terms of

the fit achieved between experimental data and theory.
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Figure 5.21- Experimental vs theory using @)casand (b)C, oy for data set 1
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Figure 5.22— Experimental vs theory using @)casand (b)c, rayfor data set 2

The modified curve-fitting procedures were successfully used to analyse the data obtained
during the doubly drained consolidation of a soil layer. It is possible to apply the same

principle to a singly drained layer. Here, the modified curve-fitting method for a half-

sinusoidalu, -distribution with one-way drainage would be usedrtalyse the data instead.

5.3.3. Practical Implications

The proposed modified curve-fitting methods have many potential applications when it
comes to back-calculation of the coefficient of consolidation, and in field predictions of
settlement. In fact, by using these methods, some common difficulties regarding back-

calculation of consolidation properties can be avoided. For instance, if an initial period of
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settlement versus time is unknown, the remaining data that was collected need not be
discarded. An analysis using sinusoidal or half-sinusoidal curve-fitting procedures (for
doubly or singly drained layers, respectively) can still take pédcany time as long as

consolidation is not yet complete.

Furthermore, if the soil layer being considered was initially subjected to an unknown non-
uniform u, -distribution, the majority of settlement behavioangstill be predicted using the
sinusoidal or half-sinusoidal solutions since the decay of excess pore water pressure will
inevitably return to one of these shapes. That is, some short time later (depending, of course,
on the coefficient of consolidation and thickness of the soil being considered), the process
will have returned to a familiar sinusoidal/half-sinusoidal process where the consolidation

behaviour is known.

The prediction ofc, has long been a contentious issue among geotecterigaieers, as

evidenced by the numerous evaluation techniques available in literature. Many of these
methods require complicated analysis techniques, while others are as unreliable as they are
simple. Many geotechnical engineers and laboratory technicians will invariably return to the
widely used Taylor and Casagrande methods to analyse settlement-time data. The benefits of
using one of the modified curve-fitting procedures proposed within this study to analyse data

obtained from a laboratory oedometer test are threefold;

1. The user is sure to be already familiar with the basic steps involved in the popular
Taylor and Casagrande curve-fitting methods. The advantage associated with the
modified Taylor and Casagrande methods is that the overall procedure remains the

same — it is only the curve-fittingarametersthat are adjusted to account for the

sinusoidal/half-sinusoidal, -distribution.

2. Depending on the type of soil being tested, immediate settlement can introduce

complications regarding identification of the start of primary consolidatily). (Since

the modified curve-fitting methods exclude the initial portion of the settlement-time

data anyway, immediate settlement is no longer an issue and the evaluatign of

becomes considerably more straightforward.

3. Multiple values of ¢, can be obtained from just one set of data, which loan

extremely useful when there is some existing doubt as to the validity of the

conventionally calculated,. For example, when the settlement-time curve doés no
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follow the ideal ‘s-shape’ (when in log-scale), the predictiortpfcan become more

Subjective. In these cases, it would be unwise to rely on a single vafttje of

Although there are numerous advantages to the aforementioned techniques for calculating
C, , these methods are still reliant on Terzaghi's oneedsional consolidation theory which

does not account for secondary compression (or creep). Rather, to use these methods, the
assumption that creep begins at the end of primary consolidation must be valid. Depending

on the type of solil, this assumption may have a significant impact on the determination of the
coefficient of consolidation.

5.4 Summary

By recreating a non-uniform initial excess pore water pressure distribution within a
laboratory setting, important theoretical results gathered in Chapters 3 and 4 were

experimentally verified. The phenomenon of pore pressure redistribution during
consolidation was successfully verified for a sinusoidatdistribution with one-way
drainage. Data gathered from these tests were also analysed using the modified curve-fitting
procedure for a sinusoidal -distribution with one-way drainage. The calcula®dvalues

align with those determined using standard oedometer testing and analysis. The modified
curve-fitting technique for a sinusoidal, -distribution with two-way drainage was also

experimentally validated, and potential applications of this technique were explored.
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Chapter 6: Time-dependent loading

6.1 General

In certain geotechnical applications, it is necessary to estimate the consolidation settlement
of a soil layer that is subjected to an increase in vertical total stress that occurs over a
prolonged period of time. Structural loading on a foundation, or surcharge loading on a clay
layer, are cases where time-dependent loading must be considered — the assumption of an
instantaneously applied load no longer applies. Over the years, several methods for
calculating primary consolidation settlements that occur under time-dependent loading have
been developed (Gibson 1958, Olson 1977, Zhu and Yin 1998, Conte and Troncone 2006,
Zhu and Yin 2005, Hsu and Lu 2006, Hanna et al. 2011). Olson (1977) derived a
mathematical solution to one-dimensional consolidation for constant rate loading (or ramp
loading) in which the vertical total stress is assumed to be uniform with depth. That is, a

uniform initial excess pore pressure distribution was considered. Hsu and Lu (2006)

extended Olson’s work by allowing, to vary with applied pressure.

Studies conducted by Gibson (1958) account for the compression of the soil layer during
deposition. Schiffman and Stein (1970) proposed a general solution for multi-layered clay
undergoing one-dimensional consolidation that accounts for the loading history. Zhu and Yin
(1998) extended the investigation into ramp loading by considering an excess pore water
pressure distribution that varies linearly with depth and time. Conte and Troncone (2006)
used Fourier analysis to study consolidation due to time-dependent loading including static
and cyclic loads. Their theoretical results were verified using laboratory test data and case

histories.

Hanna et al. (2011) recently proposed a simple and easily applicable method for calculating
construction and post-construction settlements, which is further explored within this chapter.
Here, the initial distribution of excess pore water pressure is assumed to remain constant

over the depth of the soil layer.

6.2 Ramp loading

In field scenarios, a load is rarely applied instantaneously, but instead is applied in steps as
construction or preloading takes place. This stepped construction can be approximated by a

constant rate of loading, or ramp loading (RL) as shown in Figure 6.1.

By reducing the loading to a constant rate, and discretising the ramp loading into

infinitesimal pressure increments (as in Figure 6.2) an expression for the percentage
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consolidation at the end of constant rate loading can be developed (Hanna et al. 2011). This
relationship is dependent upon the assumption that the infinitesimally applied loads all

generate a uniform distribution of excess pore water pressure with depth.

A
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::: - — -

3?; RL approximation

% Construction loading
E =s=msm== pPost-construction loading
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Figure 6.1— Approximating actual loading rate with constant rate loading
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Q.
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Figure 6.2— Infinitesimal pressure increments applied during loading

It is assumed that the total applied pressure on the soil layer is applied atG.rHt¢he

pressure is applied consistently over the time petjodi.e. construction time), the total
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pressure ¢, ) at the end of loading iCt, (see Figure 6.1). If the loading were
instantaneous, this would equate to the initial excess pore water pressiitet is,
u =Ct, (6.1)

Similarly, the pressure applied on the soil layer during an infinitesimal time peattgdg
Cdt (as in Figure 6.2). This translates to an infinited increase in excess pore water

pressure Qu; ) of Cdt, at timet, throughout the soil layer.

At the completion of loading (i.e. df ), some of this excess pore water pressure will have

dissipated. The fraction of excess pore water pressure dissipdtedsatl, _, , whereU, _,

is the average degree of consolidation during the time pdyiodt, developed using

Terzaghi’'s consolidation theory. This can be written as:
Aq _AutL = UKL—tht (62)

where Au, = initial excess pore water pressure increase due to the infinitesimal pressure
incrementCdt, and Au, = corresponding excess pore water pressure from this pressure

increment that remains undissipated at

By adding all infinitesimal time intervals, the excess pore water pressure that has dissipated

att, is given by:
t
y - U[L = '[U(tl_ - t)Cdt (6.3)
t=0

whereu, = excess pore water pressurd,attaking into account the entire loading over the
durationt, . This is a fraction ofu; (Eq. 6.1) after allowing for pore pressure dissipati

during timet, . Eq. (6.3) can also be written as:
t
Y-y = Jucdt (6.4)
t=0

The expression for average degree of consolidatibn eain thus be determined:

TU(t)Cdt thu (t)dt

— i Lt _o0
U, = = =

u, Ct, t,

(6.5)

Eq. (6.5) can also be written as:
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TL
fumadr
UL — 0 (6.6)
TL
where
ct
T, :H—ZL (6.7)

Using Egs. (2.44) and (2.45) and applying them to Eq. (6.6), an expression foan be

derived for both singly and doubly drained soil layers:

Lg[(zn 1)77] { ex'{ MH (6.8)

U oo =1‘T Z i ( 2O - exp(-nre,) (6.9)

The proposed expression for constant rate loading can be used as the baseline for

determining the construction and post-construction consolidation settlements for any loading

period (t, ). Here, the following adjustments are required,

During Construction {<t, ) — The ‘final' consolidation settlement at the end of loading

(U ) is proportionally reduced to reflect the fractidniaad being applied at. If the load
accumulated at timé is represented by(t) and the total load at the end of loading is given
by q, . the consolidation settlement during constructiamlwa calculated as follows:

q(t)
Ut<t = U L
oW

Post-constructiont(>t, ) — The problem can now be treated as an instantaneous case, where

the ‘initial’ excess pore pressure distribution (&t t, ) is assumed to be sinusoidal or half-

sinusoidal for doubly and singly drained layers, respectively. This assumption is based on the
knowledge that the excess pore pressure isochrones take a sinusoidal or half-sinusoidal shape
during consolidation (when considering a uniform initial excess pore water pressure
distribution). The post-construction consolidation settlements can thus be calculated using

the following equation:
Up, =U+ (1_UL)Ut—tL (6.11)
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whereU, = average degree of consolidation at the end of constant rate load)ng ite
U, values are those generated by a sinusoidal/half-sinusoidal initial distribution (due to an

instantaneously applied load), which are commonly available in literature. These values

should be selected and used in Eq. (6.11) according to the following time factor:

_Gt-t)
t-t, H 2 (6-12)
The complete post-construction settlement can be plotted in relation to construction

settlement by then plotting dll ., values afT values that have been shifted to account for

the loading period (i.eT =T_, +T,).

Using this procedure and Eq. (6.8), the theoretical settlement-time curves (shown in blue)
were developed for a singly drained case where the loading period varied accorfling to

0.05, 0.2, 0.4 and 0.8, and are shown in Figure 6.3. The ramp loading (RL) curve generated
using Eq. (6.8) has also been provided for clarity. It can be seen that tiE curves

intersect the base RL curve at their respeclive T, values.

Since thesdJ —T curves were required forsingly drained case, the distribution of excess
pore water pressure at the end of loading was assumed to follow a half-sinusoidal shape.
Consequently, théJ,_,  values used in the post-construction adjustments are due to a half-
sinusoidal distribution with one-way drainage. To illustrate the need for this modification,
the settlement-time curves that would result from an assumption of uniform excess pore

water pressure at the end of loading have also been provided in Figure 6.3 (denoted by the

green lines). Clearly, the rate of settlement is considerably over-estimated if the assumption

of uniform excess pore water pressureTat is adopted in place of a half-sinusoidal

distribution. In fact, for a loading period af = 0.05, the rate of settlement using this

uniform assumption actually surpasses the rate of settlement of an instantaneously loaded,

singly drained layer (denoted by the red line).

In order to verify the half-sinusoidal assumption when adjusting for post-construction
settlement , the ‘true’ theoretical settlement-time curves have also been provided in Figure
6.3. These curves were developed using a discretised approach which is further elaborated

upon in Section 6.3. It is clearly evident from Figure 6.3 that the assumption of a half-

sinusoidal distribution of excess pore water pressuilg a valid for most loading periods.

However, when the load is applied very quickly (i.e. for small valued,9f the ramp
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loading solution actually underestimates the rate of consolidation by a small degree. This is
because the distribution of excess pore water pressure at these times is actually parabolic in

nature, and has not yet become sinusoidal.

eo— RL. base curve
"True' solution
'Half-sine' assumption |

'Uniform' assumption

0.8}  Instantaneous loading

0.9

1 'l 1 1 '} 1 Il 1 1 1

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
T

Figure 6.3— During and post-construction consolidation settlement for various construction times
(TL) with one-way drainage permitted

Since the total applied load in Eq. (6.1) was assumed to adhere to a unjfolistribution

(which has a solution that is interchangeable between singly and doubly drained cases), the

same settlement-time curves as those shown in Figure 6.3 can be expected for the doubly

drained case, but using Eq. (6.9) along with values that are 4 times less than the singly
drained case (i.eI, = 0.0125, 0.05, 0.1 and 0.2). Furthermore, the posstruction
settlement-time portion of the curves would requidg, values that correspond to a

sinusoidal u; -distribution with two-way drainage, rather than thalf-sinusoidal u; -

distribution with one-way drainage used to develop Figure 6.3.
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6.2.1. Approximations for ramp loading

It is widely known (Taylor 1948, Fox 1948) that the early stages of consolidation (for

U < 052) can be mathematically approximated using an exgi@bidénnction of the form,

as outlined in Section 4.4.1:

U=AT? (6.13)

where A= 1128 and B = 0.5 for a case of uniform initial excess pore pressure where the

load is applied instantaneously.

Using the procedure outlined in Section 4.3.1, this exponential approximation (Eq. 6.13) was
also found to apply to the entire region of construction settlentent (), regardless of, .
However, the constant® and B are dependent upofy . Adjusting the constant#&\ and

B was sufficient to adequately capture the entire construction portion of the settlement-time

curve. The variation in these approximation constants with time is shown in Figure 6.4.

160

140

Doubly Drained

60

Approximation coefficient, A
[=2]
=

Figure 6.4— Approximation constants

For cases where one-way drainage is permitted, assuming a constant \Bleeldf as the

power constant and adjustind accordingly will result in root mean square (RMS) errors
less than 0.002.
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6.3 Discretised loading

To assess the assumption of a sinusoidal/half-sinusoidal ‘initial’ excess pore pressure
distribution att =t , the consolidation settlement resulting from time-dependent loading
was determined using an alternative approach. Here, the constant rate loading was actually
simulated by applying finite but very small ‘instantaneous’ loads, where each increment had
a uniform variation in pressure with depth. Thus, the process was still analytically examined,
but using the solution to Terzaghi’s consolidation theory in Eqg. (3.17) for an instantaneously

applied load. Here, the total loay] , was divided into a large number of increments (each

with magnitudeAq) which were applied in a discrete fashion over the coursg.of

In each case, the load increment was allowed to decay for some fraction ofAfimpeupon

which the next load increment would be added, and subsequent pore pressure decay allowed.
By increasing the number of increments (i.e. reducing the magnituflg @fnd AT ), it is

possible to determine the point at which this discretised loading effectively becomes constant

rate or ramp loading.

An example of this process is shown in Figure 6.5 for a loading peridg &f0.3 where
two-way drainage was facilitated. Here, the number of loading increments was increased
until the consolidation settlement approached the settlement generated using the ‘true’ ramp

loading expression. This procedure was repeated for a number of other valljes tof

confirm the limiting value of AT . It was found that if the time factor between loading
increments was less than 0.0143, the discretised loading could be considered constant rate

loading.

Using this discretised approach, the validity of the sinusoidal/half-sinusoidal assumption
used in Eq. (6.11) was examined. It was found that for valugds>»0.2 and T > 005 for

one- and two-way drainage, respectively, this assumption is completely valid. However, for
values of T less than0.2 and 005 (for one- and two-way drainage), the post-construction
settlements are underestimated, and consolidation actually proceeds slightly faster than
anticipated as shown in Figure 6.3. This can be attributed to the shape of the excess pore
pressure isochrones — in the early stages of consolidation, the shapes of pore pressure
isochrones resulting from a uniform initial excess pore pressure distribution are actually

parabolic rather than sinusoidal.
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22 loading increments
0.1 ¥

0.2 4 loading increments | -

2 loading increments

0.4F

1 loading increment

U o5} -
End of loading
0.6F (T, =0.3) 1
0.7F
0.8F
0.9F Ramp
loading
l 1 ' 1 L
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Figure 6.5— Effect of varying number of loading steps within construction peridd fufr a doubly
drained layer

This is further highlighted in Figure 6.6, where the actual pore pressure isochrones resulting
from a uniform initial distribution operating under one-way drainage are shown along with
half-sinusoidal approximations. As suggested by the constant rate loading comparison, the
isochrones do not become sinusoidal in shape Tir#il0.2 (or T = 0.5 in the case of two-

way drainage).

This discretised approach has many applications beyond constant rate loading. For example,
surcharge preloading usually takes place in large ‘steps’, where a quantity of fill is deposited
and allowed to sit for weeks before another deposition occurs. As a result, even the
assumption of ramp loading in these cases might be unreasonable. Instead, the discretised
approach outlined in this study can be used to assess the percentage consolidation that will

occur given any variety of fill history.
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Pore pressure isochrone

Sinusoidal 'fit'
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0.8F

0.9F
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Figure 6.6— Pore pressure isochrones as they become sinusoidal

6.4 Experimental investigation

Using the knowledge that applying load increments at time factor intervals of less than
T = 00143 will result in a ramp loading-type problem, an exmental study was

conducted to complement the analytical results. Time-dependent loading tests were carried

out using theK ., soil mix described in Table 4.1.

6.4.1. Discretised approaching constant rate loading

Two independent oedometer tests were conducted simultaneously (labelled Specimen 1 and
2), under doubly drained conditions. The relevant consolidation parameters including applied

stress, total primary consolidation settlement and initial thickness are provided in Table 6.1.

Table 6.1 —Consolidation parameters

q9  AH H,

Specimen (kPa)  (mm) (mm)

1 108 0.20¢  18.57¢
215 0.272 18.241

5 10¢ 0.257 18.88:

215 0.38 18.429
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The total pressure was applied over a period of two hours, which corresponds to a time factor
of approximately 0.3, based ar) values established previously using standard oedomet
tests. The load was divided into 240 increments which ensured a small eAdugif

0.00125 (i.e. ramp loading could be reasonably assumed). Physically, this required spooning
sand into a hanging bucket every 30 seconds. The results for each sample are shown in
Figure 6.7, and demonstrate a close agreement between the theoretical constant rate loading

curve and experimental discretised loading curve.

Figure 6.7— Experimental vs. theoretical time-dependent loading

6.4.2. Construction settlements

When the construction settlement versus time is normalised with respect to the end of
loading values, it can be seen that all construction settlements occur within a relatively

narrow band, regardless of clay type and loading duration. At the end of lokditg.and

S=s, . Therefore, it follows that;
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t_T

t, T, (6.14)
and

s_U

s, U, (6.15)

wheret <t (i.e. only considering settlemest that occurs during construction). Heke,

ard U_ are both based on the same final consolidation settlement that occurs due to the

applied pressure.

The resulting plot of settlement normalised with respect to the settlement at the end of
loading U /U ) versus time normalised with respect to the loading durafidi() can be

seen in Figure 6.8, which is supplemented with experimental data (see Table 6.2).

I L] L] L]
— #*
—— Theoretice + Experimental
0.8F ;
0.6F =
UIUL,
or s;"sL
0.4F i
0.2F 4
TL <0.0025
0 : 2 L
0 0.2 0.4 0.6 0.8 1
T/T, ,
L
or t,f'tL

Figure 6.8— Theoretical and experimental construction settlements normalised by constant rate
loading parameters
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When conducting the theoretical analysis, a wide rangd, ofvalues was considered,

ranging from 0.0025 to 2.5 which covers rapid (almost instantaneous) to very slow loading.

It is evident from Figure 6.8 that, irrespective of the coefficient of consolidation or loading

duration, theU /U, versusT/T, plot lies within a very narrow band. Essentially, this plot

is insensitive to the type of clay (i.,) and duration of loadingt( ).

This was confirmed by conducting further laboratory oedometer tests orK themix
(Specimens 1 and 2 from Section 6.4.1), where the loading peripa@d total applied load

(q) were varied. The normalised settlement-time plots for two load increments,
corresponding toT, = 0.4 and 0.6 are also shown in Figure 6.8. Key @itetion
parameters,,H, etc.) used to generate the normalised settlemeetitints are shown in
Table 6.2. Values o€, calculated using the constant rate loading data ajigte well with

values obtained during conventional oedometer tests where the load was applied

instantaneously.

Table 6.2 —Consolidation parameters for comparison of pre-construction settlements within the
oedometer specimen

AH Ho to S T C,
(kPa) (mm)  (mm) (hrs) (mm) "t ()
107.6 0.206 18576 2 017 04 0.6
1 215 0.27. 1824. 2 02z 04 0€
4296 0467 1785 1 034 06 1.7
107.€ 0.257 1888, 2 0.21z 04 0.
2151 0.38 18429 2 03 04 06

Specimen

These results suggest that it is possible to determine the coefficient of consolidation from a
single field measurement of settlement that occurred during the loading period. From this,

the entire settlement-time plot can subsequently be generated.

6.5 Summary

By extending Terzaghi’'s one-dimensional consolidation equation to constant rate or ramp
loading, an expression for the degree of consolidation as a function of time factor was
developed. Here, the distribution of excess pore water pressure at the end of the construction
period was assumed to be sinusoidal or half-sinusoidal in shape, for doubly and singly
drained cases, respectively. By simulating a discretised approach within the program
MATLAB, this expression was verified for large construction periods. When loading took

place relatively quickly (i.e. when the loading time factor was less than 0.2 and 0.05 for one-
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and two-way drainage, respectively), the sinusoidal/half-sinusoidal assumption was found to
be inaccuratel-urthermore, the discretised loading approach was found to approach a
constant rate or ramp loading problem when the time factor increment between

loading intervals was less than 0.0143.
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Chapter 7. Summary, conclusions and
recommendations

A summary of this dissertation, conclusions and recommendations for possible future work

have been discussed in this chapter.

7.1 Summary

The solution to Terzaghi's famous one-dimensional consolidation equation can be freely
found in literature, and is based on a number of assumptions, some of which are considered
more reasonable than others. Most importantly, infinitesimal deformations are assumed to
occur in the vertical direction only, and a linear relationship between void ratio and effective
stress is also assumed. Although other more complex models do exist which address these
assumptions in a better way, many geotechnical engineers revert back to using Terzaghi's
one-dimensional theory as it is considerably more straightforward, and requires minimal
effort to use. The purposes of this study have been to investigate aspects of Terzaghi’s
consolidation theory, in particular the assumption of uniform initial excess pore water
pressure, to see if it is possible to extend the solution whilst maintaining the simplicity that

makes Terzaghi’s solution so attractive.

The results obtained during this study were developed by solving Terzaghi’s consolidation
equation within the program MATLAB, where a collocation approach was adopted to solve
for series coefficients. The analytical option for solving Terzaghi’'s consolidation equation
has often been avoided in the past due to problems associated with Gibbs phenomenon
which can occur when discontinuities are present in the initial condition. However, using a

novel method of truncation developed in this study, Gibbs phenomenon was easily avoided.

The common assumption of a uniform initial distribution of excess pore water pressure
within a loaded soil layer has permeated all other aspects of consolidation analyses. For
instance, common procedures currently used to analyse laboratory data in order to determine
the consolidation properties of a soil, are based on this assumption. The term ‘maximum
drainage path length’ has also become a standard consolidation term that is used in everyday
analyses, despite the fact that it is only practically relevant for a case of uniform initial

excess pore water pressure.

This investigation has served to bridge this gap in knowledge by developing a general
solution to Terzaghi’'s consolidation equation that can cater for any initial distribution of
excess pore water pressure. Theoretical results obtained during this analysis were also

applied to practical situations in a laboratory setting. These results show that pore pressure
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redistribution during consolidation is a genuine phenomenon and can be realistically
expected to occur in singly drained layers where the majority of initial excess pore water
pressure is located near the surface of the layer (when the impervious boundary is located at
the base of the layer).

By modifying current curve-fitting procedures which are used to back-calculate
consolidation parameters, there are now fewer restrictions on the scope of data that can be
analysed. That is, settlement-time data is no longer confined to cases where a uniform

distribution of initial excess pore water pressure is present.

Knowledge of the dissipation of excess pore water pressure throughout consolidation was
also applied to time-dependent loading cases. Once construction is complete, the distribution
in excess pore water pressure can be reasonably assumed to conform to a sinusoidal/half-
sinusoidal shape in doubly/singly drained cases. This assumption proved useful when
evaluating post-construction settlements. Thus, by conducting a thorough investigation into
the inner workings of consolidation, it is possible to apply established consolidation

principles to new and exciting geotechnical problems.

7.2 Conclusions

In this investigation, research has been carried out to determine the effect of various non-
uniform initial excess pore water pressure distributions on the consolidation behaviour of

soil. A summary of the pertinent findings can be found below.

7.2.1. Excess pore water pressure dissipation

The consolidation behaviour of a soil stratum subjected to various non-uniform initial excess
pore water pressure distributions, most of which may occur under foundation and
embankment loading, was analysed in terms of excess pore water pressure to create a general
picture of the dissipation process duration consolidation. Depending on the drainage
conditions (i.e. whether the layer is singly or doubly drained), a range of different
consolidation responses were observed. As highlighted in many geotechnical textbooks, the
percentage settlement with time of a doubly drained layer subjected to a uniform initial pore
pressure distribution is identical to a case of linear initial excess pore water pressure.
However, thedissipationof excess pore water pressure during consolidation is unique for

each of these cases.

The phenomenon of pore pressure redistribution was observed in both singly and doubly
drained layers, where the values of excess pore water pressure within some parts of the soll

layer actually increased above their initial values during consolidation. In doubly drained
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layers, pore pressure redistribution was considered most likely to occur when the non-
uniform initial pore pressure distribution contained a concentrated region of excess pore
water pressure and minimal pressures elsewhere in the layer. In singly drained layers, pore
pressure redistribution was prevalent in cases where the initial excess pore water pressure
distribution contained minimal values of pressure at the impermeable boundary. The
existence of this phenomenon brings into question the value of the term ‘degree of
consolidation’ which would actually be negative at depths where pore pressure redistribution
occurred during consolidation. In these cases, it is best to view the consolidation process in

terms of the unscaled pore pressure dissipation.

7.2.2. Average degree of consolidation

The magnitude of consolidation settlement is often calculated using Terzaghi's expression
for average degree of consolidatidd Y with respect to time. Developed during a time of
limited computing capabilities, Terzaghi's series solution to the one-dimensional
consolidation equation is traditionally generalized using a dimensionless time fagtor (
where a singldJ —T curve is used to describe the consolidation behaviour of both singly
and doubly drained strata. As a result, any comparisons between one- and two-way drainage
are indirect, and confined to discrete values of time. By introducing a modified time factor in

terms of layer thicknessH ) instead of the maximum drainage path length,(), it is

possible to observe the effect of drainage conditions over a continuous range of time, for a

variety of asymmetric initial excess pore pressure distributions.

A simple method for adjusting uniford —T values to account for non-uniform initial
excess pore pressure distributions was also developed, which makes use of the highly
prevalentU —T values corresponding to a uniform distribution of initial excess pore water
pressure. This method takes advantage of the fact that at some key point during
consolidation, the undissipated pressure associated with a non-uniform initial distribution
will become a fraction of the undissipated pressure associated with a uniform initial
distribution, and this fraction will remain constant for the remaining duration of

consolidation.

7.2.3. Coefficient of consolidation — uniform initial excess pore

water pressure distributions

The coefficient of consolidationc() is traditionally determined by fitting observed

sdtlement-time data to the theoretical average degree of consolidation versus time factor

relationship developed by Terzaghi. Although it is widely accepted that different curve-
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fitting methods can produce different values @f, very few comparisons have been

conducted to assess the validity of these methods. In this study, the settlement-time data
gathered from conventional oedometer tests conducted on three different clays were analysed
using three common curve-fitting techniques; the Casagrande log-time method, Taylor's

root-time method and the Cour inflection point method. A new method proposed by the

authors for calculating, , which abandons the traditional curve-fitting appio@ favor of

a computational-based approach, was also used to compare these results. In order to assess

the validity of eachc, value, the experimental results were compared ighttheoretical

average degree of consolidation curve and quantified using the root mean square (RMS)
error. The efficacy of the designated curve-fitting method was found to significantly depend

upon the ‘shape’ of the settlement-time curve generated during testing. In general, the Taylor

method predicted larger values of than the Casagrande method, and correspondingly

smaller RMS errors. The variance method resulted in valueg, othat more closely

mached those generated using the Casagrande method. However, smaller RMS errors were
achieved using the variance method which suggests that this technique may produce a more

realistic estimate o€, than the Casagrande method.

7.2.4. Tall oedometer

Currently, standard practice requires the height to diameter ratio of a consolidating sample to
remain less than 0.4 to avoid any effect of wall friction, where stress transfer occurs between
the soil mass and rigid oedometer ring edge. As a result, in order to adhere to standard
recommendations, the height of a consolidating sample is restricted to small thicknesses
(such as the nominal 20-25 mm) to avoid requiring an overly large diameter and very heavy
loads. To account for this, an analytical expression for the initial excess pore water pressure
distribution which incorporates the effect of wall friction was developed in terms of the
height (H ) to diameter D) ratio of the consolidating sample. It has been shown that when

H < 2D and the applied pressure increment is greater than 10 times the product of the unit
weight and the specimen diameter, the self-weight component of the initial excess pore water
pressure distribution can be ignored. For such cases, when the specimen is doubly drained,
the variation in percentage consolidation with time factor is the same as that for a uniform
initial pore pressure distribution, which is the condition assumed in traditional oedometer
testing. When self-weight is considered, the percentage consolidation also follows the
uniform U =T curve as long aH < 3D for doubly drained cases, artd < 0.5D for

singly drained cases.
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The average degree of consolidation curves generated by the proposed analytical solution
suggest that despite wall friction, traditional consolidation analyses using the popular Taylor
and Casagrande curve-fitting methods can be used to analyse data obtained from a tall,
doubly draining sample for select combinations of applied pressure, height and diameter.

Experimental results also support this conclusion, as the values obtained from data

gahered during tall oedometer testing (whéte/D = 2.1) were approximately equal to the

vaues obtained from standard oedometer tests.

7.2.5. Coefficient of consolidation — non-uniform initial excess

pore water pressure distributions

The coefficient of consolidationc( ) is often determined by comparing the charactesistic

the experimental and theoretical consolidation using empirical curve-fitting procedures
which are based on the theoretithl-T curve generated by a layer subjected to a uniform
initial excess pore water pressure distribution. However, in cases where settlement-time data
is a result of a non-uniform initial pore pressure distribution, these curve-fitting procedures
are no longer valid. In this part of the investigation, a generalised procedure for Taylor and
Casagrande’s popular curve-fitting procedures was proposed, where the user is directed to
select appropriate adjustment factors, depending on the type of non-uniform initial excess
pore pressure distribution encountered. These factors were determined by approximating
separate regions of tHd —T curves using simple power and exponential functions. In non-
uniform cases where the power approximation only captures a small portion df-tHe

curve it may be difficult to objectively use the corresponding modified curve-fitting

procedure.

One-way drainage

A non-uniform initial excess pore water pressure distribution in the form of a sinusoidal
shape was generated using traditional oedometer testing so that data obtained from a non-
uniform initial excess pore water pressure distribution could be analysed. First, a doubly
drained oedometer test was initiated. Then, some short time after consolidation had begun,
the base drainage tap was closed so that the process reverted to one-way drainage. At the
moment the base tap was closed, the distribution in excess pore water pressure can be said to
be sinusoidal in shape (due to the nature of pore pressure dissipation in two-way drainage
cases). Thus, any data obtained after this point can technically be analysed using a modified

curve-fitting procedure that applies to a sinusoidal initial distribution with one-way drainage.

This was completed using a soil of known consolidation properties. Values olbtained
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using the ‘singly drained’ data were in good agreement with values obtained via standard
oedometer tests which suggest that the proposed maodifications to Taylor and Casagrande’s

curve-fitting methods are sound.

Two-way drainage

During any doubly (or singly) drained standard oedometer test, the excess pore water
pressure distribution within the soil layer will revert to a sinusoidal (or half-sinusoidal) shape
some short time after consolidation has commenced. Thus, after excluding any data before
this point in time, the remaining settlement-time data can be analysed using one of the
modified curve-fitting procedures for a sinusoidal (or half-sinusoidal) initial excess pore
pressure distribution with two- (or one-) way drainage. In fact, since the distribution of
excess pore water pressure after this point in time remains sinusoidal (or half-sinusoidal) for

the rest of the consolidation process, this principle can be applied to any portion of data. As a

result, numerous values ¢f can be calculated using just one set of settlement-time data.

This principle was applied to two different soil types of known consolidation properties. The

modified curve-fitting technique that corresponds to a sinusoidal initial excess pore pressure

distribution with two-way drainage was verified in both cases and produced val@gs of

that were in close agreement with those obtained using traditional curve-fitting methods.

7.2.6. Time-dependent loading

Terzaghi’'s one-dimensional consolidation equation can be extended to constant rate of
loading, where an expression for the degree of consolidation as a function of time factor can
be generated. Using this expression, no further approximations are required, other than the
principle of superposition. However, this solution is dependent upon the assumption that, at
the end of loading, the undissipated excess pore water pressure will be sinusoidal/half-
sinusoidal in shape due to the pore pressure dissipation occurring at the drainage boundaries
during loading. Thus, any subsequent consolidation will adhere to the solution corresponding

to a sinusoidal/half-sinusoidal ‘initial’ excess pore water pressure distribution.

An alternative approach using a discretisation technique was also developed to complement
the constant rate loading approach, where the total applied load was divided into a large
number of increments, each of which was ‘instantaneously’ applied at select time intervals,
where the applied pressure increment was uniform with depth. When these time factor
intervals became less than 0.0143, this discretised approach effectively became a constant
rate loading problem. Once this alternative method was validated, the construction
settlements for small loading periods were evaluated and compared with those determined
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using the true constant rate loading approach. It was found that the assumption of a
sinusoidal/half-sinusoidal distribution of excess pore water pressure at the end-point of
loading is unrealistic for small loading periods, since the distribution in excess pore water
pressure at the end of these shorter loading periods is still parabolic in shape. However, the
sinusoidal/half-sinusoidal assumption still produces results that are far more accurate than if

an assumption of uniform excess pore water pressure was used.

7.3 Recommendations for future research

Some light has been focused on the untapped potential of Trezaghi's one-dimensional

consolidation theory. Without requiring any new knowledge of data analysis techniques, a

procedure through whictnultiple values ofc, can be evaluated usirape set of data has

been established. This technique draws upon the principles of consolidation in relation to
non-uniform initial excess pore water pressure distributions which have been thoroughly
explored throughout this investigation. In doing so, a number of other potential research
avenues have emerged which can used to conduct further research in this area. Some

recommendations for future research are;

7.3.1. Partial drainage boundaries

This research was based on a ‘black-and-white’ approach to drainage conditions, where a
boundary is considered either drained or undrained. In reality, drainage conditions fall
somewhere between these absolutes. The presence of a partially draining boundary has been
incorporated into Terzaghi’'s consolidation theory in the past, but only when considering a
uniform initial excess pore water pressure distribution. Thus, it may be useful to investigate
the effects of non-uniform initial distributions on the consolidation behaviour of a partially

draining soil layer.

This solution could also be extended to investigate the consolidation behaviour of a multi-

layer system where the settlement of contiguous consolidating layers needs to be assessed.

7.3.2. Soil properties that vary with depth

The solution to Terzaghi's consolidation theory developed during this research is reliant
upon the assumption that soil properties remain constant with depth. In some cases, key
consolidation parameters such as permeability and volume compressibility actually vary with
depth within a consolidating layer. By incorporating this variation into the solution and
assessing the effects of non-uniform initial excess pore water pressure distributions on the
subsequent progression of consolidation, it may be possible to develop an analytical solution

that more closely resembles a practical situation.
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7.3.3. 2D and 3D effects

The results reported in this investigation are all for a case of one-dimensional consolidation.
By extending this theory to incorporate a two- or three-dimensional system, it may be
possible to more accurately model the effects of non-uniform initial excess pore water

pressure distributions on the consolidation behaviour of a soil layer.

7.4 Final comments

Through-out this investigation, one cannot help but admire the reoccurring theme of how
Terzaghi's solution time and again returned respectable results, richly deserving of its broad
use and appeal amongst practicing engineers and researchers. An important contribution to
Terzaghi's success would have to be the solution's simplicity in application. Modern
solutions that return more reliable results encompassing a broader range of applications may
naturally see adoption, however a solution only becomes great if that power is coupled with
a simplicity in application. It is my hope that the work presented within this study has not
broken that vital property while contributing some measure of improvement that will

continue to propagate Terzaghi's success.
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