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Abstract 

Terzaghi’s elegant theory of one-dimensional consolidation is dependent upon a number of 

assumptions which can, at times, severely limit the predictive capabilities of the resulting 

analytical model. Although other more complex models exist, Terzaghi’s one-dimensional 

model remains popular amongst practicing engineers due to its inherent simplicity and 

notoriety. The purposes of this study have been to explore key aspects of Terzaghi’s 

consolidation theory, and extend the analytical solution to incorporate a variety of loading 

scenarios that may give rise to non-uniform distributions of excess pore water pressure. To 

do this, Terzaghi’s consolidation equation was solved within the program MATLAB using a 

collocation approach to solve for series coefficients, instead of the more traditional 

orthogonality approach. A novel truncation technique was also employed in cases where 

discontinuities were present in the initial condition, which would have otherwise elicited 

Gibbs phenomena, an undesirable trait of series solutions.  

By varying the initial condition in the MATLAB program, the consolidation behaviour of a 

soil subjected to a variety of different initial excess pore water pressure (iu ) distributions 

was analysed in terms of excess pore water pressure decay and percentage consolidation 

settlement. These simulations were conducted for both singly and doubly drained soil layers. 

In many singly drained cases, the excess pore water pressure within the soil layer decayed in 

a peculiar fashion, where a ‘redistribution’ of pore pressure occurred during the early stages 

of consolidation.  

When viewing consolidation behaviour in terms of percentage consolidation (U ), it was 

easily shown that any reference to drainage path length (drH ) should be avoided. In fact, 

continuing to use the traditional expression for time factor (T ) in terms of drH  can actually 

complicate analyses. Instead, T  should be expressed in terms of layer thickness (H ) only. 

By adopting this alternative time factor expression, a relationship between the consolidation 

behaviour due to uniform and non-uniform iu -distributions was developed. This relationship 

utilised the knowledge that after some short time during consolidation, any skewness 

attributed to the non-uniform iu -distribution will disappear, and the decay of excess pore 

water pressure with depth will revert to a sinusoidal or half-sinusoidal shape, for doubly or 

singly drained cases, respectively. Correction factors were then developed so that the widely 
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available TU −  values can be easily adjusted to account for any non-uniform iu -

distribution.  

Currently, some form of Terzaghi’s consolidation theory is also used to analyse laboratory 

time-settlement data so that important consolidation properties such as the coefficient of 

consolidation ( vc ) can be back-calculated. The efficacy of some of the more popular curve-

fitting techniques when applied to different soil types was assessed using a new vc -

calculation procedure which steers away from traditional curve-fitting procedures and 

instead takes advantage of the matrix manipulation capabilities of MATLAB. It was found 

that this proposed method and Taylor’s square-root of time method yielded the most accurate 

values of vc . Previously restricted to data obtained from a uniform iu -distribution, the 

Taylor and Casagrande curve-fitting techniques were also generalised to account for a 

variety of non-uniform iu -distributions. Two of these modified procedures (a singly/doubly 

drained layer subjected to a sinusoidal iu -distribution) were also experimentally verified. 

It was also shown that the traditional restrictions associated with consolidation oedometers 

are not as inflexible as previously assumed. Currently, standard practice requires the height 

to diameter ratio of a consolidating sample to remain less than 0.4 to avoid any effect of wall 

friction. However, results suggest that data obtained from a ‘tall’ oedometer with a height as 

much as twice its diameter can still be analysed using conventional curve-fitting techniques.  

Finally, the effects of time-dependent loading were investigated using two approaches; a 

constant-rate loading approach, and a discretised loading approach, which more closely 

models the stepped nature of fill application in the field. It was found that for T  increments 

less than 0.0143, the discretised loading approach effectively became a constant-rate loading 

problem, an inference that was also experimentally verified.  



vii 

 

List of Publications 

Journals 

 Status 

Lovisa, J., Read, W. W., and Sivakugan, N. (2010). “Consolidation behavior 

of  soils subjected to asymmetric initial excess pore pressure distributions.” 

International Journal of Geomechanics ASCE, 10(5), 181-189.  

Accepted and 

published 

Lovisa, J., Read, W. W. and Sivakugan, N. (2011). “Consolidation behavior 

of soils subjected to asymmetric initial excess pore pressure distributions 

with one-way drainage.” International Journal of Geomechanics ASCE, 

12(3), 318-322. 

Accepted and 

published 

Lovisa, J., Read, W. W. and Sivakugan, N. (2011). “A critical reappraisal of 

the average degree of consolidation.” Geotechnical and Geological 

Engineering, 29(5), 873-879.  

Accepted and 

published 

Lovisa. J., Read, W. W. and Sivakugan, N. (2012). “Calculating cv based on 

non-uniform initial excess pore pressure.” Geotechnique 62(8), 741-748. 

Accepted and 

published 

Hanna, D., Sivakugan, N. and Lovisa, J. (2013). “A simple approach to 

consolidation due to constant rate loading in clays.” International Journal of 

Geomechanics ASCE (submitted June 2011).  

Accepted and 

in production 

Lovisa, J., Read, W. W. and Sivakugan, N. (2013a). “Time factor in 

consolidation -A critical review.” International Journal of Geomechanics 

ASCE (in production).  

Accepted and 

in production 

Lovisa, J., Sivkugan, N., and Read, W. (2013b). “Calculating cv using 

modified Taylor and Casagrande curve-fitting methods.” ASTM Geotechnical 

Testing Journal (submitted December 2012). 

Under review 

Lovisa, J. and Sivakugan, N. (2013a). “An in-depth comparison of cv values 

determined using common curve-fitting techniques.” ASTM Geotechnical 

Testing Journal (submitted April 2012).  

Accepted and 

in production 

Lovisa, J., and Sivakugan, N. (2013b). “Tall oedometer testing: A method to 

account for wall friction.” ASTM Geotechnical Testing Journal (submitted 

Under review 



viii 

 

April 2012).  

Sivakugan, N., Lovisa, J., and Ameratunga, J. (2013). “Consolidation 

settlements due to ramp loading.” Engineering Geology (submitted January 

2012).  

Under review 

 

Refereed Conference Proceedings 

 Status 

Lovisa, J., Read, W., and Sivakugan, N. (2011). “Degree of consolidation - 

peaked initial excess pore water pressure distributions.” 13th International 

Conference of the IACMAG, Melbourne, 9-11 May.  

Accepted and 

presented 

Lovisa, J., Arulrajah, A., Ameratunga, J., Boyle, P., Read, W. W. and 

Sivakugan, N. (2011). “Consolidation behavior of dredged slurry and 

marine clay.” 14th Asian Regional Conference on Soil Mechanics and 

Geotechnical Engineering, Hong Kong, 23-27 May   

Accepted and 

presented 

Lovisa, J., Sivakugan, N., and Read, W. (2012). “Discretisation of constant 

rate loading.” 11th Australia New Zealand Conference on Geomechanics, 

Melbourne, 15-18 July.  

Accepted and 

presented 

 

 

 

 



Lovisa   

  ix 

Table of Contents 

Chapter 1: Introduction .........................................................................................1 

1.1 General ..................................................................................................................... 1 

1.2 Problem Definition ................................................................................................... 1 

1.3 Scope of research ...................................................................................................... 2 

1.4 Thesis overview ........................................................................................................ 3 

Chapter 2: Analytical solution ...............................................................................5 

2.1 General ..................................................................................................................... 5 

2.2 Terzaghi’s consolidation equation ............................................................................ 5 

2.2.1. Derivation ................................................................................................................. 7 

2.2.2. Initial and boundary Conditions ............................................................................. 10 

2.3 Mathematical solution for the consolidation equation............................................ 11 

2.3.1. Limitations of the traditional solution process ....................................................... 15 

2.3.2. Proposed method .................................................................................................... 17 

2.4 Assumption 8 – Initial excess pore water pressure distribution ............................. 19 

Incorporation of non-uniform ui into proposed method ......................................... 22 

2.5 Summary................................................................................................................. 23 

Chapter 3: Quantifying consolidation behaviour ................................................ 24 

3.1 General ................................................................................................................... 24 

3.2 Local measures of the rate of consolidation ........................................................... 24 

3.2.1. Degree of consolidation isochrones ........................................................................ 24 

3.2.2. Excess pore water pressure isochrones ................................................................... 25 

3.2.3. Doubly drained soil layer ....................................................................................... 26 

3.2.4. Singly drained soil layer ......................................................................................... 32 

3.3 Average degree of consolidation ............................................................................ 37 

3.3.1. Derivation ............................................................................................................... 37 

Traditional method ................................................................................................. 38 

Discharge method ................................................................................................... 40 

3.3.2. Time factor review ................................................................................................. 42 

3.3.3. Percentage consolidation of non-uniform ui-distributions ...................................... 47 

Comparison with reported values ........................................................................... 51 

3.3.4. The relevance of drainage path length .................................................................... 52 

History of Hdr .......................................................................................................... 52 

Hdr Definition A ...................................................................................................... 52 

Hdr Definition B ...................................................................................................... 55 

Comparison of drainage conditions ........................................................................ 59 

3.3.5. Adjusting uniform results to account for non-uniform ui-distributions .................. 61 

Justification............................................................................................................. 61 

Proposed method for determining U-T curves ....................................................... 63 

3.4 Summary................................................................................................................. 72 

Chapter 4: Coefficient of consolidation................................................................ 73 

4.1 General ................................................................................................................... 73 

4.2 Current methods for determining cv ....................................................................... 73 

4.2.1. Validation of cv values ............................................................................................ 74 

4.2.2. Limitations of current methods............................................................................... 76 

4.2.3. Evaluation of cv reliability ...................................................................................... 79 

4.2.4. Automation of curve-fitting methods ..................................................................... 80 

Calculate mode ....................................................................................................... 80 

Analyse mode ......................................................................................................... 89 

4.2.5. Comparison between experimental and theoretical results .................................... 90 



Lovisa   

  x 

4.3 Tall oedometer ........................................................................................................ 98 

4.3.1. Background............................................................................................................. 98 

4.3.2. Development of analytical solution ........................................................................ 99 

Effect of varying height to diameter ratio ............................................................ 105 

Applied pressure vs. self-weight .......................................................................... 107 

4.3.3. Experimental Investigation ................................................................................... 109 

Apparatus and testing procedure .......................................................................... 110 

Sensitivity analysis with regards to effective friction angle ................................. 112 

Sensitivity analysis with regards to interface friction angle ................................. 113 

Results .................................................................................................................. 115 

4.4 Calculating cv from data due to non-uniform ui-distributions .............................. 116 

4.4.1. Development of approximate solutions ................................................................ 117 

Non-linear least squares method........................................................................... 118 

U-T approximations for non-uniform ui-distributions .......................................... 120 

4.4.2. Generalisation of curve-fitting procedures ........................................................... 124 

Log-time method .................................................................................................. 124 

Time exponent method ......................................................................................... 126 

4.4.3. Evaluation of adjustment factors .......................................................................... 127 

4.5 Summary............................................................................................................... 129 

Chapter 5: Experimental validation of pore pressure redistribution and curve-
fitting procedures ................................................................................................ 130 

5.1 General ................................................................................................................. 130 

5.2 Pore pressure redistribution .................................................................................. 130 

5.2.1. ‘Arched’ ui-distribution with one-way drainage ................................................... 131 

5.2.2. Sinusoidal ui-distribution with one-way drainage ................................................ 132 

5.3 Generalised curve-fitting procedures .................................................................... 137 

5.3.1. Singly drained layer subjected to a sinusoidal ui-distribution .............................. 137 

Experimental Strategy .......................................................................................... 137 

Results – Doubly-to-singly drained consolidation process (1 to 4) ...................... 143 

Results – Singly drained consolidation process (2 to 4) ....................................... 141 

5.3.2. Doubly drained layer subjected to a sinusoidal ui-distribution ............................. 146 

Experimental Strategy .......................................................................................... 147 

Results .................................................................................................................. 148 

5.3.3. Practical Implications ........................................................................................... 155 

5.4 Summary............................................................................................................... 157 

Chapter 6: Time-dependent loading .................................................................. 158 

6.1 General ................................................................................................................. 158 

6.2 Ramp loading........................................................................................................ 158 

6.2.1. Approximations for ramp loading ........................................................................ 164 

6.3 Discretised loading ............................................................................................... 165 

6.4 Experimental investigation ................................................................................... 167 

6.4.1. Discretised approaching constant rate loading ..................................................... 167 

6.4.2. Construction settlements ...................................................................................... 168 

6.5 Summary............................................................................................................... 170 

Chapter 7: Summary, conclusions and recommendations ................................ 172 

7.1 Summary............................................................................................................... 172 

7.2 Conclusions .......................................................................................................... 173 

7.2.1. Excess pore water pressure dissipation ................................................................ 173 

7.2.2. Average degree of consolidation .......................................................................... 174 

7.2.3. Coefficient of consolidation – uniform initial excess pore water pressure 
distributions .......................................................................................................... 174 

7.2.4. Tall oedometer ...................................................................................................... 175 



Lovisa   

  xi 

7.2.5. Coefficient of consolidation – non-uniform initial excess pore water pressure 
distributions .......................................................................................................... 176 

One-way drainage ................................................................................................. 176 

Two-way drainage ................................................................................................ 177 

7.2.6. Time-dependent loading ....................................................................................... 177 

7.3 Recommendations for future research .................................................................. 178 

7.3.1. Partial drainage boundaries .................................................................................. 178 

7.3.2. Soil properties that vary with depth ...................................................................... 178 

7.3.3. 2D and 3D effects ................................................................................................. 179 

7.4 Final comments .................................................................................................... 179 

References ........................................................................................................... 180 

 

 



Lovisa   

  xii 

List of Figures 

Figure 2.1 – Components of discharge velocity at six faces of a soil element ....................................... 7 

Figure 2.2 – Example of Gibbs phenomenon ....................................................................................... 16 

Figure 2.3 – Example of Gibbs phenomenon when the number of terms is increased ....................... 16 

Figure 2.4 – Collocation and truncation example ................................................................................ 18 

Figure 2.5 - Example of non-linear ui-distribution ................................................................................ 20 

Figure 2.6 - MATLAB solution procedure ............................................................................................. 23 

Figure 3.1 – Isochrones for a uniform ui-distribution with two-way drainage ..................................... 26 

Figure 3.2 – Isochrones for a linearly increasing ui-distribution with two-way drainage .................... 27 

Figure 3.3 – Isochrones for a linearly decreasing ui-distribution with two-way drainage ................... 27 

Figure 3.4 – Isochrones for a sinusoidal ui-distribution with two-way drainage ................................. 28 

Figure 3.5 – Isochrones for a triangular ui-distribution with two-way drainage .................................. 29 

Figure 3.6 – Isochrones for linearly increasing ui-distributions with two-way drainage, where the 

value at z/H = 0 varies from 0.2 to 0 ........................................................................................... 29 

Figure 3.7 – Isochrones for an asymmetric ui-distribution with two-way drainage, where b = 2 ........ 31 

Figure 3.8 – Isochrones for an asymmetric ui-distribution with two-way drainage, where b = 12 ...... 32 

Figure 3.9 – Isochrones for a uniform ui-distribution with one-way drainage ..................................... 33 

Figure 3.10 – Isochrones for a linearly increasing ui-distribution with one-way drainage................... 34 

Figure 3.11 – Isochrones for a linearly decreasing ui-distribution with one-way drainage ................. 35 

Figure 3.12 – Isochrones for a sinusoidal ui-distribution with one-way drainage ................................ 35 

Figure 3.13 – Isochrones for skewed ui-distributions with one-way drainage, where the maximum 

initial pressure occurs at (a) Z = 0.2, (b) Z = 0.5 and (c) Z = 0.8 for a spread of b = 2 .................. 36 

Figure 3.14 – Isochrones for skewed ui-distributions with one-way drainage, where the maximum 

initial pressure occurs at (a) Z = 0.2, (b) Z = 0.5 and (c) Z = 0.8 for a spread of b = 12 ................ 37 

Figure 3.15 – Traditional settlement method: (a) doubly drained layer, (b) ui-distribution, and (c) pore 

pressure dissipation..................................................................................................................... 39 

Figure 3.16 - Excess pore water pressure isochrones for a uniform iu -distribution .......................... 42 

Figure 3.17 – Average degree of consolidation curves for singly and doubly drained layers .............. 43 

Figure 3.18 – Excess pore water pressure isochrones for a uniform ui-distribution using the 

traditional expression for time factor (in terms of drainage path length) .................................. 44 

Figure 3.19 – Average degree of consolidation curves for singly and doubly drained layers in terms of 

the traditional time factor ........................................................................................................... 45 

Figure 3.20 – Comparing settlements for different drainage configurations using (a) traditional 

method, and (b) proposed method ............................................................................................. 46 

Figure 3.21 – Uz and Pz isochrones for a singly drained layer subjected to a sinusoidal ui-distribution 

determined using (a) singly drained solution, and (b) reflection method................................... 47 



Lovisa   

  xiii 

Figure 3.22 – U-T curves for a singly or doubly drained soil layer subjected to different ui-

distributions ................................................................................................................................ 49 

Figure 3.23 – U-logT curves for a singly or doubly drained soil layer subjected to different ui-

distributions ................................................................................................................................ 50 

Figure 3.24 – logU-logT curves for a singly or doubly drained soil layer subjected to different ui-

distributions ................................................................................................................................ 50 

Figure 3.25 – U-T curves for series solution results compared with Terzaghi and Frohlich (1936) 

tabulated values .......................................................................................................................... 51 

Figure 3.26 – Effective drainage path factor as a function of U for key ui-distributions ...................... 54 

Figure 3.27 – Determination of maximum drainage path length for select isochrones for (a) doubly 

drained; or (b) singly drained consolidating layer ....................................................................... 57 

Figure 3.28 – Variation of maximum drainage path length with time for a doubly drained clay layer 

subjected to key ui-distributions ................................................................................................. 58 

Figure 3.29 – Variation of maximum drainage path length with time for a singly drained clay layer 

subjected to key ui-distributions ................................................................................................. 59 

Figure 3.30 – A comparison between singly and doubly drained clay layers subjected to key ui-

distributions ................................................................................................................................ 60 

Figure 3.31 – Comparison between U values for non-uniform and uniform ui-distributions with one-

way drainage ............................................................................................................................... 62 

Figure 3.32 – Comparison between U values for non-uniform and uniform ui-distributions with two-

way drainage ............................................................................................................................... 63 

Figure 3.33 – Excess pore water pressure to decay for (a) uniform and (b) linearly increasing ui-

distributions with two-way drainage ........................................................................................... 64 

Figure 3.34 – Excess pore water pressure to decay for non-uniform ui-distributions normalised by 

corresponding decay for a uniform ui-distribution (one-way drainage) ..................................... 66 

Figure 3.35 – Excess pore water pressure to decay for non-uniform ui-distributions normalised by 

corresponding decay for a uniform ui-distribution (two-way drainage) ..................................... 66 

Figure 3.36 – Values of U calculated using the asymptotic values of Ra in Eq. (3.40) compared with 

exact values of U for sinusoidal and half-sinusoidal ui-distributions ........................................... 68 

Figure 3.37 – Values of U calculated using the asymptotic values of Ra in Eq. (3.40) compared with 

exact values of U for linearly increasing and decreasing ui-distributions with one-way drainage

 ..................................................................................................................................................... 69 

Figure 3.38 – Excess pore pressure to decay for linear ui-distributions normalised by corresponding 

decay for a uniform ui-distribution (one-way drainage) ............................................................. 70 

Figure 3.39 – Adjustment factors for using linear ui-distributions ....................................................... 71 

Figure 4.1 – Comparison between experimental and theoretical results using values of cv calculated 

from (a) Casagrande and (b) Taylor curve-fitting methods ......................................................... 77 



Lovisa   

  xiv 

Figure 4.2 – Comparison between key curve-fitting values derived using Taylor and Casagrande’s 

curve-fitting methods; (a) d0 and (b) d100 .................................................................................... 77 

Figure 4.3 – Proportion of total settlement over a 24 hr period attributed to primary consolidation by 

each curve-fitting method ........................................................................................................... 78 

Figure 4.4 – Type of fit associated with RMS errors of (a) 0.166, (b) 0.04, and (c) 0.016 .................... 79 

Figure 4.5 – Program used to analyse consolidation data ................................................................... 82 

Figure 4.6 – Example analysis using Casagrande’s log-time method ................................................... 82 

Figure 4.7 – Example analysis using Taylor’s root-time method .......................................................... 83 

Figure 4.8 – Example analysis using the Asaoka method ..................................................................... 84 

Figure 4.9 – Example analysis using Cour’s inflection point method ................................................... 85 

Figure 4.10 – Schematic representation of Step 2; Calculating UExp using values of d100,n ................... 87 

Figure 4.11 – Schematic representation of Step 3; Calculating d100 using the variance method ......... 88 

Figure 4.12 – Example analysis using the variance (or Lovisa) method ............................................... 89 

Figure 4.13 – Example fit between theoretical and experimental results ........................................... 90 

Figure 4.14 – Settlement-time curves for different soil types when consolidated under an applied 

stress of 28 kPa ............................................................................................................................ 91 

Figure 4.15 – Comparison between Taylor and Casagrande d0 values for the three soils ................... 92 

Figure 4.16 – Comparison between Taylor/Cour/Lovisa and Casagrande d100 values for the three soils 

tested (for stress range of 7 kPa to 888 kPa) ............................................................................... 92 

Figure 4.17 – Comparison between Taylor/Cour/Lovisa and Casagrande cv values for the three soils 

tested (for stress range of 7 kPa to 888 kPa) ............................................................................... 93 

Figure 4.18 – Variation in predicted cv values with applied stress and corresponding RMS error for K50 

soil ............................................................................................................................................... 94 

Figure 4.19 – Variation in predicted cv values with applied stress and corresponding RMS error for K60 

soil ............................................................................................................................................... 95 

Figure 4.20 – Variation in predicted cv values with applied stress and corresponding RMS error for 

DM soil ......................................................................................................................................... 96 

Figure 4.21 – Schematic diagram of tall oedometer .......................................................................... 100 

Figure 4.22 – Variation in effective stress with depth and increasing diameter for an applied pressure 

of 80 kPa .................................................................................................................................... 103 

Figure 4.23 – Variation in ui with z/H and increasing H/D for a diameter of 0.5 m (Legend – see Figure 

4.22) ........................................................................................................................................... 104 

Figure 4.24 – Variation in ui with z/H, assuming q/γD > 10 (i.e. neglecting the self-weight component)

 ................................................................................................................................................... 105 

Figure 4.25 – Average degree of consolidation behaviour due to initial excess pore pressure 

distributions resulting from H/D ratios of 0.17, 0.4, 1, 2, 3, 4, 5 for both singly and doubly 

drained cases ............................................................................................................................. 106 

Figure 4.26 – Variation in ui with z/H and H/D = 3 and 5 for q/γD = 1, 2 and 5 ................................. 107 



Lovisa   

  xv 

Figure 4.27 – Average degree of consolidation behaviour due to initial excess pore pressure 

distributions resulting from ui distributions where q/γD = 1 and 5 and H/D = 3 and 5, and 0.5 

and 5 for both doubly and singly drained cases, respectively. .................................................. 109 

Figure 4.28 – Schematic of tall oedometer apparatus ....................................................................... 111 

Figure 4.29 – Effect of friction angle on ui-distribution where H/D = 2.1 .......................................... 112 

Figure 4.30 – Average degree of consolidation behaviour due to ui-distributions resulting from 'φ  

values of 15º, 20º, 25º, 30º and 35º for both singly and doubly drained cases, where H/D = 2.1

 ................................................................................................................................................... 113 

Figure 4.31 – Initial excess pore water pressure distributions resulting from '/φδ  values of 0 to 1114 

Figure 4.32 – Average degree of consolidation behaviour due to ui-distributions resulting from 

'/φδ values of 0, 0.25, 0.5, 0.75 and 1 for both singly and doubly drained cases, where H/D = 

2.1 and 'φ  = 25º......................................................................................................................... 115 

Figure 4.33 – Variation in cv values determined using data obtained from tall and standard 

oedometer tests ........................................................................................................................ 116 

Figure 4.34 – RMS error for (a) uniform ui-distribution, and (b) a linearly decreasing ui-distribution 

(singly drained). ......................................................................................................................... 119 

Figure 4.35 – U-T approximation curves for a uniform ui-distribution with one- or two-way drainage

 ................................................................................................................................................... 122 

Figure 4.36 – U-T approximation curves for a linearly increasing ui-distribution with one- or two-way 

drainage ..................................................................................................................................... 122 

Figure 4.37 – U-T approximation curves for a linearly decreasing ui-distribution with one- or two-way 

drainage ..................................................................................................................................... 123 

Figure 4.38 – U-T approximation curves for a sinusoidal ui-distribution with one- or two-way drainage

 ................................................................................................................................................... 123 

Figure 4.39 – Evaluation of cv using log-time method........................................................................ 125 

Figure 4.40 – Evaluation of cv using time-exponent method ............................................................. 127 

Figure 5.1 – Consolidation behaviour due to an arched ui-distribution in terms of (a) pore pressure 

isochrones for T = 0.02, 0.06, 0.1, 0.2... 1.0, and (b) variation in pore pressure at z = H with T 131 

Figure 5.2 – Pore water pressure isochrones due to an arched ui-distribution with accompanying 

sinusoidal approximations ......................................................................................................... 133 

Figure 5.3 – Tendency of pore water pressure isochrones to become sinusoidal in shape for different 

H/D values, under doubly drained conditions ........................................................................... 134 

Figure 5.4 – Consolidation behaviour due to a sinusoidal ui-distribution in terms of (a) pore pressure 

isochrones for T = 0.02, 0.06, 0.1, 0.2... 1.0, and (b) variation in pore pressure at z = H with T 135 

Figure 5.5 – Variation in experimental and theoretical base pore water pressure with time for a 

sinusoidal ui-distribution with one-way drainage ..................................................................... 136 



Lovisa   

  xvi 

Figure 5.6 – Average degree of consolidation curves translating a doubly drained layer to a singly 

drained layer subjected to a sinusoidal ui-distribution ............................................................. 138 

Figure 5.7 – Excess pore water pressure isochrones due to an arched ui-distribution with two-way 

drainage ..................................................................................................................................... 140 

Figure 5.8 – Average degree of consolidation curves using Tblock = 0.01 and 0.04 isochrones of an 

arched ui-distribution as ‘initial’ ui-distributions with subsequent one-way drainage ............. 141 

Figure 5.9 –  Modified Casagrande curve-fitting procedure for a singly drained layer subjected to a 

sinusoidal ui-distribution ........................................................................................................... 142 

Figure 5.10 –  Modified Taylor curve-fitting procedure for a singly drained layer subjected to a 

sinusoidal ui-distribution ........................................................................................................... 142 

Figure 5.11 –  Example analysis using (a) modified Casagrande curve-fitting technique, and (b) 

modified Taylor curve-fitting technique .................................................................................... 143 

Figure 5.12 –  Comparison between values of cv obtained using trial and error versus modified curve-

fitting technique (sample of 141 mm height subjected to an applied load of 160 kPa) ........... 145 

Figure 5.13 –  Comparison between values of cv obtained using trial and error versus modified curve-

fitting technique (sample of 100 mm height subjected to an applied load of 160 kPa) ........... 145 

Figure 5.14 – Average degree of consolidation curves translating a doubly drained layer subjected to 

uniform or sinusoidal ui-distributions ....................................................................................... 147 

Figure 5.15 – Modified Casagrande curve-fitting procedure for a doubly drained layer subjected to a 

sinusoidal ui-distribution ........................................................................................................... 149 

Figure 5.16 –  Modified Taylor curve-fitting procedure for a doubly drained layer subjected to a 

sinusoidal ui-distribution ........................................................................................................... 150 

Figure 5.17 – Analysis of data set 1 using traditional and modified Casagrande curve-fitting 

techniques ................................................................................................................................. 151 

Figure 5.18 – Analysis of data set 2 using traditional and modified Casagrande curve-fitting 

techniques ................................................................................................................................. 151 

Figure 5.19 – Analysis of data set 1 using traditional and modified Taylor curve-fitting techniques 152 

Figure 5.20 – Analysis of data set 2 using traditional and modified Taylor curve-fitting techniques 153 

Figure 5.21 – Experimental vs theory using (a) cv,Cas and (b) cv,Tay for data set 1 ............................... 155 

Figure 5.22 – Experimental vs theory using (a) cv,Cas and (b) cv,Tay for data set 2 ............................... 155 

Figure 6.1 – Approximating actual loading rate with constant rate loading ...................................... 159 

Figure 6.2 – Infinitesimal pressure increments applied during loading ............................................. 159 

Figure 6.3 – During and post-construction consolidation settlement for various construction times 

(TL) with one-way drainage permitted ...................................................................................... 163 

Figure 6.4 – Approximation constants ............................................................................................... 164 

Figure 6.5 – Effect of varying number of loading steps within construction period of TL for a doubly 

drained layer.............................................................................................................................. 166 

Figure 6.6 – Pore pressure isochrones as they become sinusoidal .................................................... 167 



Lovisa   

  xvii 

Figure 6.7 – Experimental vs. theoretical time-dependent loading ................................................... 168 

Figure 6.8 – Theoretical and experimental construction settlements normalised by constant rate 

loading parameters ............................................................................................................................ 169 

 

 



Lovisa   

  xviii 

List of Tables 

Table 2.1 – Assumptions applicable to Terzaghi’s consolidation theory ............................................... 6 

Table 2.2 – Initial and boundary conditions ......................................................................................... 11 

Table 2.3 – Possible ui-distributions ..................................................................................................... 21 

Table 3.1 - Example of traditional consolidation analysis .................................................................... 46 

Table 3.2 – Graphical example illustrating Terzaghi’s average degree of consolidation at T = 0.1 ..... 65 

Table 3.3 – Adjustment factors for key non-uniform ui-distributions .................................................. 67 

Table 4.1 – Soil properties .................................................................................................................... 78 

Table 4.2 – Limiting values of H/D for q/γD values where the average degree of consolidation 

resembles the uniform ui case ................................................................................................... 108 

Table 4.3 – Modified sample dimensions ........................................................................................... 110 

Table 4.4 – U-T approximations for two-way drainage ...................................................................... 120 

Table 4.5 – U-T approximations for one-way drainage ...................................................................... 121 

Table 4.6 – fC and fT curve-fitting factors for two-way drainage ........................................................ 128 

Table 4.7 – fC and fT curve-fitting factors for one-way drainage ........................................................ 128 

Table 5.1 – Details of doubly drained to singly drained testing ......................................................... 139 

 Table 5.2– Results from Tests 1 and 2 obtained using (a) MATLAB trial-and-error, and (b) modified 

curve-fitting techniques ............................................................................................................ 146 

Table 5.3– Details of doubly drained testing ..................................................................................... 148 

Table 5.4 – Results obtained using traditional and modified curve-fitting techniques to analyse data 

sets 1 and 2 ................................................................................................................................ 154 

Table 6.1 – Consolidation parameters ............................................................................................... 167 

 



Lovisa  PhD Dissertation 

  1 

Chapter 1:  Introduction 

1.1 General 

Possibly the most significant contribution to geotechnical engineering was Karl Terzaghi’s 

theory of consolidation, which properly identified and quantified the underlying physical 

processes of consolidation by utilizing the principle of effective stress. Upon application of a 

load to a fully saturated layer of soil, an increase in pore water pressures throughout the layer 

will occur. Once these generated pore water pressures have dissipated to zero, primary 

consolidation can be considered complete. Terzaghi’s one-dimensional consolidation theory 

mathematically describes this process.  

All soils undergo consolidation in response to an increase in excess pore water pressure. 

However, for granular soils such as sands, the permeability is relatively high so that the 

excess pore water pressures dissipate virtually instantaneously. In direct contrast, fine-

grained soil such as clays have generally very low permeability and therefore the dissipation 

is a much slower process. In many cases, an engineering structure or embankment will 

continue to undergo settlement for many years after construction is complete. Thus, whilst 

consolidation applies to all soils, it is the fine-grained soils that are of particular concern.  

1.2 Problem Definition 

The consolidation of fine-grained soils is actually rather more complicated than the process 

described by Terzaghi. In fact, the settlement a saturated layer of fine soil undergoes in 

response to an externally applied load is due to a combination of processes; immediate 

compression, primary consolidation, and secondary consolidation. Immediate settlement, 

also known as elastic settlement, can be considered to occur almost instantaneously when an 

external load is applied. The settlement that occurs due to secondary consolidation (or creep) 

is often considered to occur after primary consolidation is complete, but in actual fact, occurs 

simultaneously behind the scenes of primary consolidation. The very existence of these 

discrepancies between definitions of the onset of secondary consolidation is evidence of the 

controversial and still widely perplexing nature of the creep process. Further compounding 

the limitations of Terazaghi’s one-dimensional consolidation theory are the assumptions 

upon which this theory is based, some of which are considered more realistic than others.  

Despite these limitations, Terzaghi’s one-dimensional consolidation theory is still widely 

used to evaluate soil compressibility, and has permeated virtually all aspects of geotechnical 

engineering. Whilst other more complex models exist which account for factors such as 

secondary consolidation, finite strains, three-dimensional consolidation etc., many 



Lovisa  PhD Dissertation 

  2 

geotechnical engineers still revert back to Terzaghi’s basic theory due to its inherent 

simplicity. Thus, the main objective of this project is to present a critical review of this one-

dimensional theory of consolidation, along with possible refinements that do not severely 

compromise the simplicity of the overall model.  

1.3 Scope of research 

In instances where consolidation is expected to take a prolonged period of time, the 

following predictions are often required; 

a) the ultimate settlement of the structure/embankment, and 

b) the rate at which the settlement will occur. 

The primary objective of this project is to systematically explore all aspects of Terzaghi’s 

theory that apply to (b), the rate at which consolidation settlement occurs.  

The scope of this project comprises the following sub-objectives: 

i. Mathematically refine the series solution to Terzaghi’s consolidation equation so 

that a variety of non-uniform initial excess pore water pressure distributions can 

be investigated without incurring Gibbs phenomenon.  

ii. Study the effect of non-uniform initial excess pore water pressure distributions 

on the dissipation of excess pore water pressure during consolidation.  

iii.  Study the effect of non-uniform initial excess pore water pressure distributions 

on the percentage consolidation of a soil layer during consolidation.  

iv. Critically analyse the effectiveness of popular curve-fitting techniques in 

accurately predicting the coefficient of consolidation using data obtained from 

different soil types.  

v. Modify current curve-fitting methods that fit experimental data to theory to 

predict consolidation properties so that they can account for a variety of non-

uniform initial excess pore water pressure distributions.  

vi. Carry out laboratory tests to simulate non-uniform initial excess pore water 

pressure distributions and verify theoretical findings such as pore pressure 

redistribution.  
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vii. Investigate the effect of time-dependent loading on percentage settlement when 

the external load is applied at either a constant rate or at discrete time intervals.  

1.4 Thesis overview 

Chapter 1 introduces Terzaghi’s theory of consolidation in relation to its prevalence within 

geotechncial society. It also alludes to the limitations of this theory and how these limitations 

might affect the accuracy of any subsequent consolidation predictions made using this 

theory. Finally, a brief overview of the thesis is presented in this section.  

In Chapter 2, Terzaghi’s fundamental one-dimensional consolidation equation is derived 

from first principles, with separate solutions provided for one- and two-way drainage cases. 

The drawbacks associated with current techniques for solving the series coefficients are 

discussed, and an alternative method has been proposed to negate these shortcomings. This 

proposed method was developed with the potential to cater for any initial condition (i.e. 

initial excess pore water pressure distribution), not just the uniform case commonly assumed 

in consolidation analyses.  

In Chapter 3, the solution procedure developed in Chapter 2 is used to investigate the effects 

of various non-uniform initial excess pore water pressure distributions on the consolidation 

behaviour of singly and doubly draining layers. Here, the consolidation behaviour is 

investigated in terms of excess pore pressure dissipation, degree of consolidation, and 

average degree of consolidation or percentage settlement. Using these results, the relevance 

of current time factor notation has also been assessed, with reference to the term maximum 

drainage path length. Finally, simple adjustment factors have been derived that can adjust the 

widely available average degree of consolidation values for a uniform case of initial excess 

pore pressure to account for a variety of non-uniform initial pore water pressure 

distributions.  

The parameter, coefficient of consolidation, is discussed in relation to average degree of 

consolidation in Chapter 4. Popular curve-fitting techniques that fit experimental data to the 

theoretical average degree of consolidation curve in order to back-calculate consolidation 

parameters are critically reviewed using copious experimental data. A new oedometer 

apparatus is also discussed, where the effect of skin friction is incorporated into the initial 

excess pore water pressure distribution. Conclusions derived from this research are also  

experimentally verified using a tall oedometer. Finally, popular curve-fitting techniques 

(Taylor’s square-root of time method, and Casagrande’s logarithm-time  method) are 

modified so that they can be applied to any set of settlement-time data, regardless of the 

initial excess pore water pressure distribution.  
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Results gathered in Chapter 3 regarding the dissipation of excess pore water pressure are 

experimentally verified in Chapter 5 by recreating a non-uniform initial excess pore water 

pressure distribution within a laboratory setting. This non-uniform initial excess pore water 

pressure distribution is also used to generate data that can be subsequently analysed using the 

modified curve-fitting techniques proposed in Chapter 4.  

In Chapter 6, the effects of time-dependent loading on the consolidation behaviour of a soil 

layer are investigated. Two forms of time-dependent loading are studied; a constant rate or 

ramp loading, and a discretised loading approach. Results gathered from this study are also 

experimentally verified within this chapter.   

Chapter 7 presents the summary and conclusions of this research, along with 

recommendations for future avenues of research.   
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Chapter 2:  Analytical solution 

2.1 General 

A soil can be reduced to the following components; a skeleton of solid grains enclosing 

voids which may be filled with gas, with liquid, or with a combination of gas and liquid. If a 

stress is then externally applied to the soil in such a way that its volume is decreased, there 

are three factors to which this decrease may be attributed; a compression of the skeleton, a 

compression of water and air within the voids, and an escape of water and air from the voids. 

It is reasonable to assume that the soil grains and pore water are relatively incompressible. 

As a result, it follows that if the soil mass is completely saturated, any volume change can be 

attributed entirely to the escape of pore water from the voids.  

Karl Terzaghi’s most significant contribution to geotechnical engineering was his theory of 

consolidation (Terzaghi 1925), which properly identified and quantified the underlying 

physical processes associated with a saturated soil undergoing a volume change due to an 

externally applied load. During this time, Terzaghi identified the principle of effective stress, 

which provided the basis for understanding the process of consolidation. 

2.2 Terzaghi’s consolidation equation 

The consolidation process begins when the placement of a fill or some other load generates 

an increase in the vertical total stress (vσ∆ ) within the soil. Initially, the load is carried 

entirely by the pore water, which produces a net increase in the pore water pressure within 

the soil (which was previously operating under hydrostatic conditions). This increase in pore 

water pressure, termed excess pore water pressure (u ), is generally assumed to equal the 

total applied stress, such that vu σ∆= . Thus, the vertical effective stress (z'σ ) immediately 

after loading is unchanged from its initial value (0'zσ ). The excess pore water pressure 

generates a localised increase in the total head, which subsequently induces a hydraulic 

gradient. As a result, some of the pore water begins to flow and the excess pore water 

pressure begins to dissipate, whilst the vertical effective stress simultaneously increases.  

In addition to computing the magnitude of settlement that a consolidating soil layer will 

undergo, an estimate is also required of the rate at which the settlement occurs. When 

dealing with coarse-grained soils with inherently large values of permeability, it can often be 

assumed that the majority of settlement takes place approximately instantaneously. However, 

when dealing with fine-grained soils (which may be characterised by values of permeability 
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of the order 10-8 m/s), the time required for the final settlement to mature can take months, or 

even years (Lancellotta 2009).  

The theory developed by Terzaghi to describe the transient coupled phenomenon of 

consolidation is reliant upon the assumptions listed in Table 2.1, some of which are more 

realistic than others. 

Table 2.1 – Assumptions applicable to Terzaghi’s consolidation theory 

Assumption Justification 

1) The soil is fully saturated and 

homogenous. Do not vary in any important degree from actual 

conditions. 2) Both the water and soil particles are 

incompressible. 

3) Darcy’s law of water flow applies. Completely valid. 

4) The change in volume is one-

dimensional and in the vertical direction 

(i.e. the direction of applied pressure). 

One-dimensional conditions can be closely 

realised in laboratory tests. Select loading 

scenarios in the field can facilitate predominantly 

one-dimensional consolidation (elaborated upon 

later). 

5) The coefficient of permeability (vk ) 

in the vertical direction remains 

constant. 

Constant values for soil properties with depth can 

generally be assumed. In other cases, an 

‘equivalent’ property may be required.  

6) Deformations are infinitesimal. Valid as long as strains are small in magnitude. 

7) The change in volume directly 

corresponds to the change in void ratio 

( e) such that ve '/ σ∂∂  remains 

constant.  

A greatly idealised assumption which has limited 

validity. However, a more correct relationship can 

severely complicate the analysis, which negates 

one of the primary goals of this study; to maintain 

the simplicity of Terzaghi’s one-dimensional 

consolidation theory.  

8) Immediately after loading, the excess 

pore water pressure (u ) is constant with 

depth and equal to the applied pressure 

( vσ∆ ). 

This assumption is only applicable in cases where 

the loaded area is extensive (i.e. the area over 

which the applied pressure acts is much greater 

than the thickness of the soil layer). In many 

cases, this assumption is invalid. 
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2.2.1. Derivation 

An analytical procedure for computing the rate of consolidation can thus be developed by 

revisiting the physical process of excess pore water dissipation and applying the assumptions 

shown in Table 2.1. First, consider the discharge velocity at the center of the soil element of 

thickness dz (and side lengths dy  and dz) shown in Figure 2.1. This discharge velocity 

has components xv , yv , and zv  in the x -, y - and z -directions, respectively. At the center 

of the element, the rate of flow in the x -direction is dydzvx , where dydz is the area of the 

element perpendicular to the x -direction.  

 
Figure 2.1 – Components of discharge velocity at six faces of a soil element 

If dxdvx /  is the rate of change of xv  in the x -direction, and )2/)(/( dxdxdvx  is the total 

change in xv  between the center and a face of the soil element, the rate of flow in the x -

direction into the soil element ( inxq , ) can be given by: 

 dydz
dx

x

v
vq x

xinx 








∂
∂

+=
2,  (2.1) 

Similarly, the rate of flow in the x -direction out of the soil element ( outxq , ) is: 

 dydz
dx

x

v
vq x

xoutx 








∂
∂

−=
2,  (2.2) 

Using Eqs. (2.1) and (2.2), the net flow into or out of the soil element in the x -direction 

( xq ) can then be calculated as: 
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 dxdydz
x

v
q x

x ∂
∂

=  (2.3) 

This procedure can be repeated to determine yq  and zq  both into and out of the soil element 

in the y - and z -directions, respectively. Finally, the net volume of water flowing per unit 

of time (t ) into or out of the soil element can be calculated as follows: 

 dxdydz
z

v

y

v

x

v
q zyx










∂
∂

+
∂
∂

+
∂
∂

=  (2.4) 

where q  is essentially the change in volume of water in the soil element per unit of time. 

The continuity equation shown in Eq. (2.4) can be reduced further when only one-

dimensional flow is considered, as per Assumption 4 to give: 

 dxdydz
z

v
q z

∂
∂=  (2.5) 

By introducing the porosity (n ), the volume of water in the element can be defined as 

dxdydzn . Thus, the net change in volume of water in the soil element per unit time can also 

be given by: 

 ) ( dxdydzn
t

q
∂
∂−=  (2.6) 

where the negative sign allows any reduction in volume to be viewed as positive. Eq. (2.6) 

can be also be rewritten in terms of void ratio (e) using the known relationship between n  

and e so that: 

 

















+∂
∂−= dxdydz

e

e

t
q  

1
 (2.7) 

Eqs. (2.5) and (2.7) can be equated to give the continuity equation, where flow takes place in 

the vertical direction only: 

 

















+∂
∂−=

∂
∂

dxdydz
e

e

t
dxdydz

z

vz  
1

 (2.8) 

Darcy’s law (Assumption 3) can be expressed in terms of excess pore water pressure: 

 
z

uk
v

w

v
z ∂

∂−=
γ

 (2.9) 

where vk  =  coefficient of permeability in the vertical direction which is assumed to be 

constant over the entire depth of the soil layer (as per Assumption 5), wγ  = the unit weight 
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of water, z  = depth (measured downward from the surface of the soil layer), and u  = the 

excess pore water pressure. Substituting Eq. (2.9) into (2.8) gives: 

 

















+∂
∂=

∂
∂

dxdydz
e

e

t
dxdydz

z

uk

w

v  
12

2

γ
 (2.10) 

Assuming that changes in void ratio during consolidation are small (as per Assumption 6), 

( e+1 ) can be approximated by ( 01 e+ ), where 0e  is the initial void ratio of the soil 

element. This assumption considerably simplifies Eq. (2.10), as )1/()( 0edxdydz + , which is 

the constant volume of solids, effectively remains independent of time. Thus, Eq. (2.10) can 

be simplified to give: 

 
e

dxdydz

t

e
dxdydz

z

uk

w

v

+∂
∂=

∂
∂

12

2

γ
 (2.11) 

or 

 
t

e

ez

uk

w

v

∂
∂

+
=

∂
∂

1

1
2

2

γ
 (2.12) 

The relationship between the coefficient of volume compressibility (vm ), void ratio and 

vertical effective stress can then be applied to Eq. (2.12) to give: 

 
t

m
z

uk v
v

w

v

∂
∂

−=
∂
∂ '

2

2 σ
γ

 (2.13) 

where 

 
e

e
m

v
v +∂

∂−=
1

1

'σ
 (2.14) 

and ve '/ σ∂∂  remains constant (as per Assumption 7). Any increase in vertical effective 

stress results in a simultaneous decrease in excess pore water pressure. This can be written 

as: 

 

t

u

t
v

∂
∂−=

∂
∂ 'σ

 (2.15) 

Eq. (2.15) can then be substituted into Eq. (2.13) to give the basic differential equation of 

consolidation: 

 
2

2

z

u

m

k

t

u

wv

v

∂
∂=

∂
∂

γ
 (2.16) 

By introducing the coefficient of consolidation (vc ), which can be defined as 
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wv

v
v m

k
c

γ
=  (2.17) 

Eq. (2.16) becomes 

 
2

2

z

u
c

t

u
v ∂

∂=
∂
∂

 (2.18) 

This equation is the differential equation governing one-dimensional consolidation and the 

dissipation of excess pore water pressures, and is noticeably similar to Fick’s law of thermal 

diffusion. 

2.2.2. Initial and boundary Conditions 

The consolidation equation in Eq. (2.18) expresses the dependent variable, excess pore water 

pressure (u ), as a function of the independent variables, depth (z ) and time (t ). In this 

partial differential equation, u  is differentiated once with respect to t , and twice with 

respect to z . Thus, two boundary conditions are required, which must provide information 

about the excess pore water pressure at two specific depths of the clay layer. It is here that 

the drainage conditions under which the soil layer consolidates become important, which can 

be directly expressed in terms of excess pore water pressure.  

In a doubly drained soil stratum, pore water is expelled from the voids and drained out of the 

soil upwards and downwards through the top and bottom drainage boundaries. For example, 

a clay layer open to atmosphere and underlain by sand would be considered doubly drained. 

However, a condition may exist where only one face of the clay layer (top or bottom) allows 

pore water drainage. This condition is often referred to as single drainage or one-way 

drainage. An impervious boundary can be present in the form of very stiff clay of low 

permeability or bedrock, usually located beneath the consolidating layer.  All singly drained 

analyses conducted throughout this investigation have the impermeable boundary located at 

the base of the soil layer. 

A freely draining upper boundary exists at the top of the soil profile in the form of ground 

level exposed to atmospheric pressure, or at the bottom of a granular soil layer overlain by 

other soils. A freely draining boundary condition can also be assumed in cases involving a 

contiguous material of comparatively high permeability (e.g. sand seam). Depending upon 

the number of freely draining boundaries, the layer is said to be either singly or doubly 

drained.  
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In summary, the boundary conditions can comprise either one drainage boundary and one 

impermeable boundary, or two drainage boundaries. These drainage conditions must be 

expressed in terms of excess pore water pressure in order to be applied to Eq. (2.18). For 

example, at a freely draining boundary, 0=u  at this point at all times during consolidation. 

Conversely, if an impermeable boundary is present, (i.e. no flow is allowed through this 

point), 0/ =∂∂ zu .  

An initial condition in terms of t  is also required, and this is most easily gathered from 

knowledge of the distribution of excess pore water pressure with depth at the onset of 

consolidation ( 0=t ). As per Assumption 8, this initial excess pore water pressure 

distribution is constant with depth and equal to the applied pressure (vσ∆ ).  

These initial and boundary conditions are summarised in Table 2.2 in terms of the total 

thickness of the soil layer, H .  

Table 2.2 – Initial and boundary conditions 

Boundary Condition Mathematical 

Expression 

1) There is complete drainage at the top of the soil layer. 0),0( =tu  

2a) There is complete drainage at the base of the soil layer. 0),( =tHu  

2b) The base of the soil layer is impermeable. 0
),( =

∂
∂

z

tHu
 

3) The initial excess pore water pressure at the onset of 
consolidation is equal to the applied pressure.  vzu σ∆=)0,(  

2.3 Mathematical solution for the consolidation equation 

Terzaghi’s consolidation equation can be solved if a separable function of two variables (z  

and t ) is adopted as an expression for the excess pore water pressure in Eq. (2.18). The 

solutions for the boundary conditions in Table 2.2 can then be obtained using Fourier series. 

An expression for u  can be obtained as a product of some function of z  and some function 

of t  as shown: 

 )()( tgzfu ⋅=  (2.19) 

Thus, 

 )()( tgzf
t

g
f

t

u ′⋅=
∂
∂⋅=

∂
∂

 (2.20) 

and 
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)()(

2

2

2

2

tgzfg
z

f

z

u ⋅′′=⋅
∂
∂=

∂
∂

 (2.21) 

Substitution of Eqs. (2.20) and (2.21) into Eq. (2.18) gives: 

 )()()()( tgzfctgzf v ⋅′′=′⋅  (2.22) 

or 

 
)(

)(

)(

)(1

zf

zf

tg

tg

cv

′′
=

′
 (2.23) 

The left-hand side of Eq. (2.23) is now independent of any changes in z , and the right-hand 

side is correspondingly independent of any changes in t . Thus, if Eq. (2.23) is valid for all 

values of z  and t , then each side must be a constant which is assigned the variable 2λ− . 

Each side of Eq. (2.23) can then be rewritten as: 

 0)()( 2 =+′′ zfzf λ  (2.24) 

and 

 0)()( 2 =+′ tgctg vλ  (2.25) 

The solutions to Eqs. (2.24) and (2.25) are shown in Eqs. (2.26) and (2.27), respectively: 

 )cos()sin()( 21 zCzCzf λλ +=  (2.26) 

 )exp()( 2
3 tcCtg vλ−=

 

(2.27) 

where 1C , 2C  and 3C  = arbitrary constants. 

Eq. (2.19) then becomes 

 [ ] )exp()cos()sin( 2
54 tczCzCu vλλλ −+=  (2.28) 

where 4C  and 5C  = arbitrary constants. 

It can be seen that boundary condition 1 is satisfied if 05 =C . This leaves 

 [ ] )exp()sin( 2
4 tczCu vλλ −=  (2.29) 

For a doubly drained layer, applying boundary condition 2a to Eq. (2.29) yields the 

following eigenvalues ( DDλ ): 

 
H

n
DD

πλ =  (2.30) 
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which can be substituted back into Eq. (2.29) by means of a Fourier series to give: 

 ∑
∞

=







 −







=
1

2

22

, expsin
n

v
nDDDD

H

tnc

H

zn
Au

ππ
 (2.31) 

where DDu  = excess pore water pressure for a doubly drained case and nDDA ,  = series 

coefficients. 

Similarly, for a singly drained layer, applying boundary condition 2b to Eq. (2.29) yields the 

following eigenvalues ( SDλ ): 

 
H

n
SD 2

)12( πλ −=  (2.32) 

which can be substituted back into Eq. (2.29) by means of a Fourier series to give: 

 ∑
∞

=







 −−







 −=
1

2

22

, 4

)12(
exp

2

)12(
sin

n

v
nSDSD

H

tnc

H

znn
Au

ππ
 (2.33) 

where SDu  = excess pore water pressure for a doubly drained case and nSDA ,  = series 

coefficients. 

Introducing the term time factor (T ), which is a dimensionless variable that is a function of 

coefficient of consolidation (vc ), time (t ), and total layer thickness (H ), Eqs. (2.31) and 

(2.33) become: 

 ( )∑
∞

=
−







=
1

22
, expsin

n
nDDDD Tn

H

zn
Au ππ

 (2.34) 

 ∑
∞

=







 −−







 −=
1

22

, 4

)12(
exp

2

)12(
sin

n
nSDSD

Tn

H

znn
Au

ππ
 (2.35) 

In order to determine the series coefficients, the initial condition (boundary condition 3) 

must be applied to Eqs. (2.34) and (2.35). This boundary condition ( vzu σ∆=)0,( ) will be 

fulfilled if the series coefficients in Eqs. (2.34) and (2.35) are determined so that: 

 ∑
∞

=







=∆
1

, sin
n

nDDv H

zn
A

πσ  (2.36) 

 ∑
∞

=







 −=∆
1

, 2

)12(
sin

n
nSDv H

znn
A

πσ  (2.37) 

The series coefficients ( nDDA ,  and nSDA , ) are traditionally determined using an 

orthogonality relationship. This procedure utilises definite integrals, which have been 
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provided in Eqs. (2.38) to (2.41) in terms of some iteration of the eigenvalues for each 

drainage case.  

 0
2

sin
2

sin
2

0

=















∫ dz

H

zn

H

zmH ππ
 (2.38) 

 0sinsin
0

=















∫ dz

H

zn

H

zmH ππ
 (2.39) 

 H
H

znH

=







∫

2

0

2

2
sin

π

 

(2.40) 

 
2

)12(
sin

0

2 H

H

znH

=






 −
∫

π

 

(2.41) 

where m  and n  = unequal integers.  

If both sides of Eq. (2.36) are multiplied by dzHzn )2/sin( π  and integrated between 0  and 

H2 , all terms in the series except the n th term will assume the form of Eq. (2.38) and 

disappear. The remaining n th term will resemble Eq. (2.40) and will have a definite value. 

This can be mathematically carried out as follows: 

 

dz
H

zn

H
A

HAdz
H

zn

dz
H

zn
Adz

H

zn

H

zn
A

H

vnDD

nDD

H

v

H

nDD

H

v

n
nDDv

∫

∫

∫∫

∑








∆=

=






∆








=






∆








=∆
∞

=

2

0

,

,

2

0

2

0

2
,

2

0

1
,

2
sin

1

2
sin

2
sin

2
sin

sin

πσ

πσ

ππσ

πσ

 

(2.42) 

and can be repeated for the singly drained case using Eqs. (2.39) and (2.41) to give: 

 dz
H

zn

H
A

H

vnSD ∫ 






 −∆=
0

,

)12(
sin

2 πσ  (2.43) 

Since vσ∆  is a constant, the integrals in Eqs. (2.42) and (2.43) can be evaluated and 

substituted back into Eqs. (2.34) and (2.35) to give the general equations for excess pore 

water pressure decay during consolidation if the layer is doubly or singly drained, 

respectively. 
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 ( ) ( )∑
∞

=
−















−−
∆

=
1

22expsin)1(1
2

n
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DD Tn

H
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n
u ππ

π
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 (2.44) 

 ∑
∞

=







 −−















 −
−

∆
=

1

22

4

)12(
exp

2

)12(
sin

)12(

4

n

v
SD

Tn

H

zn

n
u

ππ
π

σ
 (2.45) 

2.3.1. Limitations of the traditional solution process 

The mathematical series solutions shown in Eqs. (2.44) and (2.45) are analytical solutions 

that describe the decay of excess pore water pressure within a saturated soil layer subjected 

to an initial distribution of excess pore water pressure that is constant within the soil layer, 

usually assumed to equal the magnitude of externally applied pressure. However, these 

expressions can only be evaluated for a finite number of terms. If a discontinuity is present in 

the initial condition, this evaluation using a finite number of terms can introduce problems 

associated with Gibbs phenomenon.  

This phenomenon refers to the erratic behaviour of the Fourier series of a piecewise 

continuously differentiable periodic function at a discontinuity (Carslaw 1930). 

Mathematically, Gibbs phenomenon manifests during the approximation of a discontinuous 

function by a finite series of continuous sine waves. That is, when the series approximation 

attempts to satisfy a discontinuity, the series solution oscillates rapidly about the true value 

as the discontinuities are approached, with the series solution over-shooting the correct value 

by up to 18% near the discontinuity (Arfken 1970). In this study, a discontinuity essentially 

refers to a non-zero value of excess pore water pressure at a drainage boundary. Clearly, if a 

uniform or constant value of initial excess pore water pressure is adopted as the initial 

condition, two discontinuities will be present in the doubly drained case, and one 

discontinuity will be present in the singly drained case.  

This can be illustrated by simply evaluating the excess pore water pressure at 0=t  using 

Eqs. (2.44) or (2.45) and plotting this against depth (z ) normalised by the layer thickness 

( H ). The series coefficients were calculated using an orthogonality relationship to satisfy 

the initial condition. As a result, the excess pore water pressure at 0=t  evaluated using the 

series solution should be equal to the externally applied pressure (i.e. the initial condition). 

However, when this procedure is carried out for the doubly drained case (where a 

discontinuity is present at each drainage boundary) using 400 terms, the excess pore water 

pressure is not constant with depth, as shown in Figure 2.2. At each drainage boundary (i.e at 

0/ =Hz  and 1/ =Hz ), the solution overshoots and undershoots the desired value 

( 1/)0,( =∆ vzu σ ).  



Lovisa  PhD Dissertation 

  16 

 
Figure 2.2 – Example of Gibbs phenomenon 

If the number of terms is doubled, the error of the approximation is reduced in width and 

energy, as shown in Figure 2.3.  

 
Figure 2.3 – Example of Gibbs phenomenon when the number of terms is increased 

Increasing the number of terms does not remove this oscillatory effect, but merely moves it 

closer to the point of discontinuity. Further increases in the number of terms will not 
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eliminate the Gibbs phenomenon, but will simply result in oscillations that converge to a 

fixed height. Thus, when an orthogonality relationship is used to evaluate the series 

coefficients, it is impossible to eliminate errors associated with Gibbs phenomenon.  

2.3.2. Proposed method 

Using a novel method comprised of collocation coupled with select truncation, it is possible 

to develop an approximation to describe the decay of excess pore water pressure with time 

without incurring any degree of Gibbs phenomenon. Eqs. (2.36) and (2.37) were previously 

evaluated using an orthogonality relationship to solve for the series coefficients (Taylor 

1948, Holtz and Kovacs 1981). However, a more efficient evaluation procedure consists of a 

pseudo-spectral or collocation approach, where the series is truncated after N terms and 

forced to satisfy the general solution at M  ( N= ) collocation points. In practice, a value of 

M  greater than N can be selected, which then reduces the collocation to discrete least 

squares. Values of M  chosen in the range N2  to N3  work well, in practice. All analyses 

in this investigation were conducted using NM 2= . The collocation procedure was 

implemented in the program MATLAB, which is capable of complex matrix manipulations, 

thereby making it an ideal tool for this analysis.  

If used to determine the series coefficients, a collocation approach would still result in a 

series approximation with Gibbs phenomenon occurring at the discontinuities. However, this 

can be avoided by introducing an extra step into the procedure, and herein lies the novelty of 

the proposed method. When a discontinuity is present, the collocation approach is modified 

by removing collocation points from the immediate vicinity of the discontinuity. In the 

doubly drained example used previously, the initial excess pore water pressure distribution 

contained two discontinuities; one at the surface of the soil layer (0=z ), and one at the base 

( Hz = ). Instead of choosing M  collocation points from ) ,0( H  and conducting the 

subsequent analysis, the points are selected from the interval ) ,( δ−∆ H  instead, where ∆  

and δ  are small non-zero increments. In effect, the position vector is marginally truncated at 

the points of discontinuity by ∆  and δ . The steps taken to implement this process in the 

program MATLAB are outlined as follows.  

First, a position vector is specified which encompasses the truncated thickness ) ,( δ−∆ H  

of the soil layer being considered: 

 
1

)(

+
−∆−+∆=

M

Hi
zi

δ
 (2.46) 
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where Mi ,...,1= . Using the position vector in Eq. (2.46), Eqs. (2.36) and (2.37) can be 

simplified and represented as: 

 ∑
∞

=
=∆

1

)(
n

ijjv zuAσ  (2.47) 

where )sin()( ijij zzu λ=  , jA  are the series coefficients, jλ  are the eigenvalues, and 

Ni ,...,1= . Eq. (2.47) can be easily presented for either a doubly or singly drained case by 

using the appropriate eigenvalues and series coefficients. The series coefficients can then be 

determined by solving Eq. (2.47) after multiplication by transpose of the coefficient matrix: 

 aUUgU TT ~~ =  (2.48) 

where [ ] )( ijij zuU = ; [ ] vig σ∆=~ ; and [ ] ju Aa =~ . The corresponding vector of series 

coefficients can then be used to calculate the decay of excess pore water with time at any 

depth within the soil layer using Eqs. (2.34) and (2.35).  

When the boundaries where a discontinuity occurred were truncated by 0.5% (i.e. 

H005.0==∆ δ ), virtually all oscillatory effects of Gibbs phenomenon were eliminated, as 

demonstrated in Figure 2.4. The solution at 0=t  now equals the desired value (i.e. 

vzu σ∆=)0,( ). 

 
Figure 2.4 – Collocation and truncation example 

The accuracy of the series approximation developed using M  collocation points can be 

checked by evaluating the series at 0=T  and comparing this with the initial excess pore 



Lovisa  PhD Dissertation 

  19 

water pressure with depth of the soil layer. To ensure confidence in results based on 

allocation of M and N number of points, the following root mean square (RMS) error was 

calculated:  

 

∫

∫ ∑
−

∆ =







 −
=

H

H N

n
nn

dz

dzzuAzu

0

2

12

)0,()0,(
δ

ε  (2.49) 

When 400 terms was used ( 400=N ), the RMS error was of the order 10-4. When the 

number of terms was increased to 800=N , the error correspondingly decreased to the 

order of 10-7. Simulations took approximately two seconds to complete.  

2.4 Assumption 8 – Initial excess pore water pressure 

distribution 

Despite evidence to the contrary, many geotechnical analyses that utilise Terzaghi’s 

consolidation theory still adopt a uniform initial excess pore water pressure distribution 

within the soil layer in response to an externally applied load. The assumption of a uniform 

initial excess pore water pressure distribution, herein termed iu -distribution, is only valid for 

certain cases where an extensive loaded area is applied to a comparatively thin layer of clay. 

Here, the axial stress distribution can be assumed as constant throughout the thickness of the 

clay layer (Jumikis 1962). If the consolidating layer is comparatively thick with respect to 

the width of the loaded area, the iu -distribution can be expected to decrease with depth.  

In cases such as hydraulically placed fills, where self-weight consolidation takes place, a 

linearly increasing iu -distribution can occur, where the pressure increases directly in 

proportion with depth, usually according to z γ , where γ  is the unit weight of the slurry. 

Thus, a linear iu -distribution of the form zw )( γγ −   can be anticipated when considering 

the placement of hydraulic fill or slurry. Linearly increasing/decreasing iu -distributions can 

also occur as a result of the sudden lowering of a groundwater table beneath a saturated 

stratum (Lambe and Whitman 1969).  

Other more obscure iu -distributions can exist, as acknowledged by Taylor (1962), who 

suggested that two or more of the traditionally accepted iu -distributions be combined to 

approximate actual distributions, an example of which is shown in Figure 2.5. Chu and Wan 

(2005) suggested a method for estimating the average degree of consolidation based on the 
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pore water pressure distribution, and presented two case studies where pore water pressure 

dissipation was measured prior to and during vacuum preloading. Soil I consists of a 6 m 

very soft clay slurry which overlies Soil II, a 16 m soft silty clay. Pore water pressure 

transducers were used to evaluate the iu -distribution shown in Figure 2.5, prior to vacuum 

loading. Here, excess pore water pressures were present as the subsoil was still undergoing 

consolidation. 

 
Figure 2.5 - Example of non-linear ui-distribution 

A constant or linear distribution of excess pore pressure is commonly adopted in most 

consolidation analyses. Janbu et al. (1956) analysed the average consolidation behaviour of a 

consolidating soil layer with a freely draining upper surface and impermeable base, for 

linearly increasing and decreasing initial excess pore pressure distributions. The assumption 

of uniform initial excess pore pressure was adopted by Mesri (1973) for calculations 

involving the settlement of a consolidating layer separated from freely draining upper and 

lower surfaces by incompressible layers of finite permeability. Kim et al. (2007) investigated 

the spatial distribution of excess pore-water pressure induced by piezocone penetration into 

over-consolidated clays. Simple equations for estimating the consolidation coefficient and 

final settlement based on any type of linear loading with one-way or two-way drainage have 

also been proposed by Singh (2008).  

A summary of possible iu -distributions is shown in Table 2.3, which encompass a wide 

range of loading scenarios, all of which have been considered in this investigation.  
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Table 2.3 – Possible ui-distributions 

Case iu -distribution Loading scenario 

I 

 

A uniform distribution of ui can be expected in situations 

where thin layers of clay are subjected to extensive loaded 

areas, such as foundations, mats etc. (e.g. standard 

oedometer tests) 

II 

 

A linearly increasing ui-distribution can occur due to self-

weight of the soil, or any instance where materials 

suspended in a liquid (e.g. hydraulic fills, sludge deposits 

etc.) 

III 

 

For thicker layers of clay and finite loaded areas, a linearly 

decreasing ui-distribution can be used to approximate the 

decrease in vertical stresses that occur according to 

Boussinesq’s pressure equations. Although this is 

approaching a two- or three-dimensional problem, one-

dimensional consolidation analysis can still be used to 

determine the conservative case (i.e. a 1-D analysis will tell 

the user the slowest possible rate of consolidation).  

IV 
 

A trapezoidal ui-distribution (with maximum pressure at 

the top of the clay layer) can be expected in cases where 

foundation loads are applied to clay layers interspersed 

with other layers of approximately infinite or zero 

permeability (i.e. can be treated as drainage boundaries). 

Here, the axial pressure from the foundation load is 

distributed on each layer approximately trapezoidally. 

V 

 

A trapezoidal ui-distribution (with maximum pressure at 

the base of the clay layer) is possible when the self-weight 

of the soil (Case II) is added to the trapezoidal distribution 

resulting from a structurally imposed load (Case IV).  

VI 
        

Sinusoidal and half-sinusoidal ui-distributions can be 

expected when some unknown degree of consolidation has 

taken place over some unknown timeframe. Here, the 

‘initial’ distribution is taken to be sinusoidal or half-

sinusoidal depending upon the existing drainage 

configuration. 
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Incorporation of non-uniform ui into proposed method 

The collocation procedure used to evaluate the series coefficients was generalized in terms of 

the iu -distribution, which is a function of depth (z ), now that non-uniform iu -distributions 

are being considered. Eq. (2.47) can be rewritten to incorporate this iu -distribution as 

follows: 

 ∑
∞

=

=
1

)()(
n

ijji zuAzg  (2.50) 

where g  is used to represent the iu -distribution. The efficacy of this collocation method is 

evident upon further examination of Eq. (2.50) – the iu -distribution can either be evaluated 

at each point within the position vector using a known function, or the iu -distribution can be 

an array of points gathered from field data, and not necessarily a function at all. Either form 

of input will produce a realistic output of excess pore water pressure decay, unique to the 

relevant iu -distribution.  

The generalised procedure used to assess the consolidation behaviour due to each of the 

distributions shown in Table 2.3 is outlined in Figure 2.6, for a doubly drained layer. A 

similar procedure was followed for the singly drained cases. The collocation method outlined 

previously was used to solve for the series coefficients. In cases where a discontinuity was 

present in the iu -distribution, the collocation points were truncated by a specific value (∆   

for the upper boundary and δ  for the lower), usually less than 0.5% of H , to avoid Gibbs 

phenomena.  

Values of ∆  and δ  less than 0.5% of H , with 1000=N  to 1500 terms were found to be 

suitable for this analysis, and generated a corresponding RMS error of the order 10-8 to 10-12 

in the truncated region. All oscillatory behaviour characteristic of Gibbs phenomena was 

removed, including any overshoot. When no discontinuities were present, N = 400 terms was 

generally sufficient to achieve the same accuracy. 
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Figure 2.6 - MATLAB solution procedure 

2.5 Summary 

Using the solution process outlined in Figure 2.6, the consolidation behaviour in terms of 

both degree of consolidation isochrones and average degree of consolidation curves can be 

theoretically determined for a soil layer subjected to any number of non-uniform initial 

excess pore water pressure distributions. The results that were gathered after conducting 

these simulations are explained in further detail in Chapter 3.  
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Chapter 3:  Quantifying consolidation behaviour 

3.1 General 

The consolidation behaviour of a soil stratum subjected to any iu -distribution can be 

quantified using degree of consolidation (zU ), direct pore water pressure decay (zP ), or 

average degree of consolidation (U ). Both zU  and zP  locally define the rate of 

consolidation (i.e. are dependent upon depth and time), which explains the inclusion of the 

subscript ‘z ’. However, U  is a global measure of the process (i.e. a function of time only) 

and can be shown to directly equal the percentage consolidation settlement.  

3.2 Local measures of the rate of consolidation 

The distribution of excess pore water pressure within a soil layer at any given time after 

consolidation has commenced can be represented by a line known as an isochrone. In one-

dimensional consolidation, the excess pore water pressures vary with depth and time only – 

they do not vary over the cross-section of the loaded area. Each isochrone is essentially a 

graph of excess pore water pressure against depth at a fixed time. These isochrones are 

usually represented using normalised depth (Hz/ ) and the dimensionless time factor (T ) 

which can be described as follows: 

 
2H

tc
T v=  (3.1) 

By providing a series of isochrones, the gradual decay of excess pore pressure and 

corresponding progression of degree of consolidation can be graphically depicted. As 

outlined in Section 2.3, the time factor values defined by Eq. (3.1) are dependent upon layer 

thickness and not drainage path length, which is contrary to traditional T  notation. As a 

result, any references to T  within this dissertation will be ¼ of the standard values of T , 

when dealing with a doubly drained layer.  

3.2.1. Degree of consolidation isochrones 

The degree of consolidation zU  is a measure of the degree to which consolidation has 

progressed at any depth within a consolidating soil stratum. The degree of consolidation can 

be expressed as 

 
p

z ee

ee
U

−
−

=
0

0  (3.2) 
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where 0e  = void ratio at the instant the external load is applied, and pe  = void ratio when 

the excess pore water pressure becomes zero. Since a linear relationship between void ratio 

and effective vertical stress is assumed (as per Assumption 7), the degree of consolidation 

defined by Eq. (3.2) is equal to the degree of excess pore water pressure dissipation. Thus, 

 
)(

),()(

zu

tzuzu
U

i

i
z

−
=  (3.3) 

or 

 
)(
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1

zu

tzu
U

i
z −=  (3.4) 

Values of zU  range from 0, indicating no consolidation has taken place, to 1 where the soil 

has completed consolidation under the applied load, which is technically only possible at 

∞=t . 

3.2.2. Excess pore water pressure isochrones 

The isochrones produced by Eq. (3.4) do not adequately represent the pore pressure 

dissipation process when the initial excess pore pressure distribution is also a function of 

depth, as information is ‘lost’ during normalisation, where the denominator )(zui  varies 

with z . Thus, a supplementary expression is proposed in order to capture all information 

regarding excess pore pressure dissipation and consolidation progress: 

 
max,

),(

i
z u

tzu
P =  (3.5) 

Here, zP  = normalised excess pore pressure varying within the range of 0 to 1, and max,iu = 

maximum value obtained from the initial excess pore pressure distribution due to the applied 

load.  

Whilst the expressions in Eqs. (3.4) and (3.5) appear similar, it is important to note that the 

denominator in each has a significant influence upon the overall shape of isochrones when 

considering any non-uniform iu -distribution. In Eq. (3.5), the denominator is essentially a 

constant, and the resulting isochrones directly depict the decay of excess pore water pressure. 

However, in Eq. (3.4) both the numerator and denominator are functions of depth, when 

considering non-uniform iu -distributions. As a result, zP  and zU  isochrones can take quite 

different shapes.  
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3.2.3. Doubly drained soil layer 

For a case of uniform initial excess pore water pressure, the excess pore water pressure (zP ) 

and degree of consolidation (zU ) isochrones depicting the progression of consolidation for  

=T  0.025, 0.05,... 0.25 (i.e. time factor intervals of 0.025) are shown in Figure 3.1.  

 
Figure 3.1 – Isochrones for a uniform ui-distribution with two-way drainage 

 
In this case, the degree of consolidation isochrones are simply a mirror image of the excess 

pore water pressure isochrones since the initial excess pore water pressure distribution is 

constant with depth. However, as shown in Figures 3.2 and 3.3, when the iu -distribution is 

linear, the zP -isochrones provide information regarding the skewed dissipation of excess 

pore pressure which is not clearly evident in the accompanying zU -isochrones. In these 

figures, the iu -distribution is indicated by the green line. Thus, in the case of non-uniform 

iu -distributions, the term degree of consolidation is of little use. It simply states the 

percentage of initial pore pressure that has dissipated – a greater degree of consolidation 

does not always indicate higher pore water pressures. Therefore, it is more suitable to present 

zU -isochrones in conjunction with zP -isochrones for a comprehensive understanding of the 

pore pressure dissipation process. 
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Figure 3.2 – Isochrones for a linearly increasing ui-distribution with two-way drainage 

 
Figure 3.3 – Isochrones for a linearly decreasing ui-distribution with two-way drainage 
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In reality, the consolidation behaviour of a soil layer will not always be analysed after 

immediate application of the design load. If analysis takes place after some unknown time 

has elapsed, the ‘new’ iu -distribution will be sinusoidal (if the layer is doubly drained) and 

consolidation analysis would take place accordingly. Interestingly, the zP -isochrones 

generated by a sinusoidal iu -distribution are independent of depth, as shown in Figure 3.4. 

However, this is obvious upon re-examination of Eq. (3.4) – the sinusoidal component of the 

series solution in the numerator cancels with the sinusoidal component of the iu -

distribution, which is contained in the denominator. The remaining expression is a function 

of time only.  

 
Figure 3.4 – Isochrones for a sinusoidal ui-distribution with two-way drainage 

The symmetrical triangular initial distribution highlighted in Figure 3.5 produces 

consolidation isochrones that indicate that consolidation proceeds fastest at the centre of the 

soil stratum. Although unclear near the top and bottom boundaries in Figure 3.5, the 

consolidation isochrones do comply with the initial boundary conditions that specify two 

drainage boundaries – each isochrone tends to 100% consolidation exactly at the top and 

bottom of the stratum. This immediate tendency toward 100% consolidation is observed in 

every case where the initial excess pore pressure is zero at a drainage boundary.  
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Figure 3.5 – Isochrones for a triangular ui-distribution with two-way drainage 

 
Figure 3.6 – Isochrones for linearly increasing ui-distributions with two-way drainage, where the 

value at z/H = 0 varies from 0.2 to 0 

(a) (b) (c) 
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This trend is further highlighted by results in Figure 3.6, where degree of consolidation 

isochrones are provided for three linearly increasing cases of initial excess pore water 

pressure. The linear distributions are adjusted to approach an origin boundary at the top of 

the soil stratum. Figure 3.6(a) shows a linearly increasing pore pressure distribution based on 

an initial normalised pore pressure value of 0.2 at 0/ =Hz . whilst Figure 3.6(b) 

demonstrates the skewed isochrones that result from a reduction in this value to 0.01. Based 

on Figure 3.6(b), it can be concluded that the isochrones in (c) each tend toward 100% 

consolidation exactly at the top stratum boundary.  

The consolidation behaviour of soils is commonly analysed based upon symmetric initial 

excess pore pressure distributions, where the added advantage lies in the ability to analyse in 

terms of single or doubly drained strata, using the same graphs. However, the practical 

relevance of consolidation analysis in terms of asymmetrical excess pore pressure 

distributions must be considered. 

The vertical stress increase beneath a loaded area generally peaks at some depth 

comparatively close to the soil surface, and subsequently decays with depth (Ranjan and Rao 

1991). As a result, the excess pore pressure distribution with depth would resemble the shape 

shown in Case III, Table 2.3. This non-uniform iu -distribution can be approximated using 

the following function, where the maximum initial pore water pressure of a unit value is 

forced to occur at the normalised depth of 2.0/ =Hz . The variation of iu  with depth is 

given by: 

 bbb
i ZZZu )1(10)( 25.0272.0 −=  (3.6) 

where HzZ /= . The majority of excess pore water pressure is concentrated within a 

relatively narrow region from Hz/ = 0.1 to 0.4. The spread or skewness of this region is 

controlled by increasing/decreasing the variable b – a larger value of b  will produce a more 

concentrated peak region in the iu -distribution.  

The pore pressure and degree of consolidation isochrones for a iu -distribution where 2=b  

are shown in Figure 3.7. Interestingly, a redistribution of excess pore pressure occurs toward 

the region of minimal initial excess pore pressure, which is a direct result of the concentrated 

nature of the initial excess pore pressures toward the surface drainage boundary. This 

phenomenon is briefly mentioned in Taylor (1962) for a decreasing linear iu -distribution 

with an impermeable base layer – during the initial stages of consolidation, downward flow 

results in a transient increase in excess pore pressure near the impermeable base of the 

stratum. This increase was shown to gradually decay as the pore water eventually drains 
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through the top of the layer. However, the results in Figure 3.7 for bottom-skewed initial 

pore pressure distributions within a doubly drained layer demonstrate the prevalence of pore 

pressure redistribution for the majority of the consolidation process. This can introduce 

difficulties when it comes to analyzing the consolidation progress in terms of degree of 

consolidation.  

As evidenced by Eq. (3.4), the degree of consolidation relationship is dependent upon a 

fundamental assumption that the initial excess pore pressure will always be greater than the 

corresponding pore pressure isochrones – a negative degree of consolidation is simply not 

feasible. As a result, the highlighted region shown in the HzUz /−  plot in Figure 3.7 is not 

practically relevant, as negative values of degree of consolidation are present below 

6.0/ ≈Hz . This is evident upon examination of the zU -isochrone for 025.0=T  in 

Figure 3.7 which ‘becomes’ negative at values of 6.0/ >Hz . This highlighted area 

therefore directly indicates the region within the clay layer that undergoes pore pressure 

redistribution during consolidation.  

   
Figure 3.7 – Isochrones for an asymmetric ui-distribution with two-way drainage, where b = 2 
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When the degree of spread is decreased (i.e. b  is increased from 2 to 12), the phenomenon 

of pore pressure redistribution is observed at both the surface and base drainage boundaries, 

as shown in Figure 3.8. This greatly reduces the valid region of the HzUz /−  plot, as 

highlighted.  

It can thus be concluded that pore pressure redistribution is likely to occur in cases where the 

iu -distribution contains a concentrated region of excess pore water pressure, with minimal 

pressures located elsewhere in the consolidating layer. Overall, the results indicate that the 

term degree of consolidation alone is inadequate in fully describing the consolidation 

process. Thus, for a complete description of consolidation behaviour, it is suggested that 

degree of consolidation isochrones be viewed in conjunction with pore pressure isochrones, 

both of which take quite different shapes.  

 
Figure 3.8 – Isochrones for an asymmetric ui-distribution with two-way drainage, where b = 12  

 

3.2.4. Singly drained soil layer 

The iu -distributions examined in Figures 3.1 to 3.4 were also studied for a singly drained 

soil layer, where the impermeable boundary was located at the base of the soil layer. For a 
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case of uniform initial excess pore water pressure, the excess pore water pressure (zP ) and 

degree of consolidation (zU ) isochrones depicting the progression of consolidation for  =T  

0.1, 0.2,... 1.0 (i.e. at time factor intervals of 0.1) are shown in Figure 3.9. Again, the degree 

of consolidation isochrones are simply a mirror image of the excess pore water pressure 

isochrones since the initial excess pore water pressure distribution is constant with depth. 

As with the doubly drained studies, little research has been conducted on the effect of non-

uniform iu -distributions on the consolidation behaviour of a singly drained soil layer. Singh 

and Swamee (2008) analysed linearly increasing and decreasing iu -distributions to develop 

approximate simple invertible equations for consolidation curves in singly drained cases. 

Janbu et al. (1956) also analysed the average degree of consolidation of a consolidating soil 

layer with a freely drained upper surface and impermeable base, for linearly increasing and 

decreasing iu -distributions.  

 
Figure 3.9 – Isochrones for a uniform ui-distribution with one-way drainage 

For a soil layer subjected to a linearly increasing iu -distribution, the expected decay of 

excess pore water pressure and corresponding degree of consolidation is shown in Figure 
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3.10. No pore pressure redistribution is expected to take place during consolidation for this 

case, as the maximum initial excess pore pressure is greatest at the impermeable boundary.  

 
Figure 3.10 – Isochrones for a linearly increasing ui-distribution with one-way drainage 

However, when a linearly decreasing iu -distribution is instead analysed, where minimal 

initial pressures are located at the impermeable boundary, pore pressure redistribution 

occurs, which is evident in Figure 3.11. Additional isochrones have been included 

(highlighted in blue) for time factors of 0.02 and 0.06, since the initial stages of 

consolidation are critical when considering excess pore pressure redistribution. Again, due to 

this redistribution of pore pressure, it is only meaningful to view the upper half of the soil 

layer in terms of degree of consolidation.  

Similarly, for a sinusoidal iu -distribution, where minimal excess pore pressures exist near 

the impermeable boundary, pore pressure redistribution again occurs as demonstrated in 

Figure 3.12. However, in comparison with the linearly increasing iu -distribution, a larger 

portion of the soil layer (approximately 80%) can be viewed in terms of degree of 

consolidation isochrones when the iu -distribution is sinusoidal.  
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Figure 3.11 – Isochrones for a linearly decreasing ui-distribution with one-way drainage 

     
 Figure 3.12 – Isochrones for a sinusoidal ui-distribution with one-way drainage 



Lovisa  PhD Dissertation 

  36 

Although the consolidation behaviour of a doubly drained layer subjected to asymmetric iu -

distributions has been analysed, it is important to assess the effect of introducing an 

impermeable boundary to the system. Since the following distributions contain regions of 

concentrated initial excess pore pressure, coupled with the introduced impermeable 

boundary, pore pressure redistribution can be expected to take place. The following 

equations have been used to describe the iu -distributions in which the maximum initial 

excess pore water pressure was forced to occur near the top (Z  = 0.2 – Case I), middle (Z  

= 0.5 – Case II), and bottom (Z  = 0.8 – Case III) of the soil layer: 

 bbb
i ZZZu )1(10)(  :I Case 25.0272.0 −=  (3.7) 

 bb
i ZZZu )1(10)(  :II Case 602.0 −=

 
(3.8) 

 bbb
i ZZZu 25.0272.0 )1(10)(  :III Case −=

 
(3.9) 

The maximum initial excess pore pressure was held constant for all cases, so that 1max, =ZP . 

Furthermore, in each case, the point at which the maximum excess pore pressure occurred 

remained constant, so that the effect of varying the degree of spread (controlled by b ) could 

be investigated.  

 
Figure 3.13 – Isochrones for skewed ui-distributions with one-way drainage, where the maximum 

initial pressure occurs at (a) Z = 0.2, (b) Z = 0.5 and (c) Z = 0.8 for a spread of b = 2 

(a) (b) (c) 
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For a large spread ( 2=b ), the isochronal decay of excess pore water pressure is shown in 

Figure 3.13, when the maximum initial value of pore water pressure is located at different 

points within the soil layer. The effect of reducing the spread (i.e. increasing b) is shown in 

Figure 3.14. It is clearly evident that pore pressure redistribution is more prevalent in cases 

where there is a more concentrated region of initial excess pore water pressure.  

 

Figure 3.14 – Isochrones for skewed ui-distributions with one-way drainage, where the maximum 
initial pressure occurs at (a) Z = 0.2, (b) Z = 0.5 and (c) Z = 0.8 for a spread of b = 12 

3.3 Average degree of consolidation 

The consolidation behaviour of a soil layer can also be analysed in terms of a global 

measurement of consolidation behaviour known as average degree of consolidation. The 

variation in average degree of consolidation with time is the focal point from which most 

consolidation properties are deduced.   

3.3.1. Derivation 

The average consolidation U  represents the consolidation of the stratum as a whole and is 

given by the ratio between the consolidation settlement at time t  and the value attained at 

the end of the consolidation process (cs ): 

(a) (b) (c) 
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cs

ts
U

)(=  (3.10) 

Terzaghi’s settlement expression is reliant upon the fundamental assumption that the average 

degree of consolidation, expressed in terms of settlements, is equal to the average degree of 

consolidation in terms of excess pore pressures. This assumption stems from the linear void 

ratio-vertical effective stress relationship outlined in Assumption 7. A minor elaboration of 

this assumption in terms of average degree of consolidation is provided in Terzaghi’s 

Theoretical Soil Mechanics (1943), and the majority of geotechnical textbooks subsequently 

published simply accept that the average degree of excess pore pressure dissipation is equal 

to the degree of settlement (Taylor 1962, Lambe and Whitman 1969, Holtz and Kovacs 

1981, Whitlow 1983, Powrie 1997, Lancellotta 2009, Sivakugan and Das 2009).   

Therefore, it appears prudent to re-evaluate Terzaghi’s original assumption that the average 

degree of pore pressure dissipation is equivalent to the percentage consolidation settlement 

for all distributions of initial excess pore water pressure. This can be done by calculating the 

consolidation settlement based on the volume of water exiting the drainage boundaries of the 

clay layer and comparing this with the expression proposed by Terzaghi: 
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Traditional method 

According to traditional consolidation theory, the final or ultimate settlement (cs ) due to a 

change in effective stress ( v'σ∆ ) is given by: 

 vvc Hms '0 σ∆=  (3.12) 

where 0H  = initial thickness of the clay stratum, and vm  = coefficient of volume 

compressibility, which describes the volumetric strain per unit stress increase. Consider a 

doubly drained layer as shown in Figure 3.15(a). Assuming that the iu -distribution is shown 

by the continuous line in Figure 3.15(b), the settlement due to the dissipation of the entire 

excess pore pressure over an infinitesimal thickness (dz) is given by: 

 [ ]dzzumds ivc )(=  (3.13) 
 
Therefore, the final consolidation settlement due to the dissipation of the excess pore 

pressure within the entire layer of thickness H  is; 
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 dzzums
H

z

ivc )(
0
∫
=

=  (3.14) 

where the integral component is the area bounded by the initial excess pore pressure 

distribution in Figure 3.15(b). After some time t  has occurred, the initial excess pore 

pressure will have partially dissipated, and the resulting distribution can be described by 

),( tzu . 

 

 
Figure 3.15 – Traditional settlement method: (a) doubly drained layer, (b) ui-distribution, and (c) pore 

pressure dissipation 

Therefore, the settlement that has taken place is simply the total settlement calculated using 

Eq. (3.14) minus the consolidation settlement that would occur due to the excess pore 

pressure distribution ),( tzu . Thus, the expression for settlement at some time t  during 

consolidation can be written as follows (see Figure 3.15(c)): 
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For a given initial excess pore pressure distribution due to an applied load, Terzaghi’s 

expression for the average degree of consolidation (U ) in terms of consolidation settlement 

is subsequently represented by: 
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which is identical to Eq. (3.11). This is the expression traditionally used in geotechnical 

textbooks for deriving the equation for average degree of consolidation. The above 

derivation is valid for any initial excess pore water pressure distribution. 

Discharge method 

As defined in Chapter 2, the differential equation governing one-dimensional consolidation 

and the dissipation of excess pore water pressures is: 

 
t

u

z

u
cv ∂

∂
∂
∂ =

2

2

 (3.17) 

where vc  = coefficient of consolidation, u  = excess pore water pressure, z  = distance 

measured downward from the surface of the consolidating clay layer and t  = time.  

The cumulative discharge of water squeezed out of the doubly drained soil profile at any 

time during consolidation is the sum of the mass flux per unit area (q ) at the top drainage 

boundary ( 0=z ), and the mass flux per unit area at the bottom drainage boundary (Hz = ) 

at some time t . Since Terzaghi’s theory is one-dimensional, the discharge velocity can be 

represented as: 

 kv ˆ
z

u
kv ∂

∂−=  (3.18) 

where k̂  is a unit vector pointing vertically downwards, vk  = permeability of the clay 

stratum and zu ∂∂ /  is simply the hydraulic gradient.  

Thus, the mass flux per unit area at any point z at time t is given by: 

 mv ˆ),( ⋅=tzq  (3.19) 

where m̂  is the unit normal in the direction of flow.  

Hence, the cumulative discharge tQ  out of the soil profile at any time t  is obtained by 

adding the two components at the top and bottom drainage boundaries as: 

 ∫∫
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Since the normal vectors at 0=z  and Hz =  are k̂−  and k̂  respectively, this becomes: 
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To determine the total discharge out of the soil, the mass flux per unit area in Eq. (3.21) is 

simply evaluated at ∞=t  for the top and bottom boundaries.  

 
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Therefore, the normalised cumulative discharge QU  through the soil at any time t , 

expressed as the fraction of the cumulative discharge at ∞=t  is a form of degree of 

consolidation that is given by: 
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Upon re-examination of the original governing one-dimensional consolidation equation in 

Eq. (3.17), it is possible to definitively prove that the traditional and exact consolidation 

expressions are identical.  

Eq. (3.23) can be rewritten as: 
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After cancelling the negative signs and noting that 
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Eq. (3.24) becomes 
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where the order of integration in the numerator and the denominator were changed so that 

the integral with respect to depth is on the outside. 

Upon consideration of the governing partial differential equation in Eq. (3.17), the time 

derivative can be substituted for the spatial derivative in Eq. (3.26) to give: 
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As ∞=t , the excess pore water pressure approaches 0 (i.e. 0),( =∞zu ). Also, the excess 

pore water pressure evaluated at time 0=t  is simply the initial excess pore water pressure 

iu  (i.e. iuzu =)0,( ). Thus, Eq. (3.27) can be reduced to: 
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This is identical to Terzaghi’s expression for average degree of consolidation in Eq. (3.16). 

3.3.2. Time factor review 

For a case of uniform initial excess pore water pressure, the excess pore water pressure 

isochrones depicting the progression of consolidation during time for =T  0.1, 0.2,... 1.0 are 

shown in Figure 3.16, where the soil layer is either doubly or singly drained.  

 

Figure 3.16 - Excess pore water pressure isochrones for a uniform iu -distribution 

 

z/H

 

z/H

Pz Pz 
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As anticipated, the excess pore water pressure decays much more rapidly when the pore 

water is allowed to exit through two drainage boundaries. This decay can be viewed in terms 

of the overall settlement using the expression for average degree of consolidation as shown 

in Figure 3.17, where there is a separate curve for each drainage case.  

 
Figure 3.17 – Average degree of consolidation curves for singly and doubly drained layers 

The beauty of the series solution which describes the decay of excess pore water within a 

layer subjected to a uniform distribution is that the percentage consolidation behaviour for 

each drainage case is identical when adjusted by a constant factor of time – the singly 

drained case merely achieves the same settlement four times slower than its doubly drained 

counterpart. Since the development of Terzaghi’s consolidation equation, many geotechnical 

researchers have taken advantage of this relationship by introducing a variable referred to as 

maximum drainage path length (drH ) so that the solution for both singly and doubly drained 

layers can be represented by a single average degree of consolidation curve which is based 

on the following series solution: 
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The series solution in Eq. (3.29) is the solution derived for the singly drained case in Chapter 

2, where the conventional time factor is calculated using the drainage path length, rather than 

layer thickness: 

  2
dr

v
c

H

tc
T =  (3.30) 

Then, a thickness of H2  is considered for a doubly drained layer, and H  is considered for 

a singly drained layer so that HH dr =  for both drainage cases, since the maximum distance 

a water molecule must travel in the doubly drained case is half the total thickness.  

When considering the TZUz −− plot (degree of consolidation isochrones), the entire 

thickness from 0=z  to H2  is displayed – for a doubly drained case, the isochrones from 0 

to H2  are applicable, but for a singly drained layer, the isochrones are only relevant from 0 

to H , as shown in Figure 3.18.  

     
Figure 3.18 – Excess pore water pressure isochrones for a uniform ui-distribution using the traditional 

expression for time factor (in terms of drainage path length) 

The expression for the average degree of consolidation shown in Eq. (3.11) is evaluated the 

same way using the series solution in Eq. (3.29) – the limits are restricted to the domains that 

correspond to single or double drainage conditions. This results in the following standard 

average degree of consolidation plot (Figure 3.19), which is available in many geotechnical 
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textbooks. Since the drainage conditions are addressed within the time factor, only one curve 

exists for both drainage cases.  

However, there is an inherent disadvantage associated with this scaling method – the 

variation in rates of consolidation for singly or doubly drained clay strata cannot be truly 

compared using Figure 3.19. This is because the traditional expression for time factor is 

technically in terms of two variables; time and number of drainage boundaries. As a result, 

all analyses within this thesis were conducted using a time factor that is in terms of layer 

thickness, and not drainage path length. This would slightly change the method in which the 

percentage consolidation of a layer is calculated, which can be illustrated using the following 

simple example.  

 
Figure 3.19 – Average degree of consolidation curves for singly and doubly drained layers in terms of 

the traditional time factor  

Consider the following problem: 

A 15 m-thick deposit of Holocene clay exists underneath dredged clay at the Port of 

Brisbane. In some areas, this deposit is underlain by a layer of sand, whilst in other areas it 

is underlain by stiff, relatively impermeable clay. Assuming a coefficient of consolidation of 

0.3 m2/year throughout, the Port wishes to know how the differences in drainage conditions 

will affect the percentage consolidation settlement that will occur after 10 years. 
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Table 3.1 - Example of traditional consolidation analysis 

Drainage 
Configuration 

Traditional method Proposed method

 

Doubly 

drained 333.0
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Then, using the time factors calculated in Table 3.1, the percentage consolidation for each 

drainage case can be calculated as follows. 

 

Figure 3.20 – Comparing settlements for different drainage configurations using (a) traditional 
method, and (b) proposed method 

As shown in Figure 3.20(a), it is difficult to compare the average degree of consolidation 

using traditional scaling methods. Furthermore, this scaling method is only applicable in 

cases where the initial distribution is symmetric about the middle of the clay layer (i.e. 

symmetric about Hz =  if the layer is of thickness H2 ). That is, Eq. (3.29) can only be 

used to assess the consolidation behaviour of a singly drained layer of thickness H , if the 

mirror image of the iu -distribution is reflected about the horizontal line at Hz =  and 

isochrones are observed from 0 to H  only. Here, every second series coefficient becomes 0 

due to the initial symmetry of the excess pore pressure distribution. When considering a 

singly drained soil layer, users are simply advised to look only at the region 0 to H . It is 

32% 

64% 

(a) (b) 

32% 

64% 

 

 

      U   

Conventional T 

 

 

 U 

T 



Lovisa  PhD Dissertation 

  47 

important to recognise that this technique is only applicable in situations where the iu -

distribution is symmetrically reflected about Hz = .  

For instance, if the consolidation behaviour of a singly drained layer subjected to a 

sinusoidal iu -distribution using this reflection method was required, the sinusoidal function 

would need to be reflected about the midline (Hz = ), as shown in Figure 3.21(b) which 

provides zU -isochrones and zP -isochrones using this reflection technique, in comparison 

with those determined using the singly drained solution outlined previously. The isochrones 

in Figure 3.21(a) are identical to those in Figure 3.21(b) within the region 0 to H .  

 
Figure 3.21 – Uz and Pz isochrones for a singly drained layer subjected to a sinusoidal ui-distribution 

determined using (a) singly drained solution, and (b) reflection method 

3.3.3. Percentage consolidation of non-uniform u i-distributions  

New TU −  curves can now be generated to compare singly and doubly drained settlements 

of a layer of thickness H  subjected to various uniform and non-uniform iu -distributions, 

where the effect of drainage conditions can be observed over a continuous period of 

(a) (b) 
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consolidation, as shown in Figures 3.22 to 3.24. If a user were to assess the effects of one- or 

two-way drainage for a designated stratum thickness using a time factor in terms of layer 

thickness, T is the same for both drainage configurations, and the overall differences in 

trends can be directly compared. That is, the differences in average degree of consolidation 

as a result of doubly or singly drained conditions can be visually observed over the entire 

period of consolidation since two TU − curves are now available.  

Using the conventional solitary TU − curve, no graphical comparison can be made and the 

effect of one or two drainage boundaries on the consolidation settlement can only be 

determined for individual values of t . In this case, two different time factors would be 

required for each drainage case – these values would then be applied to the single TU −  

curve to identify the corresponding U  values for comparison. If the differences in settlement 

were required for the entire period of consolidation, this procedure would become quite 

time-consuming as two different time factor values would be required for each different 

value of t  to determine the corresponding average degree of consolidation for an overall 

comparison.  

The merits of axis scaling in TU −  curves are dependent upon the region of time over 

which the user wishes to analyse the average degree of consolidation. For example, if the 

consolidation settlement during the initial stages of construction is required, a TU loglog −  

or TU log− curve is often useful to amplify the early stages of consolidation. Many 

geotechnical textbooks have presented TU −  curves (using Terzaghi’s time factor) with 

either no scaling (Taylor 1948, Scott 1963, Sowers 1979, Das 2009, Sivakugan and Das 

2010, Coduto et al. 2011), a logarithmic scaling of only the T  axis (Jumikis 1962, Leonards 

1962, Berry and Reid 1987, Lancellotta 2009), or have presented TU −  curves in both 

forms (Terzaghi 1943, Terzaghi et al. 1996). TU −  curves for both singly and doubly 

drained strata subjected to key non-uniform iu -distributions are shown in Figures 3.22 to 

3.24.  

Although the consolidation process theoretically ends when ∞→t , in practice the process 

is often considered finished when 2≅T  (Lancellotta 2009), which corresponds to 99.42% 

of the final consolidation settlement. This applies to both singly and doubly drained systems 

since T  is dependent upon the maximum length of drainage path, and identical values of T  

would correspond to different original stratum thicknesses. However, by observing the 

average consolidation in terms of T , it is possible to specify this end-point for a clay stratum 

of constant thickness with either drainage configuration. As shown in Figs 3.22 to 3.24, the 



Lovisa  PhD Dissertation 

  49 

process of consolidation can be considered finished when 5.0≅T  for two-way drainage, in 

comparison with 2=T  for one-way drainage.  

During the early stages of consolidation, when 1.0<T , having one or both of the axes in 

logarithmic scale enables a more precise definition of the values of T  and U . For example, 

in Figure 3.22, all six cases appear to fall into two closely spaced single curves when the clay 

is doubly drained. These trends can be viewed more precisely using Figures 3.23 and 3.24. 

Similarly, for singly drained situations also, iu -distributions (d) and (f) appear to be the 

same in Figure 3.22; the differences become more clear in Figs 3.23 and 3.24.  During the 

later stages, when 1.0>T , having both T  and U  in arithmetic scale (see Figure 3.22) 

enables a more precise evaluation of the U  and T  values. 

 

Figure 3.22 – U-T curves for a singly or doubly drained soil layer subjected to different ui-
distributions 

 

 

 

       U   

T 

(a) (b) (c) 

(d) (e) (f) 
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Figure 3.23 – U-logT curves for a singly or doubly drained soil layer subjected to different ui-

distributions 

 

Figure 3.24 – logU-logT curves for a singly or doubly drained soil layer subjected to different ui-
distributions 
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Comparison with reported values 

The significance of the average consolidation curve is well recognized when considering 

consolidation behaviour. Terzaghi and Frohlich (1936) have tabulated the TU −  values for 

a singly drained soil layer subjected to three basic cases of initial excess pore pressure; 

uniform, linearly increasing and linearly decreasing iu -distributions. These values have been 

reproduced in tabular or graphical form in various geotechnical textbooks (Jumikis 1962, 

Craig 1974), without any apparent attempt to check these values. Singh (2005) compared 

these values with those obtained using the analytical solution for a linearly decreasing iu -

distribution, and observed that the previously reported values of U  are inexact for low 

values of T . The average degree of consolidation curves calculated using the series 

solutions outlined previously are provided in conjunction with Terzaghi and Frohlich values 

for comparison in Figure 3.25, represented by the black and red dashed lines, respectively.  

 
Figure 3.25 – U-T curves for series solution results compared with Terzaghi and Frohlich (1936) 

tabulated values 

The average consolidation curves generated for uniform and linearly decreasing cases of 

initial excess pore pressure show a deviation from the original values provided by Terzaghi 
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and Frohlich, further confirming results reported by Singh. However, it appears that the 

Terzaghi and Frohlich values corresponding to a linearly increasing iu -distribution are 

comparatively accurate. 

3.3.4. The relevance of drainage path length 

By examining the relevance of drainage path length (drH ), it is also possible to demonstrate 

the benefits of expressing the average degree of consolidation in terms of a time factor that is 

independent of drainage conditions (i.e. is in terms of layer thickness only).  

History of Hdr 

When Terzaghi first developed his one-dimensional consolidation theory, he referred to 

doubly drained clay layers as ‘open’ layers and singly drained layers as ‘half-closed’ layers 

irrespective of the iu -distribution (Terzaghi 1943). He then directed the user to compute the 

time factor using half the layer thickness if doubly drained, and the total thickness if singly 

drained. From this, the term ‘maximum length of drainage path’ evolved and has been 

widely adopted by the geotechnical community as a physical explanation for Terzaghi’s 

drainage guidelines (Jumikis 1962, Scott 1963, Harr 1966, Winterkorn and Fang 1990, 

Powrie 1997, Das 2009, Holtz et al. 2010, Sivakugan and Das 2010 etc.). Some geotechnical 

textbooks further explain the term ‘maximum drainage path length’ as the maximum 

distance a water molecule must travel to exit the consolidating layer (Kaniraj 1988, Smith 

2006, Helwany 2007, McCarthy 2007). As a result, the definition for drH  can be interpreted 

one of two ways; as the relationship between equivalent thicknesses for singly and doubly 

drained layers, or as the maximum distance a water molecule must travel to leave the layer. 

Depending on the iu -distribution, these two definitions are not always equal.  

Hdr Definition A 

It is widely accepted that for singly drained clay layers, the maximum drainage path length is 

the total thickness of the layer (H ), whereas for doubly drained clay layers the drainage 

path length is half the thickness ( 2/H ). Whilst it may be intuitively concluded that the 

drainage path length is therefore the thickness of the clay layer divided by the number of 

drainage boundaries, again this relationship only exits for uniform iu -distributions. To 

determine drH  for layers subjected to non-uniform iu  distributions, the correct definition of 

drH  must first be understood. The expression for drH  as it directly stems from Terzaghi’s 

work is actually a relationship between the effective thicknesses of singly and doubly 
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drained layers. That is, how much thicker must a doubly drained layer be to consolidate at 

the same rate as if it were singly drained? For example, for a case of uniform iu , a singly 

drained layer of thickness H  would consolidate at the same rate as a doubly drained layer 

that is twice as thick (H2 ). By determining this relationship between thicknesses, a single 

TU −  curve can be used for both drainage situations - the type of drainage situation is taken 

into account in the expression for time factor. From this, Terzaghi’s definition for drH  

(Definition A) can be redefined as: 

 HfH Hdr =  (3.31) 

where drH  is the doubly drained thickness used in the time factor expression (or DDH ) as a 

fraction of H  which is the equivalent thickness of the singly drained layer (or SDH ), with 

Hf  being the effective drainage path length factor. For a case of uniform iu , it can be easily 

shown that 5.0=Hf : 

If two separate series solutions are developed for each drainage situation 

using a constant layer thickness of H , it can be seen that a doubly drained layer 

will consolidate four times faster than its singly drained counterpart when the 

layer is subjected to a uniform iu -distribution. That is, it will take four times as 

long for a singly drained layer to reach a particular consolidation settlement than 

if it were doubly drained. Thus, for a particular value of U : 

 DDSD TT 4=  (3.32) 

where SDT  and DDT  are the time factors at a certain value of U  for single and 

double drainage, respectively. Thus, in order to adopt only one solution and 

therefore require only one TU −  curve to describe both drainage cases, the 

decay of doubly drained pore pressure must be ‘slowed down’ by a factor of 4 as 

shown in Eq. (3.33). For a particular value of t : 

 
4
DD

SD

T
T =  (3.33) 

 22 4 DD

v

SD

v

H

tc

H

tc =
 

(3.34) 

where SDH  is a nominal reference thickness of the clay layer (H ), and DDH  is 

the thickness required to produce the same settlement values as the singly drained 

case. Since the properties of the soil (vc ) remain constant and the same point in 

time (t ) is being considered, the expression in Eq. (3.34) can be reduced to: 
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 DDSD HH 2=  (3.35) 

 HHdr 5.0or =
 

(3.36) 

Thus, a doubly drained layer must be twice as thick as a singly drained layer to 

produce the same variation in consolidation settlement with time (i.e. 5.0=Hf ). 

In computing the time factor for a singly drained clay layer, the layer thickness H  can be 

used for any initial pore pressure distribution, whether symmetrical or otherwise. When it 

comes to doubly drained layers, it has been shown that drH  can be taken as 2/H  (or 

5.0=Hf ) only when the iu -distribution is uniform. In order to deal with other situations 

where a doubly drained layer is subjected to non-uniform iu -distributions, the values for Hf  

must be identified for each different distribution. The relationship between Hf  and the 

average degree of consolidation (U ) for key non-uniform distributions is shown in Figure 

3.26.  

 
Figure 3.26 – Effective drainage path factor as a function of U for key ui-distributions 

It can be seen that Hf  does not maintain a constant value, unlike the uniform iu  distribution 

where 5.0=Hf  at all times (or for all U ). Given the TU −  curves for a singly drained 
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clay layer subjected to a particular non-uniform iu -distribution, one could feasibly use 

Figure 3.26 to modify the time factor to also account for a doubly drained situation: H  is 

simply multiplied by Hf  in the expression for T . For example, for a uniform iu  

distribution, 5.0=Hf  for all values of U  and the effective drainage path length becomes 

2/H  which is the conventionally understood expression for drH . However, it is evident 

that for all non-uniform iu -distributions, Hf  varies with time, which indicates that any 

advantage associated with using drH  in consolidation analyses is not present when 

considering non-uniform iu -distributions. Instead, it is more convenient to eliminate drH  as 

a variable and use two separate TU −  curves for each drainage situation (where T  is in 

terms of H  only and does not need to be adjusted).  

The TU −  values provided by Terzaghi and Frohlich (1936) for a doubly drained layer 

subjected to non-uniform iu -distributions such as; linearly increasing/decreasing, sinusoidal 

and half-sinusoidal were determined using the same procedure as with the uniform iu -

distribution. That is, the doubly drained layer thickness was initially designated as H2  to 

determine the corresponding TU −  values. In other words, the average consolidation 

behaviour represented by these TU −  values is actually four times ‘slower’ than it should 

be. The only way to rectify this is to adjust the time factor using 2/HHdr =  (i.e. 

5.0=Hf ) when determining the average degree of consolidation. However, as shown in 

Figure 3.26, Hf  does not equal 0.5 for any of these non-uniform distributions. As a result, 

2/H  does not have any physical relevance in these cases in terms of drainage path length, 

and should be treated as a procedural adjustment only. This brings into question the benefit 

of designating the layer thickness as H2  in the initial development of the solution, which 

further supports the recommendation that separate TU −  curves be used, with no 

subsequent adjustments to the time factor.  

Hdr Definition B 

When the literal definition for drH  as the ‘maximum distance a water molecule must travel 

to exit the consolidating layer’ is instead used (Definition B), quite different results to those 

established using Definition A are obtained. To determine the maximum distance a water 

molecule must travel, the changeover point between upward and downward flow (if both 

types are applicable) must be determined. This was done by observing the decay of excess 

pore pressure isochrones and noting the changes in hydraulic gradient with depth.  
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For one-dimensional consolidation, the discharge velocity at any point within a clay layer 

can be defined as: 

 








∂
∂=
z

u
kv

w
v γ

1
 (3.37) 

where vk  = vertical permeability of the clay stratum and 
z

u

w ∂
∂

γ
1

 is simply the hydraulic 

gradient, with wγ  being the unit weight of water. Depending on whether zu ∂∂ /  is positive 

or negative, the flow can be upward or downward, respectively. The point at 0/ =∂∂ zu  

indicates a point of no flow, and is the boundary condition that must be satisfied when 

dealing with an impervious layer. When this occurs at some point within the clay layer, it 

represents the cut-off point between upward and downward flow. Thus, the maximum 

drainage path length as defined by Definition B can be determined by observing the point at 

which 0/ =∂∂ zu  for each normalised excess pore pressure isochrone. An example of this is 

shown in Figure 3.27 for a linearly decreasing iu  distribution.  

In the case of a doubly drained layer, two ‘maximum’ drainage path length values are 

obtained; one for upward flow where pore water exits the top boundary, and one for 

downward flow where pore water exits the bottom boundary. As shown in Figure 3.27(a), 

the maximum drainage path length (drH ) at a particular time during consolidation (T ) is 

obtained by selecting the larger of these two values. For the singly drained case, as in Figure 

3.27(b), it can be seen that downward flow towards the impermeable boundary occurs during 

the early stages of consolidation. As a result, a drainage path length greater than the total 

thickness of the clay layer could exist in these situations, where a molecule of pore water 

travels downward initially, before moving upward towards the drainage boundary. However, 

for the purposes of this analysis, the maximum drainage path length (drH ) has been selected 

as the direct distance a water molecule must travel to exit the layer (i.e. only upward flow is 

considered).  

It can be seen from Figure 3.27(a) that during the early stages of doubly drained 

consolidation, the depth at which 0/ =∂∂ zu  is closer to the upper drainage boundary, and 

hence drH  is significantly larger than 2/H . As consolidation progresses, the isochrones 

tend to become symmetrical and drH  tends toward 2/H . From Figure 3.27(b), it is evident 

that the maximum drainage path length of upward flow is considerably shorter than H  

during the early stages of consolidation. However, as consolidation progresses drH  tends 

toward H  until upward flow dominates, at which point HHdr = .  
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Figure 3.27 – Determination of maximum drainage path length for select isochrones for (a) doubly 
drained; or (b) singly drained consolidating layer 

The variation of drH  with time for a doubly drained layer subjected to key iu -distributions 

is shown in Figure 3.28.  

(a) 

(b) 
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Figure 3.28 – Variation of maximum drainage path length with time for a doubly drained clay layer 
subjected to key ui-distributions 

It can be seen that when the iu -distribution is symmetrical, the resulting decay of excess 

pore pressure isochrones also remains symmetrical about the horizontal line at 2/H  and 

hence the maximum drainage path length remains constant throughout consolidation as 

2/H . As a result, the conventional expression for doubly drained maximum drainage path 

length ( 2/HHdr = ) is valid at all times during consolidation when considering 

symmetrical iu -distributions such as uniform and sinusoidal shapes. For asymmetrical iu -

distributions such as linearly increasing/decreasing and half-sinusoidal distributions, drH  

varies with time, only returning to 2/HHdr =  at approximately 2.0=T .  

For a singly drained consolidating layer (where the impermeable boundary is located at the 

base of the clay layer), drH  varies with time in cases where pore pressure redistribution 

occurs during consolidation. The variation of drH  with the time factor (T ) is shown in 

Figure 3.29 for five different iu -distributions.  
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Figure 3.29 – Variation of maximum drainage path length with time for a singly drained clay layer 
subjected to key ui-distributions 

For uniform, half-sinusoidal and linearly increasing iu -distributions, the maximum pore 

pressures occur at the bottom impervious boundary at all times, where zu ∂∂ /  is zero. 

Therefore, the maximum length of drainage path adheres to the conventional understanding 

of HHdr =  for single drainage, but only for these distributions. For linearly decreasing and 

sinusoidal iu -distributions, it takes quite a while for drH  to reach the value of H . 

Comparison of drainage conditions 

Based on the example shown in Section 3.3.2, one might conclude that the settlement of a 

singly drained layer is always half of the settlement that would have occurred at the same 

time if the layer were instead doubly drained. However, in order to directly compare the 

effect of one or two drainage boundaries on the average degree of consolidation behaviour of 

a clay layer, the ratio between consolidation settlements during all stages of consolidation 

must be obtained, the results of which are shown in Figure 3.30, where the time factor is 

defined as 2/ Htcv .  
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Figure 3.30 – A comparison between singly and doubly drained clay layers subjected to key ui-
distributions 

For uniform and sinusoidal iu -distributions, it can be seen that the settlement of a singly 

drained layer remains exactly half of the doubly drained settlement, but only until a time 

factor of approximately 0.07, which is well before the ‘end-point’ of doubly drained 

consolidation where 5.0=T  (or 2=T  for a singly drained layer) and %42.99=U .  

The ratio between doubly and singly drained consolidation settlements for a linearly 

decreasing iu -distribution show that at any time during consolidation, the settlement of a 

singly drained layer is never less than approximately 70% of the settlement that would occur 

if the layer were doubly drained. Alternatively, if a clay layer is subjected to half-sinusoidal 

or linearly increasing iu -distributions, the effect of having an impermeable bottom layer 

dramatically reduces the rate of consolidation in comparison with the presence of a freely 

draining bottom layer.  



Lovisa  PhD Dissertation 

  61 

3.3.5. Adjusting uniform results to account for non-uniform u i-

distributions 

The variation in percentage consolidation (U ) with time (T ) that occurs within a clay layer 

initially subjected to a non-uniform variation in excess pore pressure can be quite difficult to 

evaluate, depending on the complexity of the non-uniform iu -distribution. As a result, the 

TU −  values resulting from a uniform iu -distribution are often adopted in consolidation 

analyses, as they are readily available in geotechnical literature and can be quite easily 

calculated. In this section, a simple method for adjusting uniform TU −  values to account 

for non-uniform initial excess pore pressure distributions has been proposed. This method 

takes advantage of the fact that at some key point during consolidation, the undissipated 

excess pore water pressure due to a non-uniform iu -distribution becomes a fraction of the 

undissipated excess pore water pressure due to a uniform iu -distribution, and this fraction 

remains constant for the remaining duration of the consolidation process.  

Justification 

The possibility of non-uniform iu -distributions occurring in reality is already acknowledged 

in notable geotechnical textbooks (Terzaghi and Frohlich 1936, Taylor 1948), and is further 

supported by field evidence (e.g. Chu and Wan 2005). However, many consolidation 

analyses still adopt a uniform iu -distribution and subsequently use the uniform TU −  curve 

only.  

The rationale behind using the uniform TU −  curve to adequately represent consolidation 

can be attributed to; the similarity of TU −  curves resulting from different iu -distributions, 

coupled with one-dimensional drainage simplifications, and the assumption of an idealized 

pressure-versus-void-ratio relationship (Taylor 1948). However, if the iu -distribution is 

known (either through direct measurement or indirectly, through knowledge of the loading 

scenario), and one-dimensional consolidation can be reasonably assumed (or be adopted to 

estimate a conservative limit), why not strive for a more realistic estimate of the 

consolidation settlement by using the appropriate TU −  curve?  

To justify the need for more careful consideration when selecting an appropriate initial 

excess pore pressure distribution and assess the validity of the rationale that all TU −  

curves are ‘similar’, a graphical comparison between the average degree of consolidation of 

a layer subjected to non-uniform iu -distributions (U ) and the average degree of 
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consolidation of the same layer consolidating under a uniform iu -distribution ( uniU ) is 

shown in Figures 3.31 and 3.32 for one- and two-way drainage, respectively.  

 

Figure 3.31 – Comparison between U values for non-uniform and uniform ui-distributions with one-
way drainage  

If one-way drainage is present, choosing to adopt a uniform iu -distribution instead of a 

sinusoidal, half-sinusoidal or linearly increasing iu -distribution can result in gross over-

estimations of consolidation settlement for a significant period of consolidation, especially 

during the early stages of consolidation, as shown in Figure 3.31.  

A similar over-estimation of consolidation settlement would also occur when considering 

two-way drainage if a sinusoidal or half-sinusoidal iu -distribution exists and the user selects 

a uniform iu -distribution instead, as evidenced by Figure 3.32. This is practically relevant in 

cases where consolidation has already begun, but has occurred over an unknown period of 

time. When assuming the current pore pressure distribution as the iu -distribution for the 

subsequent settlement analysis, a sinusoidal or half-sinusoidal pattern is appropriate.  
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Figure 3.32 – Comparison between U values for non-uniform and uniform ui-distributions with two-
way drainage  

Proposed method for determining U-T curves 

Perhaps the tedious nature involved with obtaining a set of TU −  values that correspond to 

non-uniform iu -distributions may be a significant reason for past assumptions of a uniform 

iu -distribution, the TU −  values of which are readily available in geotechnical literature. It 

would therefore be ideal to develop correction factors that can be directly applied to the 

widely available uniform TU − values to adjust for different non-uniform iu -distributions.  

The excess pore water pressure isochrones for both uniform and linearly increasing iu -

distributions with two-way drainage at time factors of 0.02 and 0.1 are shown in Figure 3.33. 

It is evident that in the early stages (i.e. 02.0=T ), the isochrone corresponding to the 

linearly increasing iu -distribution is slightly skewed, but is forced towards a sinusoidal 

shape shortly thereafter by the boundary conditions (at approximately 1.0=T ). In fact, the 

pore pressure isochrones in the early stages of consolidation for a uniform case of initial pore 

pressure are actually parabolic and do not become perfectly sinusoidal (or half-sinusoidal in 
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the case of one-way drainage) until 1.0=T  for two-way drainage or 4.0=T  for one-way 

drainage. However, at 05.0=T  for two-way drainage or 2.0=T  for one-way drainage the 

isochrone shapes deviate by less than 2.5% of their sinusoidal/half-sinusoidal counterparts, 

and can thus be considered sinusoidal/half-sinusoidal at and beyond these time factors.  

       

Figure 3.33 – Excess pore water pressure to decay for (a) uniform and (b) linearly increasing ui-
distributions with two-way drainage  

The method used herein to develop adjustment factors is based on the principle that the 

decay of excess pore water pressure that occurs due to a non-uniform iu -distribution will be 

slightly skewed in the early stages of consolidation, but will ultimately revert to a sinusoidal 

or half-sinusoidal shape, for two- and one-way drainage cases, respectively. Since the 

TU −  values resulting from a uniform iu -distribution are readily available in literature, the 

decay of pore water pressure resulting from a uniform case is used as a base-line for 

comparison. By comparing the total excess pore pressure (i.e. area bounded by an isohcrone) 

due a non-uniform iu -distribution with the corresponding excess pore pressure resulting 

from a uniform iu -distribution at a particular value of T , it is possible to determine when 

the decay of any non-uniform iu -distribution becomes a (factor of) the ‘conventional’ 

uniform case. From this, a relationship between the ‘uniform’ TU −  values and the ‘non-

uniform’ TU −  values can be established. 

The development of this method can be illustrated using the simple example shown in Figure 

3.33. The average degree of consolidation at 1.0=T  can be graphically characterized for 

each of the two iu -distributions, as shown in Table 3.2, where the integrals are indicated by 

the shaded areas. 

z/H z/H 

Pz Pz 

(a) (b) 
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Table 3.2 – Graphical example illustrating Terzaghi’s average degree of consolidation at T = 0.1 
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By examining the excess pore pressure left to decay for a uniform case at a specific time 

during consolidation, and comparing this with the remaining excess pore pressure for a non-

uniform iu -distribution corresponding to the same time factor, it is possible to determine a 

relationship between the U  values of the two iu -distributions. In essence, Terzaghi’s 

expression for the average degree of consolidation is completed in two steps; first, the decay 

of excess pore pressure is observed relative to that generated by a uniform iu -distribution, 

and then the original non-uniform iu -distribution is taken into account. In order to do this, 

new notations are required, which are shown in Eqs. (3.38) and (3.39).  
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where iR  is the ratio of the shaded areas in Eq. (3.39) that represent the initial excess pore 

pressures, and is constant for each unique iu -distribution.  

aR  is the ratio of ‘non-uniform’ to ‘uniform’ undissipated excess pore water pressure 

assessed at various values of T  and can thus be expected to vary with time as consolidation 
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progresses. As shown in Figures 3.34 and 3.35, aR  reaches a constant value at a time factor 

of approximately 0.2 for one-way drainage, and 0.05 for two-way drainage.  

 

Figure 3.34 – Excess pore water pressure to decay for non-uniform ui-distributions normalised by 
corresponding decay for a uniform ui-distribution (one-way drainage) 

 

Figure 3.35 – Excess pore water pressure to decay for non-uniform ui-distributions normalised by 
corresponding decay for a uniform ui-distribution (two-way drainage) 
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This suggests that at these key points in time, herein referred to as aT , the undissipated 

excess pore water pressure due to a non-uniform iu -distribution will become some constant 

fraction of the corresponding undissipated pore pressure due to a uniform iu -distribution. 

This fraction is the asymptotic or ultimate value of aR  (or ultaR , ) shown for each 

distribution in Figures 3.34 and 3.35, and conveniently summarized in Table 3.3. 

Table 3.3 – Adjustment factors for key non-uniform ui-distributions 

  
Two-way 
drainage 

( 05.0=aT ) 

One-way 
drainage 

( 2.0=aT ) 

iu   iR  ultaR ,  ultaR ,  

 

0.6366 0.7854 0.6667 

 
0.6366 0.6667 0.7854 

 
0.5 0.5 0.6366 

 
0.5 0.5 0.3634 

Thus, for aTT > , the exact average degree of consolidation values resulting from a non-

uniform iu -distribution ( unonU − ) can easily and accurately be determined using the 

commonly available uniform U  values ( uU ) and adjusting them by the factors in Table 3.3 

according to the relationship in Eq. (3.40).  

 )1(1 uunon U
R

R
U

i

a −−=−  (3.40) 

For aTT < , where aR  varies with T , the unonU −  values should be determined using the aR  

values in Figures 3.34 and 3.35. Using Eq. (3.40) and the asymptotic values of aR  along 

with the corresponding values of iR , a general expression for unonU −  in terms of uU  was 

developed for each non-uniform distribution. Values for unonU −  were then calculated for the 

entire period of consolidation using these expressions (and designated eqnU ) and compared 

with exact values of unonU −  ( exactU ) as shown in Figures 3.36 and 3.37. As expected, for 

smaller values of unonU −  (which correspond to earlier values of T ), the approximation 

becomes inaccurate, but to a relatively small degree.  
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Figure 3.36 – Values of U calculated using the asymptotic values of Ra in Eq. (3.40) compared with 
exact values of U for sinusoidal and half-sinusoidal ui-distributions  

It should be noted that the equations developed using Eq. (3.40) are exact for the later stages 

of consolidation, when the initially non-uniform iu -distribution has become perfectly 

sinusoidal (or half-sinusoidal in the case of one-way drainage). Obviously, when applied to 

the entire range of T , this expression will be inaccurate for the earlier stages of 

consolidation when the distribution of excess pore pressure is still skewed. However, a user 

can still feasibly determine the exact unonU −  value for a particular value of aTT <  by 

selecting the appropriate value for aR  that corresponds to this T  value from Figures 3.34 

and 3.35 and using Eq. (3.40) along with the relevant  uU  and iR  values. As shown in 

Figure 3.34, when considering one-way drainage, aR  does not significantly vary with time 

for the sinusoidal iu -distribution. In fact, Eq. (3.40) can be applied to the entire period of 

consolidation (i.e. 0=aT ) in this case, whilst still yielding an acceptable RMS error of the 

order 10-3. When considering two-way drainage (Figure 3.35) a satisfactory RMS error of the 

order 10-3 can be achieved if aT  is extended to include values of T  greater than 0.03 for the 

sinusoidal case. For a half-sinusoidal iu -distribution, aT  can be extended to incorporate 
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virtually the entire consolidation period ( 001.0>T ) whilst still maintaining an acceptable 

RMS error in the order of 10-3.  

 
Figure 3.37 – Values of U calculated using the asymptotic values of Ra in Eq. (3.40) compared with 

exact values of U for linearly increasing and decreasing ui-distributions with one-way drainage 

It is obvious upon examination of Eq. (3.40) why the TU −  values for linear iu -

distributions are identical to those generated by a uniform iu -distribution when considering 

two-way drainage; the decay of excess pore pressure is always exactly half that of the 

uniform case (i.e. 5.0=aR ), so that, when normalised by the initial excess pore pressure 

area ( 5.0=iR ), the ia RR /  component of Eq. (3.40) equals 1 and uUU =−unon .  

For cases of one-way drainage, where the average degree of consolidation resulting from 

linear iu -distributions is not identical to that resulting from a uniform iu -distribution, the 

ultimate aR  ( ultaR , ) value for various trapezoidal distributions (which mathematically exist 

between the triangular bounding cases) can be determined using the graph shown in Figure 

3.38, where example cases have been shown for =iR  0.5, 0.7 and 0.9.  



Lovisa  PhD Dissertation 

  70 

 

Figure 3.38 – Excess pore pressure to decay for linear ui-distributions normalised by corresponding 
decay for a uniform ui-distribution (one-way drainage) 

Interestingly, but perhaps not surprisingly, the values of ultaR ,  vary linearly with iR , as 

shown in Figure 3.39, which can feasibly be used to obtain the TU −  values for a layer 

with one-way drainage subjected to any variation of linear initial excess pore pressure. These 

factors were used in conjunction with Eq. (3.40) to determine the minimum value of aT  that 

would still yield an acceptable RMS error in the order of 10-4. The aT  cutoff value required 

to maintain an RMS error of approximately 10-4 was found to linearly decrease as iR  

increased, which is evident in Figure 3.38. That is, the region of consolidation that can be 

accurately described using Eq. (3.40) increases as the degree of linearity in the iu -

distribution decreases (i.e. as the iu -distribution approaches a uniform shape).  
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Figure 3.39 – Adjustment factors for using linear ui-distributions 

Thus, a unique and simplistic method for determining the average degree of consolidation of 

a layer (with one- or two-way drainage) subjected to a non-uniform initial excess pore water 

pressure distributions has been developed. All that is required to determine the non-uniform 

average degree of consolidation behaviour is some basic knowledge of the shape of the iu -

distribution and access to the widely available TU −  values associated with a uniform 

distribution of initial excess pore pressure. Using this method, a user can quickly obtain the 

non-uniform U  values resulting from any number of key non-uniform iu -distributions by 

adjusting the uniform TU −  values by some known factor. These factors have been 

provided in graphical and tabular form, and can be used to evaluate the average degree of 

consolidation of a layer subjected to sinusoidal, half-sinusoidal, and any variety of linear iu -

distributions.  
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3.4 Summary 

The consolidation behaviour of a soil layer subjected to a variety of non-uniform iu -

distributions has been investigated in terms of both degree of consolidation isochrones and 

average degree of consolidation curves. In select cases (for both singly and doubly drained 

layers) the phenomenon of excess pore water pressure redistribution during consolidation 

was encountered. Here, the excess pore water pressures within some regions of the soil layer 

increased beyond their initial values during consolidation. When this occurs, it is difficult to 

infer any practical relevance from the degree of consolidation isochrones, as negative values 

are not feasible. As a result, in cases where pore pressure redistribution can be expected to 

occur, it is recommended that the dissipation of excess pore water pressure be viewed 

directly rather than scaling by the initial distribution to determine degree of consolidation.  

The average degree of consolidation behaviour of a soil layer was also found to significantly 

depend upon the initial excess pore water pressure distribution. Using knowledge of the 

excess pore water pressure dissipation during consolidation, a simple method was developed 

which adjusts widely available percentage consolidation values for a uniform iu -distribution 

to account for other possible non-uniform iu -distributions.  
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Chapter 4:  Coefficient of consolidation 

4.1 General 

When subjected to changes in applied stress, all soils undergo changes in volume. When 

considering one-dimensional strains, which are facilitated in an oedometer where loads are 

applied incrementally, these volume changes occur due to; initial or immediate compression, 

primary consolidation, and secondary compression or creep. Immediate settlement (also 

known as undrained, elastic or distortion settlement) occurs due to lateral movement of the 

soil in response to a change in vertical effective stress. This type of settlement is more 

prevalent in small loaded areas and occurs almost instantaneously with the application of 

load, before the onset of drainage. Although immediate settlement is technically not elastic, 

it is often calculated using elastic theory, particularly when considering cohesive soils (Fang 

1991). Primary consolidation is the time-dependent settlement that occurs as the excess pore 

water pressure generated by the applied load increment dissipates via water being squeezed 

out of the soil. The consolidation settlement at which the excess pore water pressures have 

decayed to (approximately) zero is known as the ‘end of primary settlement’ or EOP 

settlement, designated by 100d . Secondary compression is the time-dependent compression 

that occurs at a virtually constant effective stress (Al-Zoubi 2010).  

4.2 Current methods for determining c v 

Consolidation is due to a combination of soil properties, namely; permeability (k ), which 

dictates the rate of pore fluid flow, and volume compressibility (vm ), which controls the 

development of excess pore water pressures within the soil, and therefore the duration of 

consolidation. Terzaghi’s theory quantifies the rate of consolidation using a parameter 

known as the coefficient of consolidation (vc ), which encapsulates both the permeability and 

compressibility of the consolidating soil. In the designs of foundations and embankments on 

clay subgrades, accurate predictions of settlement and pore water pressures are required to 

ensure these values are within acceptable limits. The accuracy of design predictions is reliant 

upon adequate input values of vc . By ‘fitting’ the measured consolidation settlement ( td −  

curve) to the theoretical percentage consolidation (TU −  curve) generated using Terzaghi’s 

theory for a uniform iu -distribution, it is possible to determine a practical value of vc  for 

any type of soil. The settlement-time data obtained from laboratory oedometer tests can be 

analysed using a number of different curve-fitting procedures (Casagrande and Fadum 1940, 

Taylor 1948, Scott 1961, Cour 1971, Sivaram and Swamee 1977, Parkin 1978, Sridharan and 

Rao 1981, Robinson 1999, Mesri et al. 1999a, Feng and Lee 2001, Singh 2007). Since 
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Terzaghi’s consolidation theory does not account for immediate or secondary settlement, 

these portions of the measured settlement-time curve must be removed before curve-fitting 

can take place.   

The primary consolidation region of the settlement-time curve can be isolated by identifying 

and excluding the initial and secondary compression regions of the overall settlement curve. 

The immediate settlement, or settlement at the onset of primary consolidation (0d ), is often 

back-calculated by reverse extrapolating the early stage consolidation data. Two popular 

curve-fitting methods, Casagrande’s log-time method (Casagrande and Fadum 1940) and 

Taylor’s root-time method (Taylor 1948) both utilise the knowledge that the initial portion of 

the theoretical consolidation curve is parabolic (i.e. TU 128.1=  for %1.52<U ) in 

order to back-calculate 0d . However, these curve-fitting procedures differ in their 

identification of 100d . Values of vc  generated using Taylor and Casagrande’s curve-fitting 

procedures have been directly compared in previous studies (e.g. Sridharan et al. 1987, 

Duncan 1995, Cortellazzo 2002, Al-Zoubi 2010), and it is now widely accepted that values 

calculated using the root-time method are consistently larger than those calculated using the 

log-time method. This is due to discrepancies in identifying 100d  – Casagrande’s method 

generally predicts that the end-point of primary consolidation occurs much later during 

consolidation.  

4.2.1. Validation of cv values 

Many of the existing curve-fitting procedures calculate vc  by fitting a single experimental 

point (e.g. 5050,td  or 9090,td ) to the corresponding percentage consolidation settlement-time 

factor values (e.g. 50%,0.049 or 90%,0.212) as shown: 
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,
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c Taylorv =  (4.1) 
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c Casagrandev =  (4.2) 

where 50t  and 90t  are the times at which primary consolidation is 50% and 90% completed, 

and 50H  and 90H  are the thicknesses of the clay layer at these times. Over the last five 

decades, attempts have been made to assess the accuracy of vc  values calculated from 

laboratory test data. In these investigations, researchers have usually adopted one of the 

following two approaches as a means of comparison; 
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1) The value of vc  calculated using a proposed or existing curve-fitting procedure is 

directly compared with that computed using the measured value of the permeability. 

In these instances, the permeability of the clay (measuredvk , ) is usually measured 

during falling head permeability tests which are conducted at each loading 

increment. The value of vc  thus determined using the following expression: 

 
vw

measuredv
permv m

k
c

γ
,

, =  (4.3) 

can be seen as more realistic than the one interpreted from the curve-fitting 

procedures, where wγ  = unit weight of water and vm  = coefficient of volume 

compressibility. Results from oedometer tests with permeability measurements 

conducted on two types of normally consolidated Chicago clays (Al-Zoubi 2010) 

suggest that the Casagrande method yields vc  values that are 0.5 to 1.0 times those 

computed using measuredvk ,  which is consistent with results reported by Mesri et al. 

(1994). In comparison, Taylor’s method results in vc  values that are 1.0 to 2.0 times 

those computed using measuredvk , . These results allow no definitive conclusion to be 

drawn regarding the efficacy of one curve-fitting method over another. 

2) The primary consolidation is compared with pore water pressure measurements to 

determine which curve-fitting procedure more appropriately predicts the end of 

primary settlement (100d ). Since Taylor and Casagrande’s methods both employ 

similar techniques to calculate 0d  and therefore usually result in the same values 

(Sridharan et al. 1987), it follows that whichever method more accurately predicts 

100d  can be assumed to produce a more realistic vc . To establish the end point of 

primary consolidation, a singly drained oedometer test is conducted and pore water 

pressure measurements are recorded at the impermeable base. Robinson (1999) 

conducted oedometer tests with permeability measurements on four types of soil 

(kaolinite, red earth, illite and bentonite) and found that the end of primary 

consolidation evaluated using Casagrande’s method (Cd ,100 ) more closely aligned 

with pore pressure measurements ( ppd ,100 ) than the end of consolidation determined 

using Taylor’s method ( Td ,100 ) where ppT dd ,100,100 85.0≈ .  These results are 

supported by those found in similar studies (Mesri et al. 1999b, Al-Zoubi 2010), 

which suggest Casagrande’s method may yield a better value of vc  than Taylor.  
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4.2.2. Limitations of current methods 

Perhaps the biggest shortcoming of most curve-fitting methods lies within their calculation 

of vc  – the correlation between experimental and numerical settlement-time curves is used 

to calculate vc , but for only one point (e.g. at 50% or 90% consolidation for Casagrande and 

Taylor methods, respectively). As a result, the user has no indication as to whether this 

predicted value of vc  is valid for the entire consolidation period as a whole. That is, if the 

user were to plot the experimental percentage of consolidation settlement versus time factor 

calculated using the predicted value of vc , would the results align with Terzaghi’s average 

degree of consolidation ( TU − ) curve at all times? To illustrate the importance of assessing 

the validity of predicted vc  values in this manner, two oedometer tests were conducted on a 

rapidly consolidating material comprising of 50% sand and 50% kaolinite (designated as 

50K ). The applied pressure was increased from 28 kPa to 444 kPa with LIR of unity. The 

properties of the clay are shown in Table 4.1 (column one). Values of vc  were calculated 

using the conventional Casagrande and Taylor curve-fitting procedures and fell within a 

realistic range of 2-3 m2/yr and 8-12 m2/yr, respectively. The experimental data, for all 

increments, were then converted into average degree of consolidation (U ) and time factor 

(T ) format using the following expressions: 

 
0100

0)(

dd

dtd
U

−
−

=  (4.4) 

 2)(tH

tc
T v=  (4.5) 

where )(td  = dial gauge reading or settlement observed at time t , and )(tH  = thickness of 

the tested specimen at t  (i.e. )()( 0 tdHtH −=  where 0H  = sample thickness immediately 

prior to load application).  

When Casagrande’s vc  values were used to plot the experimental results against the 

theoretical percentage settlement curve as shown in Figure 4.1(a), a very poor fit was 

observed, although as expected, all the experimental points nicely aligned with theory at 

exactly 50% consolidation. The same exercise was repeated using Taylor’s predicted vc  

values and a significantly better fit was achieved, as shown in Figure 4.1(b). However, it is 

important to take note of the portion of the overall settlement-time data that Taylor’s method 

actually attributes to primary consolidation. As shown in Figure 4.2(a), the values of 0d  

predicted by each method agree quite well.  
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Taylor’s method consistently results in a significantly smaller value of 100d  – that is, the end 

of primary settlement is assumed to occur much earlier during consolidation. By predicting a 

significantly lower 100d , Taylor’s method incorporates a significantly reduced portion of the 

settlement-time curve, thereby increasing the probability of a better correlation between 

experimental and theoretical results, as less data points are used overall.  

    
Figure 4.1 – Comparison between experimental and theoretical results using values of cv calculated 

from (a) Casagrande and (b) Taylor curve-fitting methods 

 

 

        

Figure 4.2 – Comparison between key curve-fitting values derived using Taylor and Casagrande’s 
curve-fitting methods; (a) d0 and (b) d100 

The proportion of laboratory test data that is actually attributed to primary consolidation by 

each method is graphically shown in Figure 4.3, where the total settlements (which include 

immediate consolidation and creep components) were measured over a period of 24 hrs. The 

applied pressures are also shown in the figure.  

 

(a) (b) 

(b) (a) 
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Figure 4.3 – Proportion of total settlement over a 24 hr period attributed to primary consolidation by 
each curve-fitting method 

Once immediate and primary consolidation settlements have been isolated, logically the 

remaining settlement must be due to creep. Thus, for the case in question, Taylor’s method 

predicts that a much larger portion of the 24 hr settlement is due to creep, in comparison with 

Casagrande’s method, as shown in Figure 4.3. 

Without resorting to more cumbersome methods of validation such as pore pressure or 

permeability measurements during consolidation, it is possible to assess the reliability of 

predicted vc  values by simply plotting the resulting percentage settlement curve against 

Terzaghi’s TU − curve and observing the correlation, as in Figure 4.1. This exercise was 

repeated for three different types of reconstituted, normally consolidated fine soil; a mixture 

of 50% Kaolinite and 50% very fine sand (50K ), a mixture of 60% Kaolinite and 40% coarse 

sand ( 60K ), and dredged mud obtained from the Townsville Port (DM ). The properties of 

each soil are shown in Table 4.1. For each test, the applied pressure was increased from 7 

kPa to 888 kPa with LIR of unity, with the exception of the 50K  soil, which was only loaded 

from 28 kPa to 444 kPa. 

Table 4.1 – Soil properties 

Property 50K  60K  DM  
Specific gravity 2.36 2.51 2.62 
Liquid limit (%) 53 35 83 
Plastic limit (%) 37 23 36 
Plasticity index (%) 16 12 47 
Sand (%) 49 39 9 
Silt (%) 11 20 41 
Clay (%) 40 41 50 
Linear shrinkage (%) 5 6 18 
USCS Symbol MH CL CH 

Taylor 

Casagrande 
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By converting each set of experimental data to TU −  form using the calculated vc  , 0d  and 

100d  values, it is possible to quantify the ‘fit’ between experimental and theoretical data 

through calculation of the root mean square (RMS) error. The RMS error can be determined 

using the following equation: 
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where nExpU ,  = percentage settlement from experimental results (evaluated using 0d  and 

100d ) at time t  during consolidation, nTheorU ,  = theoretical percentage settlement at that 

same time during consolidation (using the calculated vc  to convert t  to time factor T ) and 

N  = total number of data points collected during testing. Since primary consolidation is the 

only type of settlement being considered, the RMS error is calculated for the settlement-time 

data points that fall within the limits of 0d  and 100d  only.  

4.2.3. Evaluation of cv reliability  

The values of vc  and key points during consolidation (namely 0d  and 100d ) were evaluated 

using four different techniques; Taylor’s root-time method, Casagrande’s log-time method, 

Cour’s inflection point method (Cour 1971, Mesri et al. 1999a), and a new method 

developed during this investigation which utilises computational iterations to determine vc , 

rather than the subjective manual curve-fitting or observation. For each of the load 

increments and all three soils shown in Table 4.1, the experimental TU −  data was plotted 

against the theoretical curve from which the RMS error was calculated. Values of RMS error 

ranged from 0.007 (indicating a very good fit) to 0.2 (indicating a very poor fit). Three 

example sets of TU −  curves are shown in Figure 4.4 to demonstrate the quality of fit 

associated with RMS errors of 0.166, 0.04 and 0.016.  

 
Figure 4.4 – Type of fit associated with RMS errors of (a) 0.166, (b) 0.04, and (c) 0.016 

(b) (a) (c) 

 
 
 

U

T T T 
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Although comparisons between experimental data and theoretical predictions in the form of 

average degree of consolidation and time factor exist in literature (e.g. Prasad and Rao 

1995), they are few and far between, and to the authors’ knowledge, have never been 

assessed in terms of root mean square error. 

4.2.4. Automation of curve-fitting methods 

To limit the degree of subjectivity introduced by manual curve-fitting (i.e. identifying creep, 

drawing tangents etc.), the following curve-fitting methods were automated by implementing 

their key components within the program MATLAB, which subsequently completed the 

curve-fitting process; Taylor’s square-root of time method, Casagrande’s log-time method, 

Cour’s inflection point method, and a new method developed during this investigation. To do 

this, the following portions of the settlement-time curve needed to be defined; 

� The early stage ‘parabolic’ region of the settlement-time curve; 

� The inflection point or maximum gradient; and 

� The ‘straight-line’ creep portion (when viewing the plot in logarithmic scale). 

Calculate mode 

The program that was developed using MATLAB, Cv_Calculate©, was designed with two 

modes; a ‘Calculate’ mode, and an ‘Analyse’ mode, shown in Figure 4.5. When in Calculate 

mode, time-settlement data was analysed (using a variety of different curve-fitting methods) 

to give the following key output parameters;  

• 0d  – dial gauge reading at 0% consolidation (mm) 

• 100d  – dial gauge reading at 100% consolidation (mm) 

• vc  – coefficient of consolidation (m2/yr) 

• totals  – total settlement that occurred within the loading increment (mm) 

In order to conduct this analysis, the following input parameters were required; 

• Method – This drop-down box gives the user the option of analyzing the settlement-

time data using a number of methods, namely; Casagrande, Taylor, Cour, Asaoka, 

Lovisa.  

• Auto/manual – This set of radio buttons presents the user with an option of manual 

analysis. If this radio button is selected, the program will deliver a graph of time-

settlement (in logarithmic or square-root time scale) that the user can analyse 

manually (i.e. draw the relevant tangents etc.). When viewing data for the first time, 

it is recommended that the ‘manual’ option be selected for a brief preliminary view 
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of data. This will provide information regarding immediate settlement, and whether 

this needs to be accounted for in the analysis.  

• Initial thickness – This parameter is the thickness of the consolidating sample (mm) 

at the beginning of the load increment in question.  

• Dial gauge number – The MATLAB program was coded to ensure minimal data 

manipulation was required. The James Cook University geotechnical laboratory in 

which these experiments were conducted contained four oedometers that all 

exported data simultaneously. As a result, an excel datasheet containing one column 

for time and four columns for relevant settlements of each oedometer was generated 

for each applied pressure increment. Instead of extracting the relevant data, this 

excel spreadsheet could be directly loaded into the program, and the appropriate dial 

gauge/oedometer number selected so that the correct set of settlement data was 

analysed.  

• Excel file name – The name of the excel spreadsheet containing raw data 

automatically logged during testing is inputted in this dialogue box. 

• Was there significant immediate settlement? – When identifying the initial parabolic 

region of the time-settlement curve, significant settlement needed to be excluded 

from the data. If a large portion of settlement occurred instantaneously during 

testing, the user has the option to ‘check’ the significant settlement box. In doing so, 

a default number of data points (5) are removed from the settlement-time data, 

thereby excluding the immediate settlement. When the box is checked, another input 

box also appears which gives the user the option of increasing the number of data 

points to exclude. 

 

Cv_Calculate© was used to analyse data obtained from a number of different soil types. 

Whilst some of these soil types generated data that resembled the ideal ‘s-shaped’ curve 

(when in logarithmic scale) characteristic of primary consolidation, others exhibited 

curves that bore little resemblance to the ideal. In fact, when analyzing these datasets 

manually, it was often difficult to isolate the correct regions in which to draw the 

appropriate tangents. By using Cv_Calculate© to analyse the data instead, this element of 

user subjectivity was eliminated. Furthermore, the program was more than capable of 

analyzing these difficult cases, and had an overall success rate of 94% (when using the 

Taylor and Casagrande methods). In many cases, the Cour inflection point method failed 

to generate a value of vc . However, this was no fault of the program, but was rather due 

to the absence of a clear inflection point within the experimental data.  
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Figure 4.5 – Program used to analyse consolidation data 

Taylor and Casagrande methods 

The Taylor square root of time method generally yields larger values of vc  when compared 

with those determined using Casagrande’s log-time method (Olson 1986, Sridharan et al. 

1987, Pandian et al 1994).  

 
Figure 4.6 – Example analysis using Casagrande’s log-time method 
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These methods are widely used, and will be elaborated upon in further detail later in this 

thesis. An example graphical output produced after selecting the Casagrande method is 

shown in Figure 4.6, which was obtained by analyzing the settlement-time data that resulted 

from applying 222 kPa to the DM  soil. For the same set of data, the graph produced after 

selecting the Taylor method is shown in Figure 4.7. 

 
Figure 4.7 – Example analysis using Taylor’s root-time method 

Asaoka method 

In 1978, Asaoka developed an approach to estimate the final consolidation settlement and 

coefficient of consolidation from settlement-time data obtained during a certain time period. 

The procedure for determining vc  using this method is summarised as follows; 

1) Choose a time increment t∆  to define the settlements td  at times tit ∆+0   

( ... 2, 1, 0,=i ). 

2) Plot td  versus 1−td . 

3) Draw a line through the points ( 1, −tt dd ) and observe the settlement value corresponding 

to the point of intersection of the drawn line with a 45º line, indicating 1−= tt dd . This 

will give the theoretical final settlement 100d . 

4) Measure the slope of the line, β . 

5) Calculate vc  using the following equation: 
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where C  is a constant which is 5/12 if singly drained, and 5/48 if doubly drained, and H  is 

the layer thickness.  

For the same set of settlement data used previously, the graph shown in Figure 4.8 was 

obtained after selecting the Asaoka method in Cv_Calculate©.  

 
Figure 4.8 – Example analysis using the Asaoka method 

As expected, the value of vc  generated using the Asaoka method was significantly greater 

than the values generated using the Taylor and Casagrande methods. This trend was 

consistent for all analyses, regardless of soil type.  

Cour method 

The inflection point method proposed by Cour (1971) involves the identification of an 

inflection or maximum gradient on the log-time plot of settlement data, which is known to 

correspond to 70% consolidation, according to Terzaghi’s consolidation theory. It is 

suggested that the inflection point be determined one of two ways; by visual observation, or 

using the tangent method where the inflection point is selected as the point at which the 

absolute value of the slope of the tangent to the settlement-time curve is the maximum. 

Again, Cv_Calculate© was useful here as the degree of subjectivity associated with selecting 

the inflection point was removed. An output similar to that shown in Figure 4.9 was 
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generated for each settlement-time curve to evaluate vc . Here, two graphs are provided; a 

graph of settlement versus time with the inflection point highlighted, and a graph of gradient 

versus time to illustrate how appropriate this inflection point is. In select cases, where the 

inflection point was absent, it was difficult to evaluate vc  using the Cour method. This 

phenomenon was also observed by Mesri and Godlewski (1977) who concluded that the 

Cour method is inapplicable for certain types of settlement-time curves. 

 
Figure 4.9 – Example analysis using Cour’s inflection point method 

It is important to also address how the parameters 0d  and 100d  shown in Figure 4.9 were 

obtained using the Cour method. As outlined previously, the Cour method culminates in a 

settlement value that corresponds to 70% primary consolidation. No further information 

regarding initial or end of primary settlement is actually required to calculate vc  – the only 

parameter resulting from the Cour method is 70d . Without another known reference point of 
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consolidation (i.e. 0d  or 100d ), it is impossible to calculate the percentage consolidation 

(U ) for the remaining settlement-time data and conduct a subsequent comparison between 

experimental and theoretical results. However, given the history of consistency between 0d  

values calculated using the Taylor and Casagrande methods, it was considered appropriate to 

adopt an average of these two 0d  values ( avgd ,0 ) and use this value to assess the vc  obtained 

using the Cour method. Using this value of 0d  and the corresponding value of 70d  obtained 

during the analysis, it is easy to calculate a subsequent 100d  value.  

Proposed method for comparison – The variance method 

A new approach was also developed during this investigation and implemented in 

Cv_Calculate©, which draws upon some elements of previous curve-fitting methods whilst 

relying upon a ‘trial-and-error’ type procedure which was quantified using internal RMS 

error calculations. Since both Taylor and Casagrande’s methods utilise the initial parabolic 

nature of the settlement-time curve, it is not surprising they often produce similar (if not 

identical) values of 0d . Consequently, the value used for the onset of primary consolidation 

( 0d ) was the same as that adopted to analyse the vc  determined using the Cour method. This 

value is simply the average of the two 0d  values evaluated using the Taylor and Casagrande 

methods, denoted by avgd ,0 .  

When evaluating the end of primary settlement (100d ) a very different approach was used. 

The inconsistencies between values of 100d  determined using various curve-fitting 

procedures suggest the traditional method of identifying graphical characteristics of the 

settlement-time curve to calculate this key parameter are at times inadequate. The proposed 

method for calculating 100d  involved the following steps; 

1) A wide and conservative range of possible values for 100d  was selected. This range was 

arbitrarily divided into N  evenly spaced points within the limits of min,100d  and max,100d : 

 
2

)( ,0
,0min,100

avgf
avg

dd
dd

−
+=  (4.8) 

 fdd =max,100 (4.9) 

where fd  = dial gauge reading or settlement at the conclusion of the oedometer test. 

This gives N1×  possible values for 100d . It was found that 20N =  was sufficient for 

most cases. 
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2) For each value of 100d  within the N -point array (denoted by nd ,100 ), the settlement data 

was converted to percentage consolidation using the conventional expression for U : 

 
avgn

avg
Exp dd

dd
U

,0,100

,0

−
−

=  (4.10) 

In the oedometer tests reported herein, for every load increment where the settlement 

was recorded every second for 24 hours, up to 86,400 data points could be expected. If 

D  represents the total number of data points, this step will produce a matrix of ND ×  

values for ExpU  as shown in Figure 4.10.  

 

Figure 4.10 – Schematic representation of Step 2; Calculating UExp using values of d100,n 

Here, 8,20U  means the degree of consolidation computed at the 20th data point using the 

8th value of 100d . The value of T  from Terzagh’s TU −  curve that corresponded to 

each value of expU  was then explicitly determined. This was done by calculating a 

‘master’ array of TU −  values using the solution to Terzaghi’s consolidation equation 

in MATLAB. Here, a very large number of T  values (upwards of 20,000) was used to 

evaluate TerzU . Then, the value of T  for which TheorU  most closely matched a particular 

value of ExpU  from this array was selected as the value of T  that corresponded to ExpU . 

As a result, this step results in a matrix of ND ×  values of T . 

3) An individual value of vc  was then calculated for each data point using each of the T  

values determined in Step 2. Essentially, the experimental points were all forced to fit 
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the theoretical curve, and the vc  values that allowed this fit to be achieved were 

evaluated. Theoretically, if the ‘true’ value of 100d  is used, these values of vc  should all 

be equal. However, as is often the case when applying theory to reality, experimental 

data are rarely ideal and a number of deviations from theory can be expected. As a result, 

the value of nd ,100  that produced the least variance in vc  values was reasonably assumed 

to be the ‘true’ end of primary settlement value. This ‘true’ value of 100d  was 

established by calculating the variance in vc  values for each 1D ×  vector and adopting 

the value of 100d  that produced the least variance, as demonstrated in Figure 4.11. 

 
Figure 4.11 – Schematic representation of Step 3; Calculating d100 using the variance method 

4) Once the ‘true’ value of 100d  was established, the mean value of vc  was taken by 

averaging the entire array of vc  values that corresponded to that particular value of 100d . 

Finally, a more realistic value of vc  was determined by adjusting the mean value of vc  
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by some factor (usually ± 10% of the mean vc  value). This adjustment factor was 

selected based on a trial-and-error process similar to that used in Step 2, where a range 

of vc  values within the immediate vicinity of the mean vc  were selected, and the RMS 

error was calculated for each value of vc  (using the ‘true’ value of 100d ). The value of 

vc  that produced the smallest RMS error was assumed to be the most realistic value of 

vc .  

An example output generated during the implementation of this method is shown in Figure 

4.12. 

 
Figure 4.12 – Example analysis using the variance (or Lovisa) method 

Analyse mode 

Once a dataset has been analysed using the ‘Calculate’ mode, the user has a choice to assess 

the output parameters (namely 0d , 100d  and vc ) in order to determine how valid the 

generated value of vc  is when compared with the data as a whole.  
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For further clarification, the RMS error which quantifies the fit between experimental and 

theoretical data is also provided. For example, using the values obtained via the Taylor 

method, the graphical output shown in Figure 4.13 was generated when in ‘Analyse’ mode.  

All simulations conducted using Cv_Calculate© were completed within 4 seconds. When 

using the Taylor, Casagrande, Cour and Asaoka methods, the run-time was approximately 

1.8 seconds. However,  the Lovisa method took slightly longer due to the trial-and-error 

approach. When in ‘Analyse’ mode, the run-time was never more than 3 seconds.  

 
Figure 4.13 – Example fit between theoretical and experimental results 

4.2.5. Comparison between experimental and theoretical results 

Using Cv_Calculate©, the values of vc  obtained by the three methods outlined previously 

(namely, Casagrande, Taylor and Cour) were then compared with the value of vc  obtained 

using the Lovisa method for each of the soils described in Table 4.1. The validity of each of 

the vc  values was also assessed using the ‘Analyse’ mode of Cv_Calculate©. In order to 

conduct this assessment, however, three parameters were required; 0d , 100d  and vc . For this 

reason, the Asaoka method was excluded from the comparison.  
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The shape of settlement-time curves that occurred upon consolidation varied depending on 

the type of soil tested. This has been observed by previous researchers (e.g. Sridharan et al. 

1987, Mesri and Godlewski 1977, Robinson 1999) and can be broadly attributed to the 

properties of the soil. An example of the shape of settlement-time curve resulting from an 

oedometer test where each of the three soils was subjected to an applied pressure of 28 kPa is 

shown in Figure 4.14. Settlement readings were taken every second over a 24 hr period 

which resulted in a very large data set (upwards of 84,600 points). For clarity, only a few 

experimental points from each set of data have been plotted in Figure 4.14.  

 
Figure 4.14 – Settlement-time curves for different soil types when consolidated under an applied 

stress of 28 kPa 

As demonstrated in Figure 4.14, the 50K  mix often produced a settlement-time curve that 

exhibited no distinguishable inflection point. This trend was observed for the entire range of 

applied stresses. The MATLAB program based on the Cour inflection point method 

subsequently failed in many cases. As a result, approximately 65% of the 50K  data were 

unable to be examined using this method. Furthermore, the characteristic change in gradient 

at the onset of creep is also difficult to identify which makes the analysis of this data using 



Lovisa  PhD Dissertation 

  92 

the other methods more difficult, with the exception of the Taylor method which does not 

require any information regarding secondary consolidation.  

The 0d  values identified using the Taylor and Casagrande methods were consistently 

similar, for the three soils tested, as shown in Figure 4.15. This supports the adoption of an 

average value of 0d  when calculating vc  using the variance method (or Lovisa method) 

described herein.  

 

Figure 4.15 – Comparison between Taylor and Casagrande d0 values for the three soils 

The methods used by Taylor and Cour to pinpoint the end of primary settlement generally 

resulted in smaller values of 100d  when compared with the values produced by the 

Casagrande method, which is evident in Figure 4.16. This trend is most pronounced for the 

50K  and DM  soil types. For the 60K  soil, values of 100d  predicted by the Taylor, Cour and 

Lovisa methods are all generally in good agreement with the Casagrande 100d  values. It can 

also be seen that the Lovisa method gives 100d  values that are in closest agreement with 

Casagrande’s 100d  values, when considering all three soils.  

 

 

 

 

 

Figure 4.16 – Comparison between Taylor/Cour/Lovisa and Casagrande d100 values for the three soils 
tested (for stress range of 7 kPa to 888 kPa) 

K 50 K 60 DM  

K 50 K 60 DM  
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The effect of the conflicting values of 100d  can be seen in the determination of vc , the 

values of which are presented in Figure 4.17. For the 50K  mix, Taylor’s method often 

predicted a vc  value 3-6 times the magnitude of the value predicted by the Casagrande 

method. This was also observed for the DM  soil, although to a lesser degree – values 

predicted by Taylor’s method were only 1.2 times larger than their Casagrande counterparts. 

Taylor’s method sometimes predicted a value of vc  that was less than that predicted by the 

Casagrande method (by a factor of 0.7 to 0.8) for the 60K  mix.  

 

 

 

 

 
Figure 4.17 – Comparison between Taylor/Cour/Lovisa and Casagrande cv values for the three soils 

tested (for stress range of 7 kPa to 888 kPa) 

The predicted values of vc  and their corresponding RMS errors in relation to applied stress 

for the 50K  soil are provided in Figure 4.18. The trend of increasing vc  with applied stress 

is evident regardless of the method used. Values of vc  calculated using the Lovisa method 

are generally in good agreement with those calculated using the Casagrande method. 

However, the corresponding RMS error associated with these values is significantly less for 

the Lovisa method when compared with the Casagrande method. This can be attributed to 

final step of the variance method which adjusts the mean vc  value by a certain factor, 

thereby resulting in a value of vc  that is more realistic.  

Overall, the Taylor vc  values had the lowest RMS error and resulted in an experimental 

percentage settlement curve that most closely resembled the theoretical curve. However, the 

earlier statement regarding the portion of settlement that the Taylor method actually 

attributes to primary consolidation should be reiterated. By selecting a smaller segment of 

the overall settlement-time curve as primary consolidation, the probability of achieving a 

better fit is increased since less data points are used. In general, the lower RMS errors 

K 50 K 60 DM  
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associated with the Lovisa method, coupled with 100d  values that are in close agreement 

with the Casagrande values, suggest that this method produces the most realistic value of vc .  

 
Figure 4.18 – Variation in predicted cv values with applied stress and corresponding RMS error for 

K50 soil 

A similar comparison between vc  values and applied stress along with the corresponding 

RMS error was also conducted for remaining two soils, 60K  and DM , the results of which 

are shown in Figures 4.19 and 4.20, respectively. The increase in vc  with applied stress is 
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more pronounced for the 60K  soil, which may be attributed to the significant percentage of 

coarse sand within the sample, in comparison with the much finer sand in the 50K  sample. 

 
Figure 4.19 – Variation in predicted cv values with applied stress and corresponding RMS error for 

K60 soil 

The values of vc  determined using each method are all quite consistent within each stress 

increment, with the deviation between values becoming marginally greater as the applied 

stress increases. The RMS error for 60K  is significantly less than that associated with 50K , 

implying that a better fit was achieved with the theoretical TU −  plots. Figure 4.19 also 
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shows the fit achieved between experimental and theoretical consolidation settlement using 

values calculated via the Lovisa method for one specific pressure increment where the RMS 

error was 0.006. It can thus be concluded that this soil type (60% Kaolinite, 40% coarse 

sand) more closely models the ideal consolidation behaviour predicted by Terzaghi’s 

consolidation theory, in comparison with the 50K  soil. The vc  and RMS error values for the 

DM  soil are provided in Figure 4.20. 

 
Figure 4.20 – Variation in predicted cv values with applied stress and corresponding RMS error for 

DM soil 
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The coefficient of consolidation associated with the dredged mud was significantly less than 

the values of vc  associated with the 50K  and 60K  samples, often by an order of magnitude 

(discounting the vc  values predicted using the Cour method). With the exception of the Cour 

method, the Taylor, Casagrande and Lovisa methods all produced similar values of vc . 

Since the rate of consolidation occurred much slower in comparison with the 50K  and 60K  

samples, a larger portion of the primary consolidation settlement was able to be captured 

during testing. As a result, more weight should be given to the RMS errors associated with 

the DM  vc  values, as these were determined using more available data points.  

Although the Taylor method resulted in smaller RMS errors, the zone identified as primary 

consolidation is only a fraction of the actual primary consolidation. The actual region of 

primary consolidation appears to be more appropriately identified using the Casagrande 

method, which is supported by results gathered using the Lovisa method, where a similar 

region of primary consolidation was usually isolated. However, the lower RMS errors 

associated with the Lovisa method suggest that the corresponding values of vc  may be more 

realistic. This can be attributed to the type of approach used to determine vc ; the Casagrande 

method ultimately fits only one point of experimental data to theory, whereas the Lovisa 

method utilises all data points to determine an appropriate value of vc .  

Thus, it can be concluded that the efficacy of the designated curve-fitting method is very 

much dependent upon the shape of the settlement-time curve generated during testing, and is 

thus dependent upon the type of soil tested (Crawford 1964). For soils that do not exhibit 

‘ideal’ settlement-time curves, it is unreasonable to assume that the vc  calculated by fitting a 

single experimental point to theory is entirely accurate. When the values of vc  calculated 

using these single-point methods were used to convert experimental data into average degree 

of consolidation, a poor fit between Terzaghi’s average degree of consolidation curve and 

that generated from the experimental data was often observed.  

It is also important to consider the effect of secondary compression (or creep) and how this 

may distort interpretation of laboratory test data when determining vc . The curve-fitting 

methods along with the proposed computational method both rely on Terzaghi’s 

consolidation theory which applies to primary consolidation only. Such a situation is never 

realized in practice, and at best, the soil may abide by Terazahgi’s consolidation theory over 

certain specific stages of the consolidation process, and not throughout (Sridharan and 

Praskash 1995). This deviation between experimental results and theory may explain why 
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some curve-fitting methods fail to adequately evaluate a reasonable vc , such as when the 

Casagrande method was used to analyse laboratory data obtained during tests on the 50K  

mix. Studies conducted by Sridharan et al (1995) showed that if creep is a dominant factor in 

consolidation, the resulting value of vc  predicted using this data will be less than the actual 

value.  

4.3 Tall oedometer 

Oedometers used for one-dimensional consolidation tests are proportioned such that their 

height/diameter ratio lies in the range of 0.17 to 0.40. Sometimes, it is desirable to test a soil 

specimen that has a significantly larger height to diameter ratio, where the wall friction has 

to be considered in the analysis. Such tall oedometers can become useful tools in 

consolidation tests, if the wall friction can be accounted for rationally. 

4.3.1. Background 

The standard oedometer test, also referred to as consolidation test or one-dimensional 

compression test, is a classical laboratory test used to determine consolidation and swelling 

parameters of a saturated soil specimen. The standard oedometer test is usually carried out 

on a cylindrical sample of saturated soil with dimensions of 75 mm diameter and 14-25 mm 

thickness. As specified in ASTM standards (ASTM D2435), the ratio of height to diameter 

of an oedometer sample should be greater than 0.17 (to avoid disturbance during trimming), 

but less than 0.4 to reduce the influence of friction along the lateral surface. By ensuring the 

sample dimensions remain within these limits, any effect of wall friction can be ignored and 

a uniform initial excess pore pressure distribution can be reasonably assumed. If the height 

of the sample is much greater than its diameter, stress transfer occurs between the soil mass 

and the adjacent rigid wall. As a result, a stress-redistribution process occurs where 

differential straining mobilizes shear stresses and transfers part of the applied pressure from 

the yielding soil mass to relatively stable neighboring non-yielding walls (Ting et al. 2010). 

This phenomenon is referred to as arching when dealing with mine stopes, where large 

underground voids in the form of rectangular prisms are backfilled with mine tailings. In 

cases where the height of the oedometer is much greater than its diameter, a uniform initial 

excess pore water pressure distribution can no longer be reasonably assumed. In order to 

identify the actual initial excess pore water pressure variation with depth and account for this 

in the analysis, the effects of wall friction must be considered.   

Randolph et al. (1991) conducted a one-dimensional analysis of soil plugs in pipe piles. It 

was shown that, under drained loading conditions, arching within the pipe pile leads to 
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significant frictional capacity of the plug, thus causing the pile to fail in ‘plugged mode.’ 

However, when faster rates of loading are considered (i.e. undrained loading), the pile can 

fail in ‘unplugged mode,’ with shear failure occurring between the soil plug and the pile 

shaft. Ladd et al. (1994) investigated the effect of arching in relation to consolidation 

analysis of Boston Blue clay upon which an embankment was constructed. In this study, a 

decrease in total vertical stress at the centerline below the embankment occurred during 

consolidation, whilst the vertical stress increased beyond the toe of the embankment.  

Nguyen (2002) also noted that this decrease in total vertical stress under an embankment is 

contrary to the common assumption that the total vertical stress remains constant during 

consolidation. Consideration was given to arching effects in an analysis conducted by 

Helinski et al. (2010), who developed a coupled two-dimensional finite element model of 

mine backfilling with cemented tailings. An investigation on the effects of consolidation on 

arching in storage bins for cohesive materials was conducted by Guan (2007). The height to 

equivalent diameter for the model bin was 0.92, and results indicated that the location of 

arching was highly dependent upon the moisture content of the material, which in this case, 

was wheat flour.  

4.3.2. Development of analytical solution 

By using classical arching theory (Marston 1930, Terzaghi 1943), an analytical expression 

for the vertical stress distribution within an oedometer was developed, taking into account 

the effects of wall friction. Through this derivation, the height to diameter ratio of 0.4 

proposed by ASTM standards can be verified. Furthermore, this analysis will provide 

information regarding the initial excess pore water pressure distributions accounting for wall 

friction, so that realistically, a soil can be consolidated in an oedometer of any given 

dimensions. Rather than increasing the diameter by impractical proportions just to test a 

sample of larger thickness, a tall apparatus with a more realistic diameter can now be used 

with due consideration to the friction. This has many practical applications, particularly 

when determining the consolidation properties of a fast-consolidating soil such as mine 

tailings. Furthermore, this analysis may prove useful in situations where slurry consolidation 

is carried out using tall consolidometers.  

The proposed derivation is dependent upon the assumption that the vertical normal stresses 

are uniformly distributed at any depth, and that the adhesion between the oedometer walls 

and the soil is equal to the cohesion of the soil. Figure 4.21 shows a schematic diagram of a 

tall oedometer with height H  and diameter D , which contains a dry soil of unit weight γ . 
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In order to determine the variation in effective stress with depth, the following forces acting 

on the horizontal element of thickness dz at a depth z  from the top of the oedometer must 

be determined: 

• The self-weight dW  of the element 

 dz
D

dW 







=

4

2πγ  (4.11) 

where γ  = dry unit weight of the soil.  

 
Figure 4.21 – Schematic diagram of tall oedometer 

• The vertical force V  acting on the layer at depth z : 

 
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where zσ  = effective vertical stress at depth z . It also follows that the vertical force 

acting upward at the bottom of the element at position dzz+  must be 

 
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• The shear force S  acting over the oedometer wall-soil interface at depth z : 

 dzDS )(πτ=  (4.14) 
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where τ  = shear stress along the wall at depth z . The maximum shear stress 

mobilized at the oedometer wall-soil interface can be determined using the Mohr-

Coulomb strength criterion as 

 δστ tanxc +=  (4.15) 

where c  = cohesion of the soil; xσ  = normal stress acting on the plane, and δ  = 

interface friction angle. The relationship between the vertical and the horizontal 

stresses can be expressed as 

 zx Kσσ =  (4.16) 

where K  = lateral pressure coefficient or the ratio of horizontal stress to vertical stress. 

Substituting Eqs. (4.15) and (4.16) into Eq. (4.14) gives: 

 dzDKcS z ))(tan( πδσ+=  (4.17) 

The equilibrium of vertical forces acting on the element leads to  

 SdWVdVV +−−+=0  (4.18) 

or 

 SdWdV +−=0  (4.19) 

Substituting Eqs. (4.11), (4.13) and (4.17) into (4.19) gives: 
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 (4.20) 

 

or 

 dzQPd zz )( σσ −=  (4.21) 

where  
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and 
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δtan4=  (4.23) 

At 0=z , qz =σ . Therefore, Eq. (4.21) can be solved as: 
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or 
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which on substitution from Eqs. (4.22) and (4.23) becomes 
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which can be rewritten to incorporate the height-to-diameter (DH / ) ratio of an oedometer:  
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As shown in Eq. (4.26), the vertical effective stress within the soil at a depth z  is the 

combination of two components; the soil self-weight, and the external applied pressure. The 

self-weight component increases with depth, whilst the effect of the applied pressure 

decreases with depth. Depending upon factors such as the oedometer height and diameter, 

either the soil component or applied pressure component will dominate. To illustrate this, 

some nominal yet realistic soil parameters were selected, and the vertical effective stress due 

to each component was evaluated using the following expressions: 
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(4.29) 

Eq. (4.26) is simply the addition of Eqs. (4.28) and (4.29). For clays, realistic ranges of 

values for dry unit weight, effective friction angle, and effective cohesion are 14-21 kN/m3, 

15-30º, and 0-15 kPa, respectively. As evident in Eq. (4.28), a large effective cohesion will 

only reduce the impact of the self-weight component that contributes to the vertical effective 

stress. Thus, in order to analyse the significance of the self-weight component in Eq. (4.26), 

a small value of effective cohesion (2 kPa) was selected conservatively. The dry unit weight 

and effective friction angle were chosen to be 17 kN/m3 and 25º, respectively.  

Because the oedometer walls are assumed to be rigid, lateral strain can be neglected and K  

can be assumed as 'sin10 φ−=K . Furthermore, it was assumed that '5.0 φδ =  at the soil-

wall interface since oedometer walls are commonly made of stainless steel. The range of 

applied pressures investigated was selected based on pressures commonly encountered in 

standard oedometer tests (i.e. 5, 10, 20, 40, 80, 160, 320 kPa). By conducting a simple 

analysis using Eqs. (4.28) and (4.29) and varying the diameter (from 0.5-4 m) for each trial 
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of applied pressure, an upper limit was arbitrarily identified, below which the self-weight of 

the soil can be considered negligible and applied pressure dominates.  

This is illustrated for an example applied pressure of 80 kPa shown in Figure 4.22 which 

shows the variation in effective stress with depth as the diameter increases, whilst 

maintaining a height/diameter ratio of 1. It should be noted that the horizontal distance 

between the applied pressure component (solid line) and the effective stress incorporating 

self-weight (dotted line) is the self-weight contribution. It is thus apparent that for smaller 

diameters, the vertical effective stress is governed predominantly by the applied pressure. By 

conducting this comparison for each pressure, it was concluded that if Dq γ/  remains 

approximately greater than 10, the component of effective stress due to self-weight (Eq. 

4.28) can be considered negligible.  

 
Figure 4.22 – Variation in effective stress with depth and increasing diameter for an applied pressure 

of 80 kPa 

As a result, for 10/ >Dq γ  the variation of effective stress with depth in Eq. (4.26) can be 

reduced to: 
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The applied vertical stress distribution (Eq. 4.30) is instantaneously translated into the initial 

pore water pressure distribution that drives the consolidation process. Therefore, Eq. (4.30) 

can also be written as 

 
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= D

z
K

i qeu
δtan4

 (4.31) 

where iu  is the initial excess pore water pressure, since the load is initially taken entirely by 

the pore water within the saturated soil. Eq. (4.31) can again be rearranged in terms of the 

height-to-diameter ratio of the oedometer apparatus, and normalised with respect to the 

applied pressure (so that the maximum value encountered will be 1). 
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 (4.32) 

 
The simplification of Eq. (4.27) to Eq. (4.32) can be further justified by observing the effect 

of varying the DH / ratio with applied pressure. For this analysis, a nominal diameter of  

0.5 m was selected. The results are shown in Figure 4.23, where the dotted line indicates the 

effective stress including both components of self-weight and applied pressure, whereas the 

solid line indicates the applied pressure only.  

 
Figure 4.23 – Variation in ui with z/H and increasing H/D for a diameter of 0.5 m (Legend – see 

Figure 4.22) 
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The arrows show the trend in results as the height of the oedometer (in comparison with the 

diameter) is increased. It can be seen from Figure 4.23 that the self-weight component 

increases with depth in all cases. The relative magnitude of this component decays with 

increasing applied pressure (q ) and decreasing DH / . 

In general, once the applied pressure is greater than approximately 20 kPa, the effective 

stress is governed primarily by the applied pressure. For example, at 80 kPa, the effective 

stress is approximately equal to the applied pressure component only, which still decreases 

with depth due to the wall friction. This corresponds to a Dq γ/  ratio of 9.5 which aligns 

with earlier observations. For applied pressures greater than 80 kPa, there is insignificant 

change in the Hzqui // −  plot as deduced from Figure 4.23. 

Effect of varying height to diameter ratio 

Using the expression for the normalised initial excess pore water pressure distribution in Eq. 

(4.32), the effect of varying the height-to-diameter ratio of the oedometer was investigated in 

situations where 10/ >Dq γ . Here, the effective friction angle was maintained at 25º.  The 

initial distribution that can be expected when adhering to the standard recommendation that 

DH /  be less than 0.4 is also shown in Figure 4.24. 

 
Figure 4.24 – Variation in ui with z/H, assuming q/γD > 10 (i.e. neglecting the self-weight 

component) 
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ASTM standards also recommend DH /  be greater than 0.17 to avoid disturbance during 

trimming. Within this narrow band ( 4.0/17.0 << DH ) which is also shown in Figure 

4.24, data analyses of settlement-time results can be conducted using Terzaghi’s traditional 

average degree of consolidation curve, which is based upon a uniform initial excess pore 

water pressure distribution. Although the initial pore pressure distribution resulting from 

4.0/ =DH  is not technically uniform, it is still considered reasonable to use consolidation 

theory based on a uniform initial distribution in this case. However, for values of DH /  

greater than 0.4, this may no longer be a realistic assumption. In order to determine whether 

an analysis in terms of uniform initial excess pore water pressure is applicable, the average 

degree of consolidation versus time factor plots (Figure 4.25) were developed for the initial 

pore water pressure distributions shown in Figure 4.24. For the singly drained case, drainage 

was allowed through the surface only. 

 
Figure 4.25 – Average degree of consolidation behaviour due to initial excess pore pressure 

distributions resulting from H/D ratios of 0.17, 0.4, 1, 2, 3, 4, 5 for both singly and doubly drained 
cases 

As demonstrated in Figure 4.25, increases in sample height (with respect to diameter) have 

less of an effect when doubly drained conditions are maintained, in comparison with cases 
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where the soil is singly drained. In fact, the average degree of consolidation behaviour due to 

initial excess pore water pressure distributions resulting from DH /  ratios less than 2 is 

very similar to that resulting from a case of uniform initial excess pore water pressure, when 

dealing with a doubly draining sample. However, when drainage is prevented through the 

base of the soil layer, the average degree of consolidation only resembles the uniform case 

for DH /  values less than 0.4. This corresponds with the value specified by ASTM 

standards and means conventional restrictions regarding analysis using uniform TU −  

values apply to cases where the sample is singly drained. 

Applied pressure vs. self-weight 

It has been shown that as long as 10/ >Dq γ , the self-weight component of the soil can be 

neglected and Eq. (4.26) can be reduced to Eq. (4.30). However, if the self-weight 

component of the soil is included, any number of initial excess pore water pressure (iu ) 

distributions can be produced, where iu  can increase, decrease or remain approximately 

constant with depth, depending on the applied pressure (q ) and oedometer diameter (D ). 

This is illustrated in Figure 4.26, where the iu -distribution for DH /  ratios of 3 and 5 is 

provided for three different Dq γ/  values less than 10 (1, 2 and 5), where self-weight cannot 

be ignored.  

 
Figure 4.26 – Variation in ui with z/H and H/D = 3 and 5 for q/γD = 1, 2 and 5 

γ 

γ 

γ 
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It can be seen that when 2/ =Dq γ , the iu -distribution is approximately uniform and equal 

to the applied surcharge. When 2/ >Dq γ  , the applied pressure begins to dictate the shape 

of the iu -distribution, and stress transfer to the oedometer walls causes the pore pressure to 

decrease with depth. 

As shown previously, when Dq γ/  reaches 10, the self-weight of the soil becomes negligible 

and only applied stress needs to be considered. However, when 2/ <Dq γ , the self-weight 

of the soil becomes the dominating factor, and the initial excess pore water pressure 

correspondingly increases with depth.  

In general, as the DH /  ratio increases, the iu -distribution becomes more skewed and 

further removed from a linear nature. This becomes important when considering the 

percentage consolidation of a doubly drained layer, where it is widely known that the TU −  

variation due to linear and uniform iu -distributions is identical. Thus, when the iu -

distribution generated by Eq. (4.26) resembles an approximately linear profile, the resulting 

TU −  curve can be expected to follow the uniform case, as shown in Figure 4.27. 

When there is limited skewness (i.e. 3/ ≤DH ), the iu -distribution is approximately linear, 

and doubly drained consolidation follows the uniform case. When 2/ <Dq γ , the average 

degree of consolidation proceeds slower than the uniform case, regardless of whether the 

layer is singly or doubled drained. Conversely, when 2/ >Dq γ , consolidation proceeds 

comparatively faster than the uniform case. These results can be summarised (see Table 4.2) 

to illustrate which combinations of DH /  and Dq γ/  generate a solution that conforms to 

the uniform percentage consolidation curve when the self-weight of the soil is either 

considered or ignored. 

Table 4.2 – Limiting values of H/D for q/γD values where the average degree of consolidation 
resembles the uniform ui case 

  Singly drained Doubly drained 

Self-weight and applied 
pressure considered 

2/ <Dq γ  5.0/ ≤DH  3/ ≤DH  
2/ =Dq γ  DH / All  DH / All  

2/ >Dq γ  5.0/ ≤DH  3/ ≤DH  

Self-weight ignored 10/ >Dq γ  4.0/ <DH  2/ <DH  
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Figure 4.27 – Average degree of consolidation behaviour due to initial excess pore pressure 

distributions resulting from ui distributions where q/γD = 1 and 5 and H/D = 3 and 5, and 0.5 and 5 for 
both doubly and singly drained cases, respectively. 

4.3.3. Experimental Investigation 

The coefficient of consolidation (vc ) of a soft soil is traditionally determined using curve-

fitting procedures such as Taylor’s root-time method (Taylor 1948) and Casagrande’s log-

time method (Casagrande and Fadum 1940). Here, the measured consolidation settlement is 

‘fitted’ to the theoretical percentage consolidation curve generated using Terzaghi’s theory, 

which is based on a uniform distribution of initial excess pore water pressure. As a result, the 

popular curve-fitting methods developed by Taylor and Casagrande are only applicable for 

cases where a uniform initial pore water pressure distribution can be reasonably assumed, or 

where the average degree of consolidation behaviour closely resembles the uniform TU −  

curve. Based on the results shown in Figures 4.25 and 4.27, the Taylor and Casagrande 

curve-fitting methods can apply to tall samples in select cases.  

γ 

γ 
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When dealing with small diameters (which will usually ensure that 10/ >Dq γ ), the self-

weight component of Eq. (4.26) can be ignored, and the iu  distribution can be expected to 

follow Eq. (4.30). Thus, the Taylor and Casagrande methods can apply when DH /  is 

greater than the recommended 0.4, as long as the sample remains doubly drained and DH /  

does not exceed 2. However, for singly drained cases (e.g. when pore water pressure 

measurements are required), the sample must adhere to the recommended dimensions 

( 4.0/17.0 << DH ) in order to realistically use the Taylor and Casagrande curve-fitting 

methods. Thus, for cases where 10/ >Dq γ , the recommended sample dimensions can 

therefore be amended to; 

Table 4.3 – Modified sample dimensions 

 Singly drained Doubly drained 
ASTM D2435 4.0/17.0 << DH  
Proposed modification 4.0/17.0 << DH  2/17.0 << DH  

In order to verify the arbitrarily defined cut-off values of DH /  for the doubly drained case 

in Table 4.3, consolidation tests were carried out in a tall oedometer. The settlement-time 

results from these tests were then analysed using Taylor and Casagrande’s curve-fitting 

procedures to determine the coefficient of consolidation of the soil. These values were then 

compared with values of vc  determined using standard oedometer tests. If the amended 

proportions for DH /  in Table 4.3 are correct, the values of vc  obtained from tall 

oedometer test data should align with values of vc  obtained from standard oedometer test 

data. 

Apparatus and testing procedure 

The tall oedometer shown in Figure 4.28 was used to conduct consolidation tests on the 60K  

soil outlined in Chapter 4 (see Table 4.1 for properties). Incremental loading was carried out 

via hydraulic pressure application with a load increment ratio (LIR) of unity. The sample 

deformation with time was measured under applied pressures of 10, 20, 40, 80, 160, 300 and 

600 kPa until creep was reached so that the Casagrande method could be used to 

complement values obtained using the Taylor method. These applied pressures correspond to 

Dq γ/ values of 7.4 (10 kPa) to 445 (600 kPa). Thus, with the exception of the 10 kPa 

applied pressure, the aforementioned limit, 10/ >Dq γ , was maintained, thereby ensuring 

the self-weight of the soil could be ignored. It should be noted that the conditions for 

uniform iu  specified in Table 4.2 were still met when 10=q  kPa (or 6.7/ =Dq γ ), which 

meant that data obtained during this loading increment could still be conducted using the 
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uniform TU −  curve (i.e. traditional Taylor and Casagrande curve-fitting techniques 

apply).  

In order to accommodate the diaphragm shown in Figure 4.28, h  was required to be a 

minimum of 30 mm. For this study, the initial dimensions of the sample were 77 mm 

diameter and 165 mm thickness. Over the duration of testing, the tall sample experienced a 

total 65 mm of settlement. As a result, the settlement-time curves generated during each load 

increment covered a range of DH /  values from 2.1 (at 10 kPa) to 1.3 (at 600 kPa).  

 
Figure 4.28 – Schematic of tall oedometer apparatus 

A series of oedometer tests were also carried out according to ASTM standards (ASTM 

D2435) for applied pressures of 8, 15, 30, 55, 108, 215, 429 and 856 kPa. The standard 

oedometer apparatus ensured that the sample had initial dimensions of 63 mm diameter and 

20 mm thickness, which corresponds to a DH /  ratio of 0.3.  
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Sensitivity analysis with regards to effective friction angle 

The effect of friction angle ('φ ) on the initial excess pore water pressure distribution of the 

sample was assessed using 1.2/ =DH , as this was the largest value encountered during 

testing. Eq. (4.32) can therefore be rearranged to incorporate the effective friction angle as 

follows: 

 







−−
= H

z

i e
q

u )'sin1)('5.0tan(4.8 φφ
 (4.33) 

Jaky’s equation (1948) for the lateral earth pressure coefficient was again applied 

( 'sin10 φ−=K ) and the interface friction angle was calculated as '5.0 φδ = .  

The effect of the self-weight component on iu  was neglected. Values of 'φ  were varied 

from 15º to 35º and, as shown in Figure 4.29, the difference between initial excess pore 

water pressure distributions for each case was relatively minor.  

 

Figure 4.29 – Effect of friction angle on ui-distribution where H/D = 2.1 

Furthermore, when each of these five distributions was used to determine the change in 

average degree of consolidation (U ) with time (T ), there was no visible difference between 

the generated TU −  curves, for both singly and doubly drained situations. That is, despite 
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the difference in iu -distributions as a result of variations in 'φ , essentially only one TU −  

curve is generated, which suggests that the initial excess pore water pressure distribution is 

relatively insensitive to changes in effective friction angle. This is illustrated in Figure 4.30 

which shows the TU − curves for each distribution shown in Figure 4.29 for both singly 

and doubly drained cases. For the doubly drained case (which are the conditions that are 

maintained in this investigation), the TU −  curves are practically identical to that obtained 

using a uniform initial excess pore water pressure distribution. 

 

Figure 4.30 – Average degree of consolidation behaviour due to ui-distributions resulting from 'φ  

values of 15º, 20 º, 25 º, 30 º and 35 º for both singly and doubly drained cases, where H/D = 2.1 

Sensitivity analysis with regards to interface friction angle 

The effect of the interface friction angle (δ ) on the initial excess pore water pressure 

distribution of the sample was also assessed using 1.2/ =DH  and o25'=φ . By varying 

'φ  
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'/φδ  from 0 to 1, the effect of wall roughness on the initial excess pore water pressure 

distribution was analysed using the following equation: 

 
δtan85.4 







−
= H

z

i e
q

u
 (4.34) 

The resulting initial excess pore water pressure distributions are shown in Figure 4.31, and 

the corresponding TU −  curves are provided in Figure 4.32.  

 
Figure 4.31 – Initial excess pore water pressure distributions resulting from '/φδ  values of 0 to 1 

It is evident that the initial excess pore water pressure distribution is highly sensitive to wall 

roughness. For 0'/ =φδ   (i.e. smooth wall), the initial pore pressure distribution is uniform. 

For 1'/ =φδ   (i.e. very rough wall), only 11% of the applied pressure is transferred to the 

bottom of the oedometer. This sensitivity translates to the average degree of consolidation 

behaviour, although to a lesser extent when considering a doubly drained layer. For a doubly 

drained layer with low to moderate wall friction, with 5.0'/ ≤φδ , the TU −  variation is 

approximately identical to that for a uniform initial excess pore water distribution. 
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Figure 4.32 – Average degree of consolidation behaviour due to ui-distributions resulting from 

'/φδ values of 0, 0.25, 0.5, 0.75 and 1 for both singly and doubly drained cases, where H/D = 2.1 and 

'φ  = 25º  

Results 

The settlement-time data gathered from each load increment was analysed using both Taylor 

and Casagrande curve-fitting methods to determine whether the values of vc  obtained from 

tall oedometer test data aligned with values obtained using standard testing methods. 

Although it is widely accepted that the Taylor method will yield larger values of vc  than the 

Casagrande method, the sandy clay used in this study resulted in similar values of vc  

regardless of the method used to analyse data. In general, values of vc  calculated using the 

Taylor method were within 4% of values calculated using the Casagrande method. As a 

result, it was considered reasonable to obtain an average of these values. The variation in vc  

with applied stress for both the tall and standard oedometer data sets is shown in Figure 4.33.  

'/φδ = 
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Figure 4.33 – Variation in cv values determined using data obtained from tall and standard oedometer 

tests 

As anticipated, the vc  values closely align with each other and display nearly identical 

trends of increasing vc  with increasing applied pressure. This supports the modified 

2/ ≈DH  cut-off point proposed in Table 4.3, for a doubly drained system. 

The average degree of consolidation curves generated by the proposed analytical solution 

suggest that despite wall friction, traditional consolidation analyses using the popular Taylor 

and Casagrande curve-fitting methods can be used to analyse data obtained from a tall, 

doubly draining sample for select combinations of applied pressure, height and diameter. 

Experimental results also support this conclusion, as the value of vc  obtained from data 

gathered during tall oedometer testing (where 1.2/ =DH ) was approximately equal to the 

values obtained from standard oedometer tests.  

4.4 Calculating c v from data due to non-uniform u i-

distributions 

The coefficient of consolidation (vc ) is often determined by comparing the characteristics of 

the experimental and theoretical consolidation using empirical curve-fitting procedures 

which are based on the theoretical TU −  curve generated by a layer subjected to a uniform 

initial excess pore water pressure (iu ) distribution. Two notable examples include 
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Casagrande’s log-time method, and Taylor’s square-root of time method. The results 

obtained using these curve-fitting methods are also applicable to cases where consolidation 

is driven by a linear distribution of iu , but only if the layer is doubly drained. Although it is 

widely accepted that singly drained consolidating layers subjected to linear iu -distributions 

produce quite different TU − curves, no effort has yet been made to adjust Taylor’s and 

Casagrande’s techniques to account for these differences.  

Since the development of the Casagrande and Taylor curve-fitting methods, a number of 

alternative procedures for the determination of vc  have been proposed (Cour 1971, Sivaram 

and Swamee 1977, Sridharan and Rao 1981, Mikasa and Takada 1986, Raju et al. 1995, 

Singh 2005), many of which have been critically reviewed by Shukla et al. (2009). However, 

due to the inherent simplicity and relative accuracy of the methods developed by Casagrande 

and Taylor, their curve-fitting procedures are still foremost in evaluating the coefficient of 

consolidation, and can produce reliable values of vc  in many instances, as demonstrated in 

Section 4.2. 

Although Terzaghi’s theory is based upon a number of assumptions (e.g. saturated soil, 

homogeneous properties etc.), most curve-fitting procedures currently used to calculate vc  

rely on a further assumption of uniform initial excess pore pressure (iu ). In this section, 

Taylor and Casagrande’s curve-fitting methods are modified to account for a variety of non-

uniform initial excess pore pressure distributions. In order to generalise these curve-fitting 

procedures, it is first necessary to develop approximations to describe different regions of the 

TU −  curves, from which adjustment factors can be inferred.  

4.4.1. Development of approximate solutions 

The TU −  curve generated by the Fourier solution to Terzaghi’s one-dimensional 

consolidation equation for a uniform iu -distribution with one-way drainage can be 

approximated using two empirical expressions that apply to separate regions of the TU −  

curve. The following expressions were developed by Taylor (1948) and apply to the relevant 

regions of the TU − curve: 

 

                            
TU

π
4=  6.0<U  (4.35) 

 09119.00716.1101 −−−= TU
 

6.0>U  (4.36) 
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In the same year, Fox also provided similar approximations (Eqs. 4.37 and 4.38), although 

the region of U  over which these equations apply varies slightly from the cut-off point 

( 6.0=U ) suggested by Taylor.  

 
TU

π
4=  503.0<U  (4.37) 
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The root mean square (RMS) error for the Taylor and Fox equations and their corresponding 

domains was evaluated, to compare the accuracy of their TU −  approximations, given by 

Eqs. (4.35) to (4.38). Taylor and Fox’s expressions to approximate the first part of the 

TU −  curve are identical – it is only the domains that vary. The domain suggested by Fox 

resulted in a slightly smaller RMS error of 4103.1 −×  in comparison with Taylor’s RMS 

error of 3101.1 −× , when compared with Terzaghi’s exact solution. These values are similar 

to those provided by Chan (2003), where the largest relative difference between the 

approximate solution proposed by Fox and the exact solution was shown to be 3105.1 −× . 

The RMS errors generated by the approximations for the second part of the TU − curve 

(Eqs. 4.36 and 4.38) were 5107.3 −×  and 4107.3 −×  for the Taylor and Fox expressions, 

respectively.  

Since the TU −  curves generated by various other non-uniform iu -distributions are often 

quite similar in shape to the uniform iu TU −  curve, it follows that expressions of the form 

used by Taylor and Fox can also be used as approximations for these non-uniform iu TU −  

curves. However, it should be noted that the domains over which these approximations apply 

will vary depending upon the iu -distribution, as each resulting TU −  curve is unique. Eqs. 

(4.35) and (4.36) can be generalised as follows, where the domains indicate the region over 

which the approximation is valid; 

Approximation 1 
BATU =  

limit0 UU ≤≤  (4.39) 

Approximation 2 DCTU +−= 101
 

1limit ≤≤ UU  (4.40) 

where A, B , C  and D  = constants unique to each iu -distribution.  

Non-linear least squares method 

Using the program MATLAB, the method of non-linear least squares was used to determine 

the constants in Eqs. (4.39) and (4.40) for key iu -distributions. For each expression within a 
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particular iu -distribution, the RMS error was evaluated for a variety of domains until an 

acceptable level of accuracy was reached. For the purposes of this analysis, an RMS error 

less than 4100.1 −×  was selected as an appropriate limit.  

To determine the value of limitU  for each expression, and thus evaluate the domains over 

which the approximations are valid, the RMS error was plotted against a range of values of 

limitU , as shown in Figure 4.34(a) which is for the simple case of uniform iu .  

 
Figure 4.34 – RMS error for (a) uniform ui-distribution, and (b) a linearly decreasing ui-distribution 

(singly drained). 
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The value of limitU  that corresponded to an RMS error of 4100.1 −×  was selected for each 

approximation to evaluate the appropriate domains. For example, for a uniform iu -

distribution, Figure 4.34(a) was used to determine the upper limit of U  for the first 

approximation as 52%, which is consistent with the value of 52.1% specified by Chan 

(2003). From Figure 4.34(a), the lower limit of U for the second approximation was also 

determined (54%).  

It should be noted that the value of limitU  is not always the same for each of the expressions 

in Eqs. (4.39) and (4.40). In fact, for some non-uniform iu  cases, a large portion of the 

TU − curve cannot be described by these expressions. This is evident in Figure 4.34(b), 

where there is a large difference between the upper and lower limits of Approximations 1 

and 2 (15% and 69%, respectively).  

U-T approximations for non-uniform ui-distributions 

Using the procedure outlined above, approximations were developed for some key initial 

excess pore pressure distributions, namely: linearly increasing iu , linearly decreasing iu  and 

sinusoidal iu , supplemented with the commonly used uniform iu  for validation purposes. 

When generating the solutions for a singly drained layer, the impermeable boundary was 

located at the bottom of the soil layer.  

Separate functions are provided for each drainage configuration within a particular iu -

distribution since the vc -calculation procedures outlined in this study do not use drH , but 

instead adopt two different values of T  for singly and doubly drained situations. The 

approximation functions for a doubly drained layer are shown in Table 4.4.  

Table 4.4 – U-T approximations for two-way drainage 

 
Approximation 1 Approximation 2 

Equation Domain Equation  Domain 

 

5.025.2 TU =  52.00 ≤≤ U  
091.029.4101 −−−= TU  157.0 ≤≤ U

 

 

97.023.8 TU =  11.00 ≤≤ U  
TU 29.4101 −−=  10 ≤≤ U  
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It is widely known that a doubly drained layer subjected to a uniform iu -distribution 

produces the same TU −  curve as that subjected to a linearly increasing or decreasing iu -

distribution with two-way drainage. Thus, the equations for a uniform iu -distribution shown 

in Table 4.4 also apply to linearly increasing and decreasing iu -distributions, but only if 

two-way drainage is facilitated. For a singly drained soil layer, the approximation equations 

and their corresponding domains are shown in Table 4.5.  

The approximations in Tables 4.4 and 4.5 have also been plotted against the theoretical 

TU −  curve for each iu -distribution in Figures 4.35 to 4.38. The inset of each graph is 

simply the same plot with both axes transformed into logarithmic scale. The solid lines 

represent the approximate solution, and the lighter dashed lines indicate the exact solution.  

Table 4.5 – U-T approximations for one-way drainage 

 
Approximation 1 Approximation 2 

Equation Domain Equation  Domain 

 

5.013.1 TU =  52.00 ≤≤ U  
091.007.1101 −−−= TU  

 
154.0 ≤≤ U

 

 

99.096.1 TU =  18.00 ≤≤ U  
23.007.1101 −−−= TU  

 
139.0 ≤≤ U

 

 

48.091.1 TU =  15.00 ≤≤ U  
014.007.1101 +−−= TU  

 
169.0 ≤≤ U

 

 

96.093.3 TU =  04.00 ≤≤ U  
071.007.1101 −−−=U  

 
157.0 ≤≤ U

 

 

As highlighted previously, the approximations in Eqs. (4.39) and (4.40) are at times unable 

to capture the entire TU −  curve. This is more pronounced in the case of a sinusoidal iu -

distribution (Figure 4.38) with one-way drainage, where it is impossible to approximate 

almost half of the entire TU −  curve. 
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Figure 4.35 – U-T approximation curves for a uniform ui-distribution with one- or two-way drainage 

 

Figure 4.36 – U-T approximation curves for a linearly increasing ui-distribution with one- or two-way 
drainage 
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Figure 4.37 – U-T approximation curves for a linearly decreasing ui-distribution with one- or two-way 
drainage 

 

Figure 4.38 – U-T approximation curves for a sinusoidal ui-distribution with one- or two-way 
drainage 
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4.4.2. Generalisation of curve-fitting procedures 

The curves of settlement readings versus time (taken from field or laboratory tests) for a 

given load increment are often similar in shape to the theoretical average degree of 

consolidation (U ) versus time factor (T ) curves. Casagrande and Taylor took advantage of 

this similarity by developing empirical curve-fitting procedures that fit approximately the 

observed data to the Terzaghi (1925) theory of consolidation. These curve-fitting procedures 

rely on the following expression to calculate vc : 

 

t

TH
c dr

v

2

=  (4.41) 

where vc  = coefficient of consolidation, T  = time factor that corresponds to a particular 

percentage consolidation settlement, t  = actual time taken to reach that particular 

consolidation settlement and drH  = maximum length of drainage path, which can vary 

depending on whether the soil layer is singly or doubly drained. As established previously, it 

is counterintuitive to work in terms of drH  when dealing with non-uniform iu -distributions, 

so the generalised procedures outlined herein will be in terms of H , as 

 

t

TH
cv

2

=  (4.42) 

Log-time method 

The proposed log-time method is a generalized form of Casagrande’s log-time method that 

can account for any non-uniform iu -distribution. Here, the plots of settlement readings 

versus time are used in conjunction with the theoretical consolidation curves to establish the 

point at which primary consolidation is 50% complete, and thereby determine the coefficient 

of consolidation. The procedure for the determination of vc  is as follows; 

1) For a given applied load, plot the settlement readings (d ) as a function of log-time 

( tlog ) and connect with a smooth curve as shown in Figure 4.39. 

2) Determine 100d . To estimate the point of 100% primary consolidation, extend the linear 

tail of the curve back toward the y-axis. Then draw a line tangent to the point of 

inflection in the central portion of the curve. The intersection point of these two lines is 

deemed the end-point of primary consolidation ( 1=U ). Determine 100d  from the point 

where the lines intersect. Leonards and Girault (1961) have shown that using tangents to 
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determine the inflection point of the td log−  curve  results in values of 100t  that 

correlate closely to the time at which excess pore pressure approaches zero.  

3) Determine 0d . Select a time xt  in the initial part of the curve, and calculate yt  such that 

xCy tft = , where Cf  is a factor that is dependent upon the initial excess pore-water 

pressure distribution and drainage configuration. (Note: For a uniform iu -

distribution, 4=Cf for both one- and two-way drainage configurations). Observe the 

compression readings that correspond toxt  and yt  ( xd  and yd respectively). Determine 

the compression reading at the commencement of primary consolidation (0d ) as 

ddd x ∆−=0 where xy ddd −=∆ . 

4) Determine 50t . Calculate 2/)( 010050 ddd +=  and observe the corresponding time 

( 50t ). 

5) Determine vc . Using 50t , calculate vc by substituting the known variables into Eq. 

(4.42), where 50T  is obtained from the relevant TU − curve or design tables (Tables 4.6 

and 4.7), and H  is used instead of drH . (Note: For a uniform iu -

distribution, 197.050 =T if singly drained, and 049.050 =T if doubly drained.)  

 
Figure 4.39 – Evaluation of cv using log-time method 
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Time exponent method 

The time-exponent method outlined in this investigation is a generalized form of Taylor’s 

square root of time method that can accommodate any non-uniform iu -distribution. As with 

the log-time method, a similar outcome is required so that Eq. (4.42) can be used to calculate 

vc . Using the following time-exponent method, the point at which primary consolidation is 

90% complete can be evaluated.  

1) For a given applied load, plot the settlement readings (d ) as a function of time to the 

power of the exponent B  ( Bt ) as shown in Figure 4.40, where B  is dependent upon 

the initial iu -distribution. (Note: For a uniform iu  distribution, 5.0=B  and the user is 

directed to take the square root of time values, hence Taylor’s ‘square root of time’ 

method.) 

2) Determine 0d . Ignoring the first few data points, which are usually attributed to 

immediate settlement and therefore outside the scope of primary consolidation, draw a 

line through the linear portion of the Btd − curve. The point where the line intersects 

the y-axis is the settlement reading at zero deformation (0d ), and signifies the beginning 

of primary consolidation ( 0=U ). 

3) Determine 90t . When the consolidation plot deviates from linearity, the abscissa of the 

Btd − curve becomes greater than that of the straight line segment by a factor which is 

denoted by Tf  at 90% consolidation. If the first straight line is of the 

form 0' dgtd B +=  where g  is the gradient obtained in Step 2, draw a second straight 

line of the form 0)/(' dtfgd B
T += until it intersects the actual Btd − curve. Observe 

the corresponding time (
Bt90 ). (Note: For a uniform iu -distribution, 15.1=Tf  for 

both one- and two-way drainage.) 

4) Determine vc . Using 90t , calculate vc  by substituting the known variables into Eq. 

(4.42), where 90T  is obtained from the relevant TU − curve or design tables (Tables 4.6 

and 4.7), and H  is the thickness of the soil layer. (Note: For a uniform iu -distribution, 

848.090 =T  if singly drained, and 212.090 =T  if doubly drained.)  
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Figure 4.40 – Evaluation of cv using time-exponent method 

4.4.3. Evaluation of adjustment factors 

The equation for approximating the first part of the TU − curve (Approximation 1) can be 

used to derive the curve-fitting procedures proposed by Taylor and Casagrande. In this study, 

the following expressions were developed using the properties of Taylor and Casagrande’s 

curve-fitting methods along with Eq. (4.39) in order to evaluate the curve-fitting factors Cf  

and Tf  for the iu -distributions outlined previously: 

 B
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(4.44) 

whereA and B  = approximation function constants, which are unique to each iu -

distribution and can be found in Tables 4.4 and 4.5.  
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The curve-fitting constants for doubly and singly drained soil layers are shown in Tables 4.6 

and 4.7, respectively. It can be seen that the ratio of singly to doubly drained T  values is 

exactly 4 when considering a uniform iu -distribution. This ratio is consistent for the entire 

range ofU  – that is, a doubly drained layer consistently consolidates four times faster than 

its singly drained counterpart. This is where the theory for the conventional expression for 

drainage path length (drH ) originates. However, as soon as a non-uniform iu -distribution is 

considered, the ratio between singly and doubly drained T  values ceases to remain constant 

and in fact varies with time. Furthermore, the ratio between T  values at key points during 

consolidation (i.e. 50% and 90% consolidation required for curve-fitting methods) no longer 

equals 4 for these non-uniform iu -distributions. As a result, the advantage of working in 

terms of drH  is no longer available, and any effort to include this variable can actually 

complicate consolidation calculations.   

Table 4.6 – fC and fT curve-fitting factors for two-way drainage 

 
Log-time method Time-exponent method 

Cf  50T  Tf  90T  

 

00.4  049.0  15.1  212.0  

 

04.2  070.0  23.2  233.0  

Table 4.7 – fC and fT curve-fitting factors for one-way drainage 

 
Log-time method Time-exponent method 

Cf  50T  Tf  90T  

 

00.4  197.0  15.1  848.0  

 

01.2  294.0  07.2  946.0  

 

23.4  090.0  82.1  718.0  

 

05.2  215.0  86.3  866.0  

As demonstrated for a case of uniform iu , Taylor and Casagrande’s curve-fitting methods 

are only effective if there is a sufficient region over which the approximation for the first 
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part of the TU −  curve (Approximation 1) applies. When a non-uniform iu -distribution is 

considered, the valid domain for Approximation 1 decreases from 52% (for the uniform 

case) to less than 18%. When using the log-time method, this reduced domain can make the 

evaluation of 0d (Step 3) difficult since the region over which Cf  applies is also reduced. 

The time-exponent method relies on the user being able to objectively identify the ‘straight-

line’ portion of the transformed settlement-time curve. A reduced domain for Approximation 

1 can thereby introduce a certain degree of subjectivity to the curve-fitting method, as the 

user has a smaller ‘straight-line’ region to work with.  

4.5 Summary 

Existing curve-fitting techniques for determining the coefficient of consolidation have been 

critically reviewed using oedometer data gathered from tests conducted on different soil 

types. Furthermore, a new method independent of curve-fitting has been proposed, which 

utilises the computational abilities of MATLAB to back-calculate a value for vc . Results 

suggest that the efficacy of each method is dependent upon the soil properties, and whether 

secondary compression is prevalent. Furthermore, modifications have also been developed to 

adjust current curve-fitting techniques so that they can be applied to any set of settlement-

time data, regardless of the initial excess pore water pressure distribution that generated this 

data.  

The parameter, coefficient of consolidation, was also discussed in relation to average degree 

of consolidation. Popular curve-fitting techniques that fit experimental data to the theoretical 

average degree of consolidation curve in order to back-calculate consolidation parameters 

were critically reviewed using copious experimental data. A new oedometer apparatus was 

also discussed, where the effect of skin friction was incorporated into the initial excess pore 

water pressure distribution. Conclusions derived from this research were then experimentally 

verified using a tall oedometer. Finally, popular curve-fitting techniques (Taylor’s square-

root of time method, and Casagrande’s logarithm-time  method) were modified so that they 

can be applied to any set of settlement-time data, regardless of the initial excess pore water 

pressure distribution.  
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Chapter 5:  Experimental validation of pore pressure 
redistribution and curve-fitting procedures 

5.1 General 

The phenomenon of pore pressure redistribution outlined in Chapter 3 can be experimentally 

verified by simulating a non-uniform iu -distribution which is known to elicit this 

redistribution of excess pore water pressures. The simplest non-uniform initial excess pore 

water pressure distribution that can be recreated within a laboratory setting is a sinusoidal 

iu -distribution. This can be achieved by conducting a standard doubly drained oedometer 

test and waiting a short period for the dissipation of excess pore water pressures to reach a 

sinusoidal shape. Pore pressure redistribution is known to occur when a singly drained layer 

is subjected to a sinusoidal iu -distribution. Thus, by halting drainage from one of the two 

drainage boundaries in the doubly drained test once the pressures have reached their 

sinusoidal shape, a sinusoidal iu -distribution with one-way drainage situation can be 

successfully replicated. 

This principle can be further applied to assess the efficacy of two of the curve-fitting 

procedures outlined in Chapter 4; the sinusoidal iu -distribution with one-way drainage, and 

the sinusoidal iu -distribution with two-way drainage.   

5.2 Pore pressure redistribution 

As explained in Chapter 3, the phenomenon of pore pressure redistribution is likely to occur 

in cases where a significant portion of the iu -distribution is located within a small region of 

the consolidating soil layer. The probability of this redistribution occurring is further 

compounded in singly drained soil layers, especially when this region is located close to the 

impervious boundary.  

The existence of this pore pressure redistribution phenomenon can be verified either using 

field data collected from a region where a non-uniform iu -distribution was known to exist 

and tracking the pore water pressure dissipation during consolidation, or by conducting a 

simple experiment in the laboratory where a non-uniform iu -distribution is recreated. Here, 

the tall oedometer apparatus described in Chapter 4 becomes very useful.  
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5.2.1. ‘Arched’ u i-distribution with one-way drainage 

The distribution of excess pore water pressure within the tall oedometer is known to be non-

uniform in shape, according to the derivation outlined previously. Since this non-uniform 

iu -distribution was derived using classical arching theory, it will be referred to herein as an 

‘arched’ iu -distribution. If the layer is singly drained, the dissipation of excess pore water 

pressure can be expected to follow the pattern outlined by the pore pressure isochrones in 

Figure 5.1(a), which clearly exhibit pore pressure redistribution.  

 
Figure 5.1 – Consolidation behaviour due to an arched ui-distribution in terms of (a) pore pressure 

isochrones for T = 0.02, 0.06, 0.1, 0.2... 1.0, and (b) variation in pore pressure at z = H with T   

Theoretically, by conducting a singly drained test in the tall oedometer and measuring pore 

water pressures at the base of the apparatus, this pore pressure redistribution can be 

confirmed. The base pore water pressures (bu ) are expected to follow the trend shown in 

(a) 

(b) 
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5.1(b) which was theoretically obtained using the pressure values at Hz =  from Figure 

5.1(a). It should be noted that the base pore water pressures in Figure 5.1(b) have been 

normalised by the maximum base pressure value (max,bu ), which is equal to the 62% of the 

pressure applied to the surface of the sample, assuming 25'=c kPa, o25'=φ , '5.0 φδ = , 

and 17=γ kN/m3.  

When this experiment was conducted in the laboratory, the initial increase in excess pore 

water pressure characteristic of pore pressure redistribution was difficult to capture. This was 

attributed in part to the sensitivity of the pressure transducer, and to the relatively small 

expected increase in pore water pressure as evident in Figure 5.1(b) (i.e. an increase of only 

18% is expected). Thus, a non-uniform iu -distribution that exhibits a more pronounced 

redistribution of excess pore water pressure during consolidation was needed.  

5.2.2. Sinusoidal u i-distribution with one-way drainage 

An alternative iu -distribution that is known to yield a greater degree of pore pressure 

redistribution was achieved by conducting an oedometer test that was initially doubly 

drained, but was switched to singly drained some short time later by closing the base 

drainage valve. At the instant base drainage was halted, designated by blockt , the distribution 

in excess pore water pressure can be considered non-uniform (and approximately sinusoidal) 

in shape. The process from blockt  onwards can thus be treated as a singly drained layer 

subjected to a sinusoidal iu -distribution, which is known to elicit severe pore pressure 

redistribution (see Figure 3.12).  

This doubly-to-singly drained process was conducted within the tall oedometer apparatus 

described in Chapter 4, which is known to produce an arched iu -distribution. It is important 

to halt base drainage at a point in time at which the excess pore pressure distribution is as 

close to sinusoidal as possible, whilst still allowing sufficient time to capture the subsequent 

progression of singly drained consolidation. Thus, the exact point at which the excess pore 

water pressure becomes sinusoidal must be determined.  

According to Figure 5.2, which ‘fits’ sinusoidal distributions to the actual decay of excess 

pore water pressure due to an arched iu -distribution, the isochrones do not become 

sinusoidal in appearance until approximately 1.0≈T . This can be more precisely confirmed 

using a ratio of undissipated excess pore water pressure of an arched iu -distribution in 
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comparison with the undissipated excess pore pressure of a purely sinusoidal iu -distribution. 

This is similar to the procedure outlined in Chapter 3, where the variable aR  was introduced 

to compare non-uniform iu -distributions with a uniform iu -distribution, which can be 

adjusted to incorporate a sinusoidal iu -distribution rather than a uniform iu -distribution as 

follows: 
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In Eq. (5.1), the numerator represents the total undissipated excess pore water pressure due 

to an arched iu -distribution at some point during consolidation (T ) and the denominator 

denotes the total undissipated excess pore water pressure due to a sinusoidal iu -distribution 

at that same point in time.  

 
Figure 5.2 – Pore water pressure isochrones due to an arched ui-distribution with accompanying 

sinusoidal approximations 
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The ratio of these values (aR ) varies with time and is highly dependent upon sample 

dimensions – smaller values of DH /  see the excess pore water pressure tending towards a 

sinusoidal shape (i.e. 1=aR ) much earlier during consolidation. A plot of aR  from Eq. 

(5.1) with T  in Figure 5.3 shows that the isochrones due to an arched iu -distribution where 

the sample height to diameter ( DH / ) ratio is less than 2 become perfectly sinusoidal at 

07.0=T . For larger DH /  ratios, the isochrones do not become sinusoidal until 

09.0=T . 

 
Figure 5.3 – Tendency of pore water pressure isochrones to become sinusoidal in shape for different 

H/D values, under doubly drained conditions 

Assuming a sinusoidal iu -distribution, a graph similar to that shown in Figure 5.1 can be 

developed, which is shown in Figure 5.4. In this case, the maximum base pore pressure was 

determined to be 61.1% of the applied pressure. In contrast with the arched iu -distribution in 

Figure 5.1, the sinusoidal iu -distribution results in a more pronounced peak in base pore 

water pressures shortly after the singly drained test has commenced, as shown in Figure 

5.4(b). This peak in base pore water pressure is a clear indication of pore pressure 

redistribution. Thus, if the experimental measurement of base pore water pressures during 

testing exhibits this time lag before reaching the maximum pressure, pore pressure 

redistribution can be said to occur. 
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Figure 5.4 – Consolidation behaviour due to a sinusoidal ui-distribution in terms of (a) pore pressure 

isochrones for T = 0.02, 0.06, 0.1, 0.2... 1.0, and (b) variation in pore pressure at z = H with T   

Testing went ahead using a known soil with already determined consolidation properties. A 

number of tests were conducted, all of which yielded very similar results. An example of the 

analysis that took place is as follows. First, the soil was loaded into the tall oedometer in 

slurry form and allowed to settle overnight. Any excess water was siphoned off the surface 

the following morning, after which a small pressure of 20 kPa was applied. Loading was 

then increased according to LIR of unity until 160 kPa was reached, with doubly drained 

conditions maintained throughout. For the subsequent applied surcharge of 300 kPa, the 

doubly-to-singly drained test was conducted and base pore pressures recorded.  

The 60K  soil described in Table 4.1 (Chapter 4) was used for these tests. According to the 

research conducted in Chapter 4, the anticipated value of vc  for this soil and under the 

applied pressure range of 140-350 kPa is approximately 7.0-9.0 m2/yr. The height of the 

sample at the start of testing was 129 mm. By combining these parameters, the earliest time 

(a) 

(b) 
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at which base drainage must be halted ( sin,blockt ) in order to achieve a sinusoidal distribution 

of excess pore water pressure can be calculated as follows: 

 

min,

2
0

sin,
v

s
block c

HT
t =  (5.2) 

where sT  is the time factor at which pore pressures are sinusoidal (0.07 from Figure 5.3), 

0H  is the height of the sample upon application of 300 kPa applied pressure and min,vc  is the 

taken as the minimum possible value of vc  (7.0 m2/yr) for that pressure increment in order 

to determine a conservative value for sin,blockt . The test was subsequently conducted for  

blockt  = 2 hrs (which is greater than the calculated value for 46.1sin, =blockt hrs), after which 

time pore water pressures at the bottom of the specimen were manually recorded until 

consolidation was complete. In order to verify the experimental data using theory, the raw 

data had to be adjusted – the base pore water pressures were normalised by the maximum 

value achieved during testing, and the times at which these pressures were recorded were 

then converted to time factor values. To do this, a value of vc  was required. After manually 

varying the input vc  value within MATLAB, the best fit between experimental and 

theoretical data was found to occur when vc  = 8.5 m2/yr, which lay within the anticipated 

region of vc  values (7.0-9.0 m2/yr). The results are displayed in Figure 5.5 which shows a 

good alignment between experimental results and the theoretical curve from Figure 5.4(b). 

 
Figure 5.5 – Variation in experimental and theoretical base pore water pressure with time for a 

sinusoidal ui-distribution with one-way drainage 
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Whilst the experimental trend closely models theory, there were some discrepancies between 

the maximum base pore water pressures achieved during testing and the theoretical 

maximum. For an applied surcharge of 300 kPa (increased by 140 kPa from 160 kPa), the 

theoretical maximum base pore water pressure that should occur during testing is 

5.85140611.0 =×  kPa. However, the maximum pressure that was achieved during testing 

was 40 kPa, which is only 47% of the theoretical maximum. This discrepancy was attributed 

to the stiffness of the pore water pressure measuring system which potentially allowed partial 

drainage of pore water from the base of the sample. Other past investigations involving 

recordings of base pore water pressure encountered similar partial drainage problems 

(Whitman et al. 1961, Perloff et al. 1965, Robinson 1999). Despite this minor discrepancy, 

the results support the theory and provide evidence of the pore pressure redistribution 

phenomenon.  

5.3 Generalised curve-fitting procedures 

Using the same principle of doubly-to-singly drained testing to create a non-uniform iu -

distribution that is sinusoidal in shape, some of the modified curve-fitting procedures 

developed in Chapter 4 (Section 4.4) can be easily verified. 

5.3.1. Singly drained layer subjected to a sinusoidal u i-distribution 

Using the approach outlined in Section 5.2, it is also possible to verify the modified curve-

fitting procedure proposed in Chapter 4 (Section 4.4) for a singly drained soil layer subjected 

to a sinusoidal iu -distribution. These tests were conducted using the tall oedometer 

apparatus outlined in Chapter 4.  

Experimental Strategy 

Consider the average degree of consolidation curves shown in Figure 5.6. The TU −  curve 

1-2-3 depicts the rate of consolidation of a doubly drained soil layer subjected to a uniform 

(or arched as long as 2/ <DH ) iu -distribution. The consolidation process (shown in blue) 

1-2-4 is part doubly drained, and part singly drained. From 1 to 2, the layer is doubly 

drained. At 2, the base drainage valve is closed and the system becomes singly drained 

which leads to a much slower rate of consolidation (as outlined by 2 to 4 in comparison with 

2 to 3). Provided the distribution of excess pore water pressure with depth at the time 

drainage is halted (blockt ) is sinusoidal, the section between points 2 and 4 can be treated as a 

new consolidation process which equates to a singly drained layer subjected to a sinusoidal 

iu -distribution. Excluding any previous settlement, this process can also be represented by 
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the green TU −  curve (where the average degree of consolidation was calculated using a 

sinusoidal iu -distribution). Thus, if this test were reproduced within a laboratory setting, the 

data obtained from points 2 to 4 could feasibly be analysed using the modified curve-fitting 

procedure for a singly drained layer subjected to a sinusoidal iu -distribution to obtain the vc  

value of the soil.  

 
Figure 5.6 – Average degree of consolidation curves translating a doubly drained layer to a singly 

drained layer subjected to a sinusoidal ui-distribution  

This process was carried out using the 60K  soil described in Chapter 4, where the initial 

height of the sample was varied to assess the effect of the DH /  ratio. As outlined in 

Chapter 4, the expected value of vc  for this soil within the applied pressure range of 80-160 

kPa is approximately 5.5-9.0 m2/yr. A summary of the theoretical sin,blockt  values calculated 

using Eq. (5.2) from two tests conducted under 160 kPa applied pressure is shown in Table 
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5.1, along with the actual blockt  values used during testing, their corresponding values of 

blockT , and the settlement measured at blockt  ( blocks ). 

Table 5.1 – Details of doubly drained to singly drained testing 

  Test 1 Test 2 

Experimental 
parameters 

0H  (mm) 141 100 

DH /  1.84 1.32 

blocks  (mm) 3.22 3.57 

blockt  (mins) 98 40 

blockT   0.05 0.04 

Limiting 
factor sin,blockt  (mins) 133 67 

 

As shown in Table 5.1, the times at which base drainage was halted during Tests 1 and 2 

were actually less than the conservative value of sin,blockt  calculated using Eq. (5.2). Thus, 

further examination is required to determine if, and how closely the percentage consolidation 

of a singly drained layer subjected to one of these not-yet-sinusoidal isochrones (07.0<T ) 

behaves in comparison to a singly drained layer subjected to a sinusoidal iu -distribution.  

As established previously, once the base drainage valve has been closed, any subsequent 

consolidation can be treated as an entirely new consolidation process where the pore water 

pressure distribution at blockT  is treated as the new ‘initial’ distribution, where blockT  is the 

time factor corresponding to blockt . By selecting particular isochrones and treating them as 

new ‘initial’ distributions, it is possible determine the value of blockT  for which the problem 

behaves as if the iu -distribution were perfectly sinusoidal. For instance, if the pore pressure 

isochrones due to an arched iu -distribution in Test 1 (where 84.1/ =DH , from Table 5.1) 

are revisited, it can be seen that the isochrones appear sinusoidal before they technically 

become sinusoidal. This is evident in Figure 5.7 where the blue isochrones are purely 

sinusoidal (according to the 07.0=T  cut-off established previously) and the red isochrones 

have yet to become sinusoidal.  
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Figure 5.7 – Excess pore water pressure isochrones due to an arched ui-distribution with two-way 

drainage 

It was considered appropriate to conduct a comparison in terms of average degree of 

consolidation, since the modified curve-fitting procedures are reliant on this parameter. This 

exercise was completed for small values of blockT  (0.01 and 0.04), where it is known that the 

distribution of excess pore water pressure is not yet completely sinusoidal. The results are 

shown in Figure 5.8, where the blue TU −  curve indicates the consolidation behaviour of a 

singly drained soil layer subjected to a true sinusoidal iu -distribution. The isochrones 

corresponding to blockT  = 0.01 and 0.04 (due to an arched iu -distribution with two-way 

drainage) were used as ‘initial’ excess pore water pressure distributions with subsequent one-

way drainage to generate TU −  curves for comparison with the TU −  curve resulting 

from a sinusoidal iu -distribution with one-way drainage (shown in blue). It is evident that if 

bottom drainage is halted even in the very early stages of consolidation, the subsequent 

process still closely follows the sinusoidal TU −  curve.  

Using Figure 5.8, it can be concluded that as long as 04.0>blockT , any consolidation 

settlement that occurs during the singly drained portion of the test can be independently 

analysed using the modified curve-fitting technique for a sinusoidal iu -distribution (with 
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one-way drainage). Thus, even conservatively, the values of blockT  in Table 5.1 still meet this 

requirement.  

 
Figure 5.8 – Average degree of consolidation curves using Tblock = 0.01 and 0.04 isochrones of an 

arched ui-distribution as ‘initial’ ui-distributions with subsequent one-way drainage 

Results – Singly drained consolidation process (2 to 4) 

Using the factors provided in Chapter 4 (Section 4.4), Figures 5.9 and 5.10 were developed, 

each of which depict the modified Casagrande and Taylor curve-fitting methods for a 

sinusoidal iu -distribution with one-way drainage.  

Based on the data obtained from the singly drained portion of the process only (from points 2 

to 4 in Figure 5.6), subsequent values of vc  were predicted using the modified Casagrande 

and Taylor methods (denoted by Casvc ,  and Tayvc ,  respectively). In Test 1 (i.e. the 141 mm 

thick sample), approximately 50% of the total settlement data occurred under singly drained 

conditions, whereas in Test 2, 70% of the data corresponded to singly drained conditions, 

each of which were used in the modified curve-fitting techniques.  
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Figure 5.9 –  Modified Casagrande curve-fitting procedure for a singly drained layer subjected to a 
sinusoidal ui-distribution 

 
Figure 5.10 –  Modified Taylor curve-fitting procedure for a singly drained layer subjected to a 

sinusoidal ui-distribution 
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Using the settlement data corresponding to the singly drained portion of the test only, the 

modified Taylor and Casagrande curve-fitting methods were used to determine the value of 

vc . To do this, it was first necessary to subtract blockt  from all singly drained t  values so that 

the x -axis of the sinusoidal singly drained plot spanned from 0=t  to blocktt −100  rather 

than blockt  to 100t . An example analysis is shown in Figure 5.11 for the Test 1 settlement 

data.  

 
Figure 5.11 –  Example analysis using (a) modified Casagrande curve-fitting technique, and (b) 

modified Taylor curve-fitting technique 

It should be noted that the ‘initial’ thickness (0H ) used to conduct these analyses was 

calculated by subtracting the total settlement that occurred during the doubly drained process 

( blocks ) from the actual initial thickness.  

Results – Doubly-to-singly drained consolidation process (1 to 4) 

Although the expected range of vc  values for the 60K  mix operating under an applied 

pressure of 160 kPa is already known (5.5-9.0 m2/yr), the vc  value for each particular 

doubly-to-singly drained test was also determined using a trial-and-error type procedure 

implemented in the program MATLAB. Here, the entire set of data was fitted to the 

theoretical curve contained within points 1 and 4 in Figure 5.6. To do this, the settlement 

readings taking during testing had to be scaled to reflect percentage consolidation. Thus, the 

compression readings that corresponded to 0% and 100% primary consolidation were 

required. This was done using the same tangent principles behind determining 0d  and 100d  

in the traditional Casagrande method. Then, all compression readings were converted to 

percentage consolidation.  

(a) (b) 
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Using various values of vc , the raw times corresponding to each compression reading were 

converted to time factor values which were then plotted against percentage consolidation. 

Based on results collected during Test 1, the value of vc  that gave the best fit (when viewing 

the process as a whole) was 7.0 m2/yr, which lies within the expected region. This value was 

also independently achieved using the results collected during Test 2 which suggests 

confidence in the repeatability of the test. The resulting plots of experimental data versus the 

theoretical TU −  curve (from points 1 to 4 in Figure 5.6) are shown in blue in Figures 5.12 

and 5.13 for Tests 1 and 2, respectively. The singly drained portion of the blue TU −  curve 

in Figures 5.12 and 5.13 was theoretically determined for blockT  = 0.06 and 0.08, and blockT  = 

0.05 and 0.06 for Test 1 and Test 2, respectively, to cover the expected range of vc  values 

(from 6.0-8.0 m2/yr). This was deemed necessary due to the circular nature of the problem; 

to calculate the value of vc , the experimental data must be fitted to the theoretical curve, 

which also requires the value of vc .  

The values of vc  obtained using the modified curve-fitting procedures applied to the singly 

drained data only resulted in the following values for Casvc ,  and Tayvc , : 7.9 and 8.2, and 7.6 

and 8.3 m2/yr for Tests 1 and 2, respectively. These values were used to non-dimensionalise 

the experimental data for comparison with the theoretical TU −  curve. The results shown in 

green in Figures 5.12 and 5.13 represent the non-dimensionalised experimental data obtained 

from the singly drained portion of the tests only, which are in close agreement with the 

theoretical curve for a sinusoidal iu -distribution with one-way drainage. 
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Figure 5.12 –  Comparison between values of cv obtained using trial and error versus modified curve-

fitting technique (sample of 141 mm height subjected to an applied load of 160 kPa) 

 
Figure 5.13 –  Comparison between values of cv obtained using trial and error versus modified curve-

fitting technique (sample of 100 mm height subjected to an applied load of 160 kPa) 
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A summary of the consolidation parameters obtained using the modified curve-fitting 

methods in comparison with the ‘true’ values evaluated using the trial-and-error MATLAB 

process is provided in Table 5.2.  

 Table 5.2– Results from Tests 1 and 2 obtained using (a) MATLAB trial-and-error, and (b) modified 
curve-fitting techniques 

 

 

 

 

 

 

 

 

 

Overall, these results suggest the modified Casagrande and Taylor curve-fitting methods are 

effective in evaluating the coefficient of consolidation of a singly drained soil layer subjected 

to a sinusoidal iu -distribution. Furthermore, this exercise could potentially be repeated to 

verify the efficacy of the modified curve-fitting method corresponding to a doubly drained 

layer subjected to an half-sinusoidal iu -distribution. Here, the test would begin as a singly 

drained process and then revert to doubly drained conditions after an half-sinusoidal iu -

distribution was achieved.  

5.3.2. Doubly drained layer subjected to a sinusoidal u i-

distribution 

Using the same principles outlined in Section 5.3.1, it is possible to also verify the modified 

Taylor and Casagrande curve-fitting procedures for a doubly drained layer subjected to a 

sinusoidal iu -distribution. In fact, it is much easier to do this since any portion of the data 

obtained during a conventional oedometer test can be used (after the pore pressure has 

become sinusoidal). 

(a) (b) 

  Total 
(1 to 4) 

Test 1 
d0 (mm) 0.42 

d100 (mm) 5.4 
cv (m

2/yr) 7.0 

Test 2 
d0 (mm) 1.7 

d100 (mm) 5.9 
cv (m

2/yr) 7.3 
 

   Sine 
(2 to 4) 

Test 1 

Percentage data used 50% 
tblock (min) 98 

Casagrande 
d0 (mm) 3.2 

d100 (mm) 5.4 
cv (m

2/yr) 8.2 

Taylor 
d0 (mm) 3.2 

d100 (mm) 5.3 
cv (m

2/yr) 7.9 

Test 2 

Percentage data used 70% 
tblock (min) 40 

Casagrande 
d0 (mm) 3.6 

d100 (mm) 5.9 
cv (m

2/yr) 8.3 

Taylor 
d0 (mm) 3.6 

d100 (mm) 5.8 
cv (m

2/yr) 7.6 
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Experimental Strategy 

As demonstrated in Figures 3.34 and 3.35, where the variation in aR  with T  was observed 

for non-uniform iu -distributions in comparison with a uniform iu -distribution, the time 

factor at which the pore pressure decay of a uniform iu -distribution becomes sinusoidal is 

approximately 0.03, provided the soil layer is doubly drained. Thus, any portion of 

settlement corresponding to 03.0>T  can be analysed using the modified curve-fitting 

procedures for a sinusoidal iu -distribution with two-way drainage. This is illustrated by 

Figure 5.14, which provides the average degree of consolidation curves due to uniform and 

sinusoidal iu -distributions for a doubly drained soil layer.  

The TU −  curve 1-2-3 corresponds to the percentage settlement-time curve obtained during 

traditional oedometer testing.  

 
Figure 5.14 – Average degree of consolidation curves translating a doubly drained layer subjected to 

uniform or sinusoidal ui-distributions 

1 

3 

2 

2 

s 
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The blue portion of this curve (from 2 to 3) depicts the percentage consolidation that occurs 

when the excess pore water pressure isochrones are sinusoidal in shape. The data obtained 

between points 2 and 3 can thus be analysed using the modified curve-fitting procedure for a 

sinusoidal iu -distribution with two-way drainage (denoted by the green curve in Figure 

5.14). In fact, unlike the singly drained procedure outlined in Section 5.3.1, any set of data 

obtained between s and 3 (where s  is an arbitrary point within the region 2 to 3) can be 

analysed using this method since the distribution in excess pore water pressures remains 

sinusoidal throughout. This means that, in essence, there are multiple values of vc  that can 

be obtained from just one oedometer test, which may be useful for validation purposes. 

Using settlement data corresponding to the sinusoidal portion of the test only, the modified 

Taylor and Casagrande curve-fitting methods were used to determine the value of vc . The 

time chosen from which to analyse the sinusoidal data (st ) was varied, so that different 

portions of the sinusoidal section were analysed.  

For this doubly drained analysis, two different soil samples were used (60K  and DM ) 

along with two different oedometer apparatus’, the tall oedometer described previously and a 

standard oedometer. The earliest conservative time from which data could be extracted 

( sin,st ) was calculated using Eq. (5.2) and is shown in Table 5.3, along with actual testing 

parameters.  

Table 5.3– Details of doubly drained testing 

  Data set 1 Data set 2 

Experimental 
parameters 

Test type Standard Tall 

Soil type DM  60K  

Applied pressure (kPa) 8.29 160 

Expected vc  range (m2/yr) 0.2-0.4 5.5-9.0 

0H  (mm) 19.6 111 

DH /  0.3 1.6 

1ss (mm) 1.8 2.8 

1st (min) 66 47 

1sT  0.07 0.04 

Limiting 
factors 

sin,st  (min) 30 47 

sT  0.03 0.04 
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Although two sets of data were extracted from the settlement-time data obtained from one 

oedometer test, only the first settlement-time point (1ss , 1st ) from which data was extracted 

is provided in Table 5.3 to ensure it meets the limiting criterion (i.e. ss TT ≥1 ). 

Results 

Using the factors provided in Chapter 4 (Section 4.4), Figures 5.15 and 5.16 were developed, 

each of which depict the modified Casagrande and Taylor curve-fitting methods for a 

sinusoidal iu -distribution with two-way drainage. Using the data from two independent 

doubly drained oedometer tests, values of vc  were subsequently predicted using the 

modified Casagrande and Taylor methods (Casvc ,  and Tayvc ,  respectively).  

When conducting the modified curve-fitting analysis, it was necessary to shift each data set 

back to 0=t , as if each were its own new consolidation test. To do this, st  was subtracted 

from all t  values within the selected data segment so that the x -axis of the sinusoidal 

doubly drained plot spanned from 0=t  to stt −100  rather than st  to 100t  (similar to the 

procedure outlined in Section 5.3.1). 

 

Figure 5.15 – Modified Casagrande curve-fitting procedure for a doubly drained layer subjected to a 
sinusoidal ui-distribution 
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Figure 5.16 –  Modified Taylor curve-fitting procedure for a doubly drained layer subjected to a 

sinusoidal ui-distribution 

For the Casagrande analysis, the experimental settlement (d ) was plotted against logarithm 

of time (t ), as shown in Figures 5.17 and 5.18 which correspond to data sets 1 and 2, 

respectively. The td log−  curves for both uniform and sinusoidal cases are shown on the 

one plot for clarification purposes. However, the analysis for each case was conducted using 

separate plots so that the y -axis could be adjusted accordingly for accuracy.  

In Figures 5.17 and 5.18, points 1 to 3 indicate the set of data that was analysed using the 

traditional Casagrande curve-fitting method. The data between points 2a and 3 was extracted 

and shifted back so that the array of time values for this data began at 0≈t  hrs. The 

subsequent td log−  plot was then analysed using the modified Casagrande method for a 

sinusoidal iu -distribution with two-way drainage. This procedure was repeated for the 

smaller set of compression data contained with points 2b to 3. It is clearly evident that point 

2a in Figures 5.17 and 5.18 (selected at t  = 66 min and 47 min, respectively) adhere to the 

restrictions set by sin,st  calculated using Eq. (5.2), provided in Table 5.3. It should be noted 

that any point between sin,st  and 3 could have been selected to analyse the data – the points 

2a and 2b were simply arbitrarily selected.  
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Figure 5.17 – Analysis of data set 1 using traditional and modified Casagrande curve-fitting 

techniques 

 
Figure 5.18 – Analysis of data set 2 using traditional and modified Casagrande curve-fitting 

techniques 

ts,sin = 30 min 

ts,sin = 47 min 
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When using the modified Casagrande method, 0d  was easily identified as the settlement 

corresponding to st . The settlement corresponding to 100% primary consolidation ( 100d ) 

was identical to the value determined using the traditional Casagrande method. Overall, the 

major contributor to the difference in methods is the value of 50T , which is 0.07 compared 

with the value corresponding to a uniform iu -distribution which is 0.049.  

For the Taylor analysis in traditional terms, the experimental settlement was plotted against 

5.0t  as shown in Figures 5.19 and 5.20, which correspond to data sets 1 and 2, respectively. 

However, when using the modified Taylor method, the x -axis must be of the form 97.0t  (see 

Table 4.4) in order to adequately capture the initial ‘straight-line’ portion of the. As a result, 

the sinusoidal 97.0td −  curves are shown as insets in Figures 5.19 and 5.20. The tangent 

lines characteristic of the Taylor method have been included in Figures 5.19 and 5.20 for the 

uniform case and the first sinusoidal set of data (from points 2a to 3) to illustrate the 

differences in methods.  

 
Figure 5.19 – Analysis of data set 1 using traditional and modified Taylor curve-fitting techniques 
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Figure 5.20 – Analysis of data set 2 using traditional and modified Taylor curve-fitting techniques 

It is important to note that the straight-line portion of the sinusoidal 97.0td −  curve is much 

smaller than that of the uniform 5.0td −  curve. This can be explained by re-examining Table 

4.4, which shows that the ‘straight-line’ approximation for the sinusoidal case only applies to 

11% of the total settlement, whereas the ‘straight-line’ portion of the uniform case applies to 

52% of the total settlement. Thus, when using the modified Taylor method, it is important 

not to try and force the line through more data points than necessary.  

In order to verify the values of vc  calculated using the modified curve-fitting methods for a 

sinusoidal iu -distribution with two-way drainage, the data as a whole (i.e. a doubly drained 

layer subjected to a uniform iu -distribution) was also analyzed using traditional Casagrande 

and Taylor curve-fitting methods for comparison. A summary of the consolidation 

parameters obtained using the traditional and modified curve-fitting methods for data sets 1 

and 2 is provided in Table 5.4. The values of vc  obtained by applying the modified 

Casagrande method to the sinusoidal data are consistently less than the values obtained using 

the tradational method, but only to a very small degree (approximately 15%). This is also 

evident upon examination of the vc  values obtained using the Taylor method. Overall, vc  
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values obtained using modifed curve-fitting methods aligned with those obtained 

traditionally, even when only 29% of the data was used in the analysis (as was the case for 

the Sine 2b-3 analysis in data set 1).  

Table 5.4 – Results obtained using traditional and modified curve-fitting techniques to analyse data 
sets 1 and 2 

   Uniform Sine 

Data 
set 1 

Percentage data used 100% 47% 29% 
ts (hrs) 0 1.1 2.6 

Casagrande 
d0 (mm) 0.38 1.8 2.2 
d100 (mm) 2.5 2.5 2.5 
cv (m

2/yr) 0.23 0.19 0.19 

Taylor 
d0 (mm) 0.39 1.8 2.2 
d100 (mm) 2.3 2.4 2.4 
cv (m

2/yr) 0.29 0.22 0.23 

Data 
set 2 

Percentage data used 100% 61% 42% 
ts (min) 0 0.68 1.1 

Casagrande 
d0 (mm) 0.40 2.8 4.0 
d100 (mm) 5.9 5.9 5.9 
cv (m

2/yr) 6.9 5.9 5.9 

Taylor 
d0 (mm) 0.61 2.8 4.0 
d100 (mm) 5.8 5.9 5.9 
cv (m

2/yr) 5.9 5.7 5.2 

Although the differences between the traditional and modified curve-fitting methods appear 

minor, it is important to acknowledge the importance of these differences. For example, if 

the traditional Casagrande method was used to analyse the sinusoidal data, the predicted 

values of vc  would be approximately 50% less than the actual value. This variation would 

be further exacerbated if the traditional Taylor method was used instead of the modified 

method, where vc  values as much as 10 times the actual vc  of the soil can be expected. 

Clearly, the modifications to the traditional curve-fitting methods play a significant role in 

the determination of accurate values of vc  in these sinusoidal iu -distribution cases.   

In order to make a definitive conclusion regarding the efficacy of the modified curve-fitting 

methods, the experimental data was plotted against theoretical values using each set of 

parameters from Table 5.3 similar to the analysis conducted in Section 4.2. These results are 

shown in Figures 5.21 and 5.22, which correspond to data sets 1 and 2, respectively. In 

general there is a close agreement between theoretical and experimental results. However, it 

appears that the Taylor method consistently outperforms the Casagrande method in terms of 

the fit achieved between experimental data and theory. 
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Figure 5.21 – Experimental vs theory using (a) cv,Cas and (b) cv,Tay for data set 1 

 

 

Figure 5.22 – Experimental vs theory using (a) cv,Cas and (b) cv,Tay for data set 2 

The modified curve-fitting procedures were successfully used to analyse the data obtained 

during the doubly drained consolidation of a soil layer. It is possible to apply the same 

principle to a singly drained layer. Here, the modified curve-fitting method for a half-

sinusoidal iu -distribution with one-way drainage would be used to analyse the data instead.  

5.3.3. Practical Implications 

The proposed modified curve-fitting methods have many potential applications when it 

comes to back-calculation of the coefficient of consolidation, and in field predictions of 

settlement. In fact, by using these methods, some common difficulties regarding back-

calculation of consolidation properties can be avoided. For instance, if an initial period of 

(a) (b) 

(a) (b) 
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settlement versus time is unknown, the remaining data that was collected need not be 

discarded. An analysis using sinusoidal or half-sinusoidal curve-fitting procedures (for 

doubly or singly drained layers, respectively) can still take place at any time, as long as 

consolidation is not yet complete.  

Furthermore, if the soil layer being considered was initially subjected to an unknown non-

uniform iu -distribution, the majority of settlement behaviour can still be predicted using the 

sinusoidal or half-sinusoidal solutions since the decay of excess pore water pressure will 

inevitably return to one of these shapes. That is, some short time later (depending, of course, 

on the coefficient of consolidation and thickness of the soil being considered), the process 

will have returned to a familiar sinusoidal/half-sinusoidal process where the consolidation 

behaviour is known.  

The prediction of vc  has long been a contentious issue among geotechnical engineers, as 

evidenced by the numerous evaluation techniques available in literature. Many of these 

methods require complicated analysis techniques, while others are as unreliable as they are 

simple. Many geotechnical engineers and laboratory technicians will invariably return to the 

widely used Taylor and Casagrande methods to analyse settlement-time data. The benefits of 

using one of the modified curve-fitting procedures proposed within this study to analyse data 

obtained from a laboratory oedometer test are threefold; 

1. The user is sure to be already familiar with the basic steps involved in the popular 

Taylor and Casagrande curve-fitting methods. The advantage associated with the 

modified Taylor and Casagrande methods is that the overall procedure remains the 

same – it is only the curve-fitting parameters that are adjusted to account for the 

sinusoidal/half-sinusoidal iu -distribution.  

2. Depending on the type of soil being tested, immediate settlement can introduce 

complications regarding identification of the start of primary consolidation (0d ). Since 

the modified curve-fitting methods exclude the initial portion of the settlement-time 

data anyway, immediate settlement is no longer an issue and the evaluation of 0d  

becomes considerably more straightforward.  

3. Multiple values of vc  can be obtained from just one set of data, which can be 

extremely useful when there is some existing doubt as to the validity of the 

conventionally calculated vc . For example, when the settlement-time curve does not 
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follow the ideal ‘s-shape’ (when in log-scale), the prediction of vc  can become more 

subjective. In these cases, it would be unwise to rely on a single value of vc .  

Al though there are numerous advantages to the aforementioned techniques for calculating 

vc , these methods are still reliant on Terzaghi’s one-dimensional consolidation theory which 

does not account for secondary compression (or creep). Rather, to use these methods, the 

assumption that creep begins at the end of primary consolidation must be valid. Depending 

on the type of soil, this assumption may have a significant impact on the determination of the 

coefficient of consolidation.  

5.4 Summary 

By recreating a non-uniform initial excess pore water pressure distribution within a 

laboratory setting, important theoretical results gathered in Chapters 3 and 4 were 

experimentally verified. The phenomenon of pore pressure redistribution during 

consolidation was successfully verified for a sinusoidal iu -distribution with one-way 

drainage. Data gathered from these tests were also analysed using the modified curve-fitting 

procedure for a sinusoidal iu -distribution with one-way drainage. The calculated vc  values 

align with those determined using standard oedometer testing and analysis. The modified 

curve-fitting technique for a sinusoidal iu -distribution with two-way drainage was also 

experimentally validated, and potential applications of this technique were explored.  
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Chapter 6:  Time-dependent loading 

6.1 General 

In certain geotechnical applications, it is necessary to estimate the consolidation settlement 

of a soil layer that is subjected to an increase in vertical total stress that occurs over a 

prolonged period of time. Structural loading on a foundation, or surcharge loading on a clay 

layer, are cases where time-dependent loading must be considered – the assumption of an 

instantaneously applied load no longer applies. Over the years, several methods for 

calculating primary consolidation settlements that occur under time-dependent loading have 

been developed (Gibson 1958, Olson 1977, Zhu and Yin 1998, Conte and Troncone 2006, 

Zhu and Yin 2005, Hsu and Lu 2006, Hanna et al. 2011). Olson (1977) derived a 

mathematical solution to one-dimensional consolidation for constant rate loading (or ramp 

loading) in which the vertical total stress is assumed to be uniform with depth. That is, a 

uniform initial excess pore pressure distribution was considered. Hsu and Lu (2006) 

extended Olson’s work by allowing vc  to vary with applied pressure.  

Studies conducted by Gibson (1958) account for the compression of the soil layer during 

deposition. Schiffman and Stein (1970) proposed a general solution for multi-layered clay 

undergoing one-dimensional consolidation that accounts for the loading history. Zhu and Yin 

(1998) extended the investigation into ramp loading by considering an excess pore water 

pressure distribution that varies linearly with depth and time. Conte and Troncone (2006) 

used Fourier analysis to study consolidation due to time-dependent loading including static 

and cyclic loads. Their theoretical results were verified using laboratory test data and case 

histories. 

Hanna et al. (2011) recently proposed a simple and easily applicable method for calculating 

construction and post-construction settlements, which is further explored within this chapter. 

Here, the initial distribution of excess pore water pressure is assumed to remain constant 

over the depth of the soil layer.  

6.2 Ramp loading 

In field scenarios, a load is rarely applied instantaneously, but instead is applied in steps as 

construction or preloading takes place. This stepped construction can be approximated by a 

constant rate of loading, or ramp loading (RL) as shown in Figure 6.1. 

By reducing the loading to a constant rate, and discretising the ramp loading into 

infinitesimal pressure increments (as in Figure 6.2) an expression for the percentage 
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consolidation at the end of constant rate loading can be developed (Hanna et al. 2011). This 

relationship is dependent upon the assumption that the infinitesimally applied loads all 

generate a uniform distribution of excess pore water pressure with depth.  

 
Figure 6.1 – Approximating actual loading rate with constant rate loading 

 
Figure 6.2 – Infinitesimal pressure increments applied during loading 

It is assumed that the total applied pressure on the soil layer is applied at a rate, C . If the 

pressure is applied consistently over the time period Lt  (i.e. construction time), the total 

RL approximation 

Construction loading 

Post-construction loading 
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pressure ( Lq ) at the end of loading is LCt  (see Figure 6.1). If the loading were 

instantaneous, this would equate to the initial excess pore water pressure, iu . That is, 

 
Li Ctu =  (6.1) 

Similarly, the pressure applied on the soil layer during an infinitesimal time period (dt ) is 

Cdt  (as in Figure 6.2). This translates to an infinitesimal increase in excess pore water 

pressure ( iu∆ ) of Cdt , at time t , throughout the soil layer.  

At the completion of loading (i.e. at Lt ), some of this excess pore water pressure will have 

dissipated. The fraction of excess pore water pressure dissipated at Lt  is ttL
U − , where ttL

U −  

is the average degree of consolidation during the time period ttL − , developed using 

Terzaghi’s consolidation theory. This can be written as: 

 CdtUuu ttti LL −=∆−∆  (6.2) 

where iu∆  = initial excess pore water pressure increase due to the infinitesimal pressure 

increment Cdt , and 
Lt

u∆  = corresponding excess pore water pressure from this pressure 

increment that remains undissipated at Lt .  

By adding all infinitesimal time intervals, the excess pore water pressure that has dissipated 

at Lt  is given by: 

 

∫
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where 
Lt

u  = excess pore water pressure at Lt , taking into account the entire loading over the 

duration Lt . This is a fraction of iu  (Eq. 6.1) after allowing for pore pressure dissipation 

during time Lt . Eq. (6.3) can also be written as: 
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The expression for average degree of consolidation at Lt  can thus be determined: 
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Eq. (6.5) can also be written as: 
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where 
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Using Eqs. (2.44) and (2.45) and applying them to Eq. (6.6), an expression for LU  can be 

derived for both singly and doubly drained soil layers: 
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The proposed expression for constant rate loading can be used as the baseline for 

determining the construction and post-construction consolidation settlements for any loading 

period ( Lt ). Here, the following adjustments are required;  

During Construction ( Ltt < ) – The ‘final’ consolidation settlement at the end of loading 

( LU ) is proportionally reduced to reflect the fraction of load being applied at t . If the load 

accumulated at time t  is represented by )(tq  and the total load at the end of loading is given 

by Lq , the consolidation settlement during construction can be calculated as follows: 
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Post-construction ( Ltt > ) – The problem can now be treated as an instantaneous case, where 

the ‘initial’ excess pore pressure distribution (at Ltt = ) is assumed to be sinusoidal or half-

sinusoidal for doubly and singly drained layers, respectively. This assumption is based on the 

knowledge that the excess pore pressure isochrones take a sinusoidal or half-sinusoidal shape 

during consolidation (when considering a uniform initial excess pore water pressure 

distribution). The post-construction consolidation settlements can thus be calculated using 

the following equation: 

 
LL ttLLtt UUUU −> −+= )1(  (6.11) 
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where LU  = average degree of consolidation at the end of constant rate loading (Lt ). The 

LttU −  values are those generated by a sinusoidal/half-sinusoidal initial distribution (due to an 

instantaneously applied load), which are commonly available in literature. These values 

should be selected and used in Eq. (6.11) according to the following time factor: 

 
2
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H
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T Lv

tt L
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The complete post-construction settlement can be plotted in relation to construction 

settlement by then plotting all 
LttU >  values at T  values that have been shifted to account for 

the loading period (i.e. Ltt TTT
L

+= − ).  

Using this procedure and Eq. (6.8), the theoretical settlement-time curves (shown in blue) 

were developed for a singly drained case where the loading period varied according to LT  = 

0.05, 0.2, 0.4 and 0.8, and are shown in Figure 6.3. The ramp loading (RL) curve generated 

using Eq. (6.8) has also been provided for clarity. It can be seen that the TU −  curves 

intersect the base RL curve at their respective LTT =  values.  

Since these TU −  curves were required for a singly drained case, the distribution of excess 

pore water pressure at the end of loading was assumed to follow a half-sinusoidal shape. 

Consequently, the 
LttU −  values used in the post-construction adjustments are due to a half-

sinusoidal distribution with one-way drainage. To illustrate the need for this modification, 

the settlement-time curves that would result from an assumption of uniform excess pore 

water pressure at the end of loading have also been provided in Figure 6.3 (denoted by the 

green lines). Clearly, the rate of settlement is considerably over-estimated if the assumption 

of uniform excess pore water pressure at LT  is adopted in place of a half-sinusoidal 

distribution. In fact, for a loading period of LT  = 0.05, the rate of settlement using this 

uniform assumption actually surpasses the rate of settlement of an instantaneously loaded, 

singly drained layer (denoted by the red line).  

In order to verify the half-sinusoidal assumption when adjusting for post-construction 

settlement , the ‘true’ theoretical settlement-time curves have also been provided in Figure 

6.3. These curves were developed using a discretised approach which is further elaborated 

upon in Section 6.3. It is clearly evident from Figure 6.3 that the assumption of a half-

sinusoidal distribution of excess pore water pressure at LT  is valid for most loading periods. 

However, when the load is applied very quickly (i.e. for small values of LT ), the ramp 
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loading solution actually underestimates the rate of consolidation by a small degree. This is 

because the distribution of excess pore water pressure at these times is actually parabolic in 

nature, and has not yet become sinusoidal.  

 
Figure 6.3 – During and post-construction consolidation settlement for various construction times 

(TL) with one-way drainage permitted 

Since the total applied load in Eq. (6.1) was assumed to adhere to a uniform iu -distribution 

(which has a solution that is interchangeable between singly and doubly drained cases), the 

same settlement-time curves as those shown in Figure 6.3 can be expected for the doubly 

drained case, but using Eq. (6.9) along with LT  values that are 4 times less than the singly 

drained case (i.e. LT  = 0.0125, 0.05, 0.1 and 0.2). Furthermore, the post-construction 

settlement-time portion of the curves would require 
LttU −  values that correspond to a 

sinusoidal iu -distribution with two-way drainage, rather than the half-sinusoidal iu -

distribution with one-way drainage used to develop Figure 6.3. 
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6.2.1. Approximations for ramp loading 

It is widely known (Taylor 1948, Fox 1948) that the early stages of consolidation (for 

52.0<U ) can be mathematically approximated using an exponential function of the form, 

as outlined in Section 4.4.1: 

 BATU =  (6.13) 

where 128.1=A  and 5.0=B  for a case of uniform initial excess pore pressure where the 

load is applied instantaneously.  

Using the procedure outlined in Section 4.3.1, this exponential approximation (Eq. 6.13) was 

also found to apply to the entire region of construction settlement (Ltt < ), regardless of LT . 

However, the constants A  and B  are dependent upon LT . Adjusting the constants A  and 

B  was sufficient to adequately capture the entire construction portion of the settlement-time 

curve. The variation in these approximation constants with time is shown in Figure 6.4.  

 
Figure 6.4 – Approximation constants 

For cases where one-way drainage is permitted, assuming a constant value of 5.1=B  as the 

power constant and adjusting A  accordingly will result in root mean square (RMS) errors 

less than 0.002. 

SD 
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6.3 Discretised loading 

To assess the assumption of a sinusoidal/half-sinusoidal ‘initial’ excess pore pressure 

distribution at Ltt = , the consolidation settlement resulting from time-dependent loading 

was determined using an alternative approach. Here, the constant rate loading was actually 

simulated by applying finite but very small ‘instantaneous’ loads, where each increment had 

a uniform variation in pressure with depth. Thus, the process was still analytically examined, 

but using the solution to Terzaghi’s consolidation theory in Eq. (3.17) for an instantaneously 

applied load. Here, the total load Lq , was divided into a large number of increments (each 

with magnitude q∆ ) which were applied in a discrete fashion over the course of Lt .  

In each case, the load increment was allowed to decay for some fraction of time (T∆ ), upon 

which the next load increment would be added, and subsequent pore pressure decay allowed. 

By increasing the number of increments (i.e. reducing the magnitude of q∆  and T∆ ), it is 

possible to determine the point at which this discretised loading effectively becomes constant 

rate or ramp loading.  

An example of this process is shown in Figure 6.5 for a loading period of 3.0=LT  where 

two-way drainage was facilitated. Here, the number of loading increments was increased 

until the consolidation settlement approached the settlement generated using the ‘true’ ramp 

loading expression. This procedure was repeated for a number of other values of LT   to 

confirm the limiting value of T∆ . It was found that if the time factor between loading 

increments was less than 0.0143, the discretised loading could be considered constant rate 

loading.  

Using this discretised approach, the validity of the sinusoidal/half-sinusoidal assumption 

used in Eq. (6.11) was examined. It was found that for values of 2.0>T  and 05.0>T  for 

one- and two-way drainage, respectively, this assumption is completely valid. However, for 

values of T  less than 2.0  and 05.0  (for one- and two-way drainage), the post-construction 

settlements are underestimated, and consolidation actually proceeds slightly faster than 

anticipated as shown in Figure 6.3. This can be attributed to the shape of the excess pore 

pressure isochrones – in the early stages of consolidation, the shapes of pore pressure 

isochrones resulting from a uniform initial excess pore pressure distribution are actually 

parabolic rather than sinusoidal.  



Lovisa  PhD Dissertation 

  166 

 
Figure 6.5 – Effect of varying number of loading steps within construction period of TL for a doubly 

drained layer 

This is further highlighted in Figure 6.6, where the actual pore pressure isochrones resulting 

from a uniform initial distribution operating under one-way drainage are shown along with 

half-sinusoidal approximations. As suggested by the constant rate loading comparison, the 

isochrones do not become sinusoidal in shape until 2.0=T  (or 5.0=T  in the case of two-

way drainage). 

This discretised approach has many applications beyond constant rate loading. For example, 

surcharge preloading usually takes place in large ‘steps’, where a quantity of fill is deposited 

and allowed to sit for weeks before another deposition occurs. As a result, even the 

assumption of ramp loading in these cases might be unreasonable. Instead, the discretised 

approach outlined in this study can be used to assess the percentage consolidation that will 

occur given any variety of fill history.  

Ramp 
loading 
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Figure 6.6 – Pore pressure isochrones as they become sinusoidal 

6.4 Experimental investigation 

Using the knowledge that applying load increments at time factor intervals of less than 

0143.0=T  will result in a ramp loading-type problem, an experimental study was 

conducted to complement the analytical results. Time-dependent loading tests were carried 

out using the 50K  soil mix described in Table 4.1. 

6.4.1. Discretised approaching constant rate loading 

Two independent oedometer tests were conducted simultaneously (labelled Specimen 1 and 

2), under doubly drained conditions. The relevant consolidation parameters including applied 

stress, total primary consolidation settlement and initial thickness are provided in Table 6.1.  

Table 6.1 – Consolidation parameters 

Specimen 
 q  

(kPa) 
H∆  

(mm) 
0H  

(mm) 

1 
108 0.206 18.576 
215 0.272 18.241 

2 
108 0.257 18.887 
215 0.38 18.429 
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The total pressure was applied over a period of two hours, which corresponds to a time factor 

of approximately 0.3, based on vc  values established previously using standard oedometer 

tests. The load was divided into 240 increments which ensured a small enough T∆  of 

0.00125 (i.e. ramp loading could be reasonably assumed). Physically, this required spooning 

sand into a hanging bucket every 30 seconds. The results for each sample are shown in 

Figure 6.7, and demonstrate a close agreement between the theoretical constant rate loading 

curve and experimental discretised loading curve.  

 
Figure 6.7 – Experimental vs. theoretical time-dependent loading 

6.4.2. Construction settlements 

When the construction settlement versus time is normalised with respect to the end of 

loading values, it can be seen that all construction settlements occur within a relatively 

narrow band, regardless of clay type and loading duration. At the end of loading, Ltt =  and 

Lss= . Therefore, it follows that; 
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LL T

T

t

t =  (6.14) 

and 

 

LL U

U

s

s =  (6.15) 

where Ltt <  (i.e. only considering settlement s  that occurs during construction). Here, U  

and LU  are both based on the same final consolidation settlement that occurs due to the 

applied pressure q .  

The resulting plot of settlement normalised with respect to the settlement at the end of 

loading ( LUU / ) versus time normalised with respect to the loading duration (LTT / ) can be 

seen in Figure 6.8, which is supplemented with experimental data (see Table 6.2).  

 
Figure 6.8 – Theoretical and experimental construction settlements normalised by constant rate 

loading parameters 

Experimental Theoretical 
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When conducting the theoretical analysis, a wide range of LT  values was considered, 

ranging from 0.0025 to 2.5 which covers rapid (almost instantaneous) to very slow loading. 

It is evident from Figure 6.8  that, irrespective of the coefficient of consolidation or loading 

duration, the LUU /  versus LTT /  plot lies within a very narrow band. Essentially, this plot 

is insensitive to the type of clay (i.e. vc ) and duration of loading (Lt ).  

This was confirmed by conducting further laboratory oedometer tests on the 50K  mix 

(Specimens 1 and 2 from Section 6.4.1), where the loading period (Lt ) and total applied load 

( q ) were varied. The normalised settlement-time plots for two load increments, 

corresponding to LT  = 0.4 and 0.6 are also shown in Figure 6.8. Key consolidation 

parameters (vc , 0H  etc.) used to generate the normalised settlement-time plots are shown in 

Table 6.2. Values of vc  calculated using the constant rate loading data align quite well with 

values obtained during conventional oedometer tests where the load was applied 

instantaneously.  

Table 6.2 – Consolidation parameters for comparison of pre-construction settlements within the 
oedometer specimen 

Specimen 
q  

(kPa) 
H∆  

(mm) 
0H  

(mm) 
t0 

(hrs) 
s0 

(mm) LT  
vc  

(m2/yr) 

1 
107.6 0.206 18.576 2 0.17 0.4 0.6 
215.1 0.272 18.241 2 0.22 0.4 0.6 
429.6 0.467 17.85 1 0.34 0.6 1.7 

2 107.6 0.257 18.887 2 0.212 0.4 0.6 
215.1 0.38 18.429 2 0.3 0.4 0.6 

These results suggest that it is possible to determine the coefficient of consolidation from a 

single field measurement of settlement that occurred during the loading period. From this, 

the entire settlement-time plot can subsequently be generated.  

6.5 Summary 

By extending Terzaghi’s one-dimensional consolidation equation to constant rate or ramp 

loading, an expression for the degree of consolidation as a function of time factor was 

developed. Here, the distribution of excess pore water pressure at the end of the construction 

period was assumed to be sinusoidal or half-sinusoidal in shape, for doubly and singly 

drained cases, respectively. By simulating a discretised approach within the program 

MATLAB, this expression was verified for large construction periods. When loading took 

place relatively quickly (i.e. when the loading time factor was less than 0.2 and 0.05 for one- 
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and two-way drainage, respectively), the sinusoidal/half-sinusoidal assumption was found to 

be inaccurate. Furthermore, the discretised loading approach was found to approach a 

constant rate or ramp loading problem when the time factor increment between 

loading intervals was less than 0.0143.  
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Chapter 7:  Summary, conclusions and 
recommendations 

A summary of this dissertation, conclusions and recommendations for possible future work 

have been discussed in this chapter.  

7.1 Summary 

The solution to Terzaghi’s famous one-dimensional consolidation equation can be freely 

found in literature, and is based on a number of assumptions, some of which are considered 

more reasonable than others. Most importantly, infinitesimal deformations are assumed to 

occur in the vertical direction only, and a linear relationship between void ratio and effective 

stress is also assumed. Although other more complex models do exist which address these 

assumptions in a better way, many geotechnical engineers revert back to using Terzaghi’s 

one-dimensional theory as it is considerably more straightforward, and requires minimal 

effort to use. The purposes of this study have been to investigate aspects of Terzaghi’s 

consolidation theory, in particular the assumption of uniform initial excess pore water 

pressure, to see if it is possible to extend the solution whilst maintaining the simplicity that 

makes Terzaghi’s solution so attractive.   

The results obtained during this study were developed by solving Terzaghi’s consolidation 

equation within the program MATLAB, where a collocation approach was adopted to solve 

for series coefficients. The analytical option for solving Terzaghi’s consolidation equation 

has often been avoided in the past due to problems associated with Gibbs phenomenon 

which can occur when discontinuities are present in the initial condition. However, using a 

novel method of truncation developed in this study, Gibbs phenomenon was easily avoided.  

The common assumption of a uniform initial distribution of excess pore water pressure 

within a loaded soil layer has permeated all other aspects of consolidation analyses. For 

instance, common procedures currently used to analyse laboratory data in order to determine 

the consolidation properties of a soil, are based on this assumption. The term ‘maximum 

drainage path length’ has also become a standard consolidation term that is used in everyday 

analyses, despite the fact that it is only practically relevant for a case of uniform initial 

excess pore water pressure.  

This investigation has served to bridge this gap in knowledge by developing a general 

solution to Terzaghi’s consolidation equation that can cater for any initial distribution of 

excess pore water pressure. Theoretical results obtained during this analysis were also 

applied to practical situations in a laboratory setting. These results show that pore pressure 
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redistribution during consolidation is a genuine phenomenon and can be realistically 

expected to occur in singly drained layers where the majority of initial excess pore water 

pressure is located near the surface of the layer (when the impervious boundary is located at 

the base of the layer). 

By modifying current curve-fitting procedures which are used to back-calculate 

consolidation parameters, there are now fewer restrictions on the scope of data that can be 

analysed. That is, settlement-time data is no longer confined to cases where a uniform 

distribution of initial excess pore water pressure is present.  

Knowledge of the dissipation of excess pore water pressure throughout consolidation was 

also applied to time-dependent loading cases. Once construction is complete, the distribution 

in excess pore water pressure can be reasonably assumed to conform to a sinusoidal/half-

sinusoidal shape in doubly/singly drained cases. This assumption proved useful when 

evaluating post-construction settlements. Thus, by conducting a thorough investigation into 

the inner workings of consolidation, it is possible to apply established consolidation 

principles to new and exciting geotechnical problems.  

7.2 Conclusions 

In this investigation, research has been carried out to determine the effect of various non-

uniform initial excess pore water pressure distributions on the consolidation behaviour of 

soil. A summary of the pertinent findings can be found below. 

7.2.1. Excess pore water pressure dissipation 

The consolidation behaviour of a soil stratum subjected to various non-uniform initial excess 

pore water pressure distributions, most of which may occur under foundation and 

embankment loading, was analysed in terms of excess pore water pressure to create a general 

picture of the dissipation process duration consolidation. Depending on the drainage 

conditions (i.e. whether the layer is singly or doubly drained), a range of different 

consolidation responses were observed. As highlighted in many geotechnical textbooks, the 

percentage settlement with time of a doubly drained layer subjected to a uniform initial pore 

pressure distribution is identical to a case of linear initial excess pore water pressure. 

However, the dissipation of excess pore water pressure during consolidation is unique for 

each of these cases.  

The phenomenon of pore pressure redistribution was observed in both singly and doubly 

drained layers, where the values of excess pore water pressure within some parts of the soil 

layer actually increased above their initial values during consolidation. In doubly drained 
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layers, pore pressure redistribution was considered most likely to occur when the non-

uniform initial pore pressure distribution contained a concentrated region of excess pore 

water pressure and minimal pressures elsewhere in the layer. In singly drained layers, pore 

pressure redistribution was prevalent in cases where the initial excess pore water pressure 

distribution contained minimal values of pressure at the impermeable boundary. The 

existence of this phenomenon brings into question the value of the term ‘degree of 

consolidation’ which would actually be negative at depths where pore pressure redistribution 

occurred during consolidation. In these cases, it is best to view the consolidation process in 

terms of the unscaled pore pressure dissipation.  

7.2.2. Average degree of consolidation 

The magnitude of consolidation settlement is often calculated using Terzaghi’s expression 

for average degree of consolidation (U ) with respect to time. Developed during a time of 

limited computing capabilities, Terzaghi’s series solution to the one-dimensional 

consolidation equation is traditionally generalized using a dimensionless time factor (T ), 

where a single TU −  curve is used to describe the consolidation behaviour of both singly 

and doubly drained strata. As a result, any comparisons between one- and two-way drainage 

are indirect, and confined to discrete values of time. By introducing a modified time factor in 

terms of layer thickness (H ) instead of the maximum drainage path length (drH ), it is 

possible to observe the effect of drainage conditions over a continuous range of time, for a 

variety of asymmetric initial excess pore pressure distributions. 

A simple method for adjusting uniform TU −  values to account for non-uniform initial 

excess pore pressure distributions was also developed, which makes use of the highly 

prevalent TU −  values corresponding to a uniform distribution of initial excess pore water 

pressure. This method takes advantage of the fact that at some key point during 

consolidation, the undissipated pressure associated with a non-uniform initial distribution 

will become a fraction of the undissipated pressure associated with a uniform initial 

distribution, and this fraction will remain constant for the remaining duration of 

consolidation. 

7.2.3. Coefficient of consolidation – uniform initial excess pore 

water pressure distributions 

The coefficient of consolidation (vc ) is traditionally determined by fitting observed 

settlement-time data to the theoretical average degree of consolidation versus time factor 

relationship developed by Terzaghi. Although it is widely accepted that different curve-
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fitting methods can produce different values of vc , very few comparisons have been 

conducted to assess the validity of these methods. In this study, the settlement-time data 

gathered from conventional oedometer tests conducted on three different clays were analysed 

using three common curve-fitting techniques; the Casagrande log-time method, Taylor’s 

root-time method and the Cour inflection point method. A new method proposed by the 

authors for calculating vc , which abandons the traditional curve-fitting approach in favor of 

a computational-based approach, was also used to compare these results. In order to assess 

the validity of each vc  value, the experimental results were compared with the theoretical 

average degree of consolidation curve and quantified using the root mean square (RMS) 

error. The efficacy of the designated curve-fitting method was found to significantly depend 

upon the ‘shape’ of the settlement-time curve generated during testing. In general, the Taylor 

method predicted larger values of vc  than the Casagrande method, and correspondingly 

smaller RMS errors. The variance method resulted in values of vc  that more closely 

matched those generated using the Casagrande method. However, smaller RMS errors were 

achieved using the variance method which suggests that this technique may produce a more 

realistic estimate of vc  than the Casagrande method.   

7.2.4. Tall oedometer 

Currently, standard practice requires the height to diameter ratio of a consolidating sample to 

remain less than 0.4 to avoid any effect of wall friction, where stress transfer occurs between 

the soil mass and rigid oedometer ring edge. As a result, in order to adhere to standard 

recommendations, the height of a consolidating sample is restricted to small thicknesses 

(such as the nominal 20-25 mm) to avoid requiring an overly large diameter and very heavy 

loads. To account for this, an analytical expression for the initial excess pore water pressure 

distribution which incorporates the effect of wall friction was developed in terms of the 

height (H ) to diameter (D ) ratio of the consolidating sample. It has been shown that when 

DH 2≤  and the applied pressure increment is greater than 10 times the product of the unit 

weight and the specimen diameter, the self-weight component of the initial excess pore water 

pressure distribution can be ignored. For such cases, when the specimen is doubly drained, 

the variation in percentage consolidation with time factor is the same as that for a uniform 

initial pore pressure distribution, which is the condition assumed in traditional oedometer 

testing. When self-weight is considered, the percentage consolidation also follows the 

uniform TU −  curve as long as DH 3≤  for doubly drained cases, and DH 5.0≤  for 

singly drained cases.  
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The average degree of consolidation curves generated by the proposed analytical solution 

suggest that despite wall friction, traditional consolidation analyses using the popular Taylor 

and Casagrande curve-fitting methods can be used to analyse data obtained from a tall, 

doubly draining sample for select combinations of applied pressure, height and diameter. 

Experimental results also support this conclusion, as the values of vc  obtained from data 

gathered during tall oedometer testing (where 1.2/ =DH ) were approximately equal to the 

values obtained from standard oedometer tests.  

7.2.5. Coefficient of consolidation – non-uniform initial excess 

pore water pressure distributions 

The coefficient of consolidation (vc ) is often determined by comparing the characteristics of 

the experimental and theoretical consolidation using empirical curve-fitting procedures 

which are based on the theoretical TU −  curve generated by a layer subjected to a uniform 

initial excess pore water pressure distribution. However, in cases where settlement-time data 

is a result of a non-uniform initial pore pressure distribution, these curve-fitting procedures 

are no longer valid. In this part of the investigation, a generalised procedure for Taylor and 

Casagrande’s popular curve-fitting procedures was proposed, where the user is directed to 

select appropriate adjustment factors, depending on the type of non-uniform initial excess 

pore pressure distribution encountered. These factors were determined by approximating 

separate regions of the TU − curves using simple power and exponential functions. In non-

uniform cases where the power approximation only captures a small portion of the TU −  

curve it may be difficult to objectively use the corresponding modified curve-fitting 

procedure.  

One-way drainage 

A non-uniform initial excess pore water pressure distribution in the form of a sinusoidal 

shape was generated using traditional oedometer testing so that data obtained from a non-

uniform initial excess pore water pressure distribution could be analysed. First, a doubly 

drained oedometer test was initiated. Then, some short time after consolidation had begun, 

the base drainage tap was closed so that the process reverted to one-way drainage. At the 

moment the base tap was closed, the distribution in excess pore water pressure can be said to 

be sinusoidal in shape (due to the nature of pore pressure dissipation in two-way drainage 

cases). Thus, any data obtained after this point can technically be analysed using a modified 

curve-fitting procedure that applies to a sinusoidal initial distribution with one-way drainage. 

This was completed using a soil of known consolidation properties. Values of vc  obtained 
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using the ‘singly drained’ data were in good agreement with values obtained via standard 

oedometer tests which suggest that the proposed modifications to Taylor and Casagrande’s 

curve-fitting methods are sound.  

Two-way drainage 

During any doubly (or singly) drained standard oedometer test, the excess pore water 

pressure distribution within the soil layer will revert to a sinusoidal (or half-sinusoidal) shape 

some short time after consolidation has commenced. Thus, after excluding any data before 

this point in time, the remaining settlement-time data can be analysed using one of the 

modified curve-fitting procedures for a sinusoidal (or half-sinusoidal) initial excess pore 

pressure distribution with two- (or one-) way drainage. In fact, since the distribution of 

excess pore water pressure after this point in time remains sinusoidal (or half-sinusoidal) for 

the rest of the consolidation process, this principle can be applied to any portion of data. As a 

result, numerous values of vc  can be calculated using just one set of settlement-time data. 

This principle was applied to two different soil types of known consolidation properties. The 

modified curve-fitting technique that corresponds to a sinusoidal initial excess pore pressure 

distribution with two-way drainage was verified in both cases and produced values of vc  

that were in close agreement with those obtained using traditional curve-fitting methods.  

7.2.6. Time-dependent loading 

Terzaghi’s one-dimensional consolidation equation can be extended to constant rate of 

loading, where an expression for the degree of consolidation as a function of time factor can 

be generated. Using this expression, no further approximations are required, other than the 

principle of superposition. However, this solution is dependent upon the assumption that, at 

the end of loading, the undissipated excess pore water pressure will be sinusoidal/half-

sinusoidal in shape due to the pore pressure dissipation occurring at the drainage boundaries 

during loading. Thus, any subsequent consolidation will adhere to the solution corresponding 

to a sinusoidal/half-sinusoidal ‘initial’ excess pore water pressure distribution.  

An alternative approach using a discretisation technique was also developed to complement 

the constant rate loading approach, where the total applied load was divided into a large 

number of increments, each of which was ‘instantaneously’ applied at select time intervals, 

where the applied pressure increment was uniform with depth. When these time factor 

intervals became less than 0.0143, this discretised approach effectively became a constant 

rate loading problem. Once this alternative method was validated, the construction 

settlements for small loading periods were evaluated and compared with those determined 
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using the true constant rate loading approach. It was found that the assumption of a 

sinusoidal/half-sinusoidal distribution of excess pore water pressure at the end-point of 

loading is unrealistic for small loading periods, since the distribution in excess pore water 

pressure at the end of these shorter loading periods is still parabolic in shape. However, the 

sinusoidal/half-sinusoidal assumption still produces results that are far more accurate than if 

an assumption of uniform excess pore water pressure was used.   

7.3 Recommendations for future research 

Some light has been focused on the untapped potential of Trezaghi’s one-dimensional 

consolidation theory. Without requiring any new knowledge of data analysis techniques, a 

procedure through which multiple values of vc  can be evaluated using one set of data has 

been established. This technique draws upon the principles of consolidation in relation to 

non-uniform initial excess pore water pressure distributions which have been thoroughly 

explored throughout this investigation. In doing so, a number of other potential research 

avenues have emerged which can used to conduct further research in this area. Some 

recommendations for future research are; 

7.3.1. Partial drainage boundaries 

This research was based on a ‘black-and-white’ approach to drainage conditions, where a 

boundary is considered either drained or undrained. In reality, drainage conditions fall 

somewhere between these absolutes. The presence of a partially draining boundary has been 

incorporated into Terzaghi’s consolidation theory in the past, but only when considering a 

uniform initial excess pore water pressure distribution. Thus, it may be useful to investigate 

the effects of non-uniform initial distributions on the consolidation behaviour of a partially 

draining soil layer.  

This solution could also be extended to investigate the consolidation behaviour of a multi-

layer system where the settlement of contiguous consolidating layers needs to be assessed.  

7.3.2. Soil properties that vary with depth 

The solution to Terzaghi’s consolidation theory developed during this research is reliant 

upon the assumption that soil properties remain constant with depth. In some cases, key 

consolidation parameters such as permeability and volume compressibility actually vary with 

depth within a consolidating layer. By incorporating this variation into the solution and 

assessing the effects of non-uniform initial excess pore water pressure distributions on the 

subsequent progression of consolidation, it may be possible to develop an analytical solution 

that more closely resembles a practical situation.  
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7.3.3. 2D and 3D effects 

The results reported in this investigation are all for a case of one-dimensional consolidation. 

By extending this theory to incorporate a two- or three-dimensional system, it may be 

possible to more accurately model the effects of non-uniform initial excess pore water 

pressure distributions on the consolidation behaviour of a soil layer.  

7.4 Final comments 

Through-out this investigation, one cannot help but admire the reoccurring theme of how 

Terzaghi's solution time and again returned respectable results, richly deserving of its broad 

use and appeal amongst practicing engineers and researchers.  An important contribution to 

Terzaghi's success would have to be the solution's simplicity in application.  Modern 

solutions that return more reliable results encompassing a broader range of applications may 

naturally see adoption, however a solution only becomes great if that power is coupled with 

a simplicity in application.  It is my hope that the work presented within this study has not 

broken that vital property while contributing some measure of improvement that will 

continue to propagate Terzaghi's success. 
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