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ABSTRACT

Global warming is predicted to result in a significant shallowing of the mixed layer depth (MLD) in many ocean regions and, thus, warmer surface waters (within the MLD), which could have dire consequences for coral reef ecosystems and the ocean’s capability for CO₂ uptake. The seasonal to long-term variability of the MLD within the Coral Sea was examined using conductivity-temperature-depth (CTD) profiles from the World Ocean Database (WOD), and of Argo floats deposited within the Coral Sea or its vicinity since July 2001. A distinct seasonality in the MLD is evident throughout the Coral Sea, but was generally more pronounced in higher latitudes as a result of greater seasonality in sea surface temperature and wind stress. While summer mixed layers are relatively homogeneously shallow throughout the Coral Sea, winter mixed layers in higher latitudes tend to be significantly deeper compared to tropical regions. No long-term trends in mean monthly MLD are evident, possibly due to the relative data scarcity prior to the onset of the Argo project. The Argo program represents a significant advancement for marine studies. In the future, it will enable more detailed studies on long-term variability and trends of the MLD and its associated impact on the photic zone and the Great Barrier Reef.

Due to the absence of a similar program for ocean biogeochemistry, seasonal and long-term changes in fugacity of CO₂ ($f$CO₂) and pH within the Coral Sea were investigated not only using observational data (from WOD and other sources), but also with the sophisticated coupled regional model ROMS-PISCES. Both observational $f$CO₂ and pH exhibit some seasonality in the Coral Sea. Seawater $f$CO₂ ($f$CO₂sea) values tend to increase towards summer, which is linked to the positive relationship between fugacity and sea surface temperature. As a result, the capacity of the Coral Sea to act as a sink of atmospheric CO₂ is reduced during summer, and is more likely to act as a source of CO₂ to the atmosphere. No long-term changes were discernible in the very sporadically observed pH values, whereas $f$CO₂sea appears to have increased at a rate of 1.41 ± 0.04 μatm/year from 1983 to 2001.

As a result of increased atmospheric CO₂ levels, oceanic geochemistry has already significantly changed since 1880. The effects of higher atmospheric $f$CO₂ will likely be further aggravated by shallower MLDs as a result of reduced upper ocean mixing due to warmer sea surface temperatures. Various IPCC scenarios for predicted atmospheric CO₂
levels were used to determine likely changes in the geochemistry of the Coral Sea during the 21st century. Projected increases of atmospheric CO$_2$ to 650-1000 ppmv results in a decrease of sea surface pH by 0.14-0.38 units in the numerical model, with the Coral Sea simultaneously changing from a seasonal source of atmospheric CO$_2$ to a predominant sink. Concurrent with increased ocean acidification and $\phi$CO$_2$, the saturation state of aragonite and calcite will decline significantly, which would have wide-reaching effects on the coral calcification rates and the general health, and structural strength, of calcifying organisms. These biogeochemical effects will be exacerbated by an expected decrease in the MLD throughout the Coral Sea, and concomitant higher temperatures within the mixed layer. To this date, there has been surprisingly little effort to monitor the changes in biogeochemistry within the Coral Sea and, specifically, within the GBR as a result of increased atmospheric $\phi$CO$_2$. Further large-scale studies are required throughout the entire Coral Sea in order to accurately determine the long-term trends in the oceanic carbon cycle.
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1 Introduction and Study Objectives

1.1 Background

The atmospheric CO$_2$ concentration has increased by more than 100 parts per million per volume (ppmv) from pre-industrial levels as a consequence of anthropogenic activities (e.g. fossil fuel burning, change in land use practices). The atmospheric pCO$_2$ concentration is now exceeding 380 $\mu$atm (Hoegh-Guldberg et al., 2007), and it is forecast that pCO$_2$ atm will increase to 650-1000 $\mu$atm by the end of the 21$^{st}$ century (Houghton et al., 2001). Increasing atmospheric pCO$_2$ is having multi-faceted impacts, including on global warming and ocean circulation. If and to what extent higher greenhouse gas levels are influencing issues associated with climate change, such as ice melting, sea level rise and extreme weather events, are currently part of active debates (e.g. Hennessy et al., 2007; Bamber et al., 2009; Ivins, 2009).

There are numerous methods to measure past, present and future environmental changes to due natural and anthropogenic climate variability. Paleoclimate studies commonly involve isotope studies (e.g. boron, oxygen, carbon) of polar ice cores, marine carbonates (e.g. coral cores, brachiopods) and speleothems (e.g. Broecker and Peng, 1989; Ku and Li, 1998; Petit et al., 1999; Joachimski et al., 2005; Wilson et al., 2006; Jaffrés et al., 2007). Studies of current climate patterns include ship cruise measurements of physical and biogeochemical ocean properties, in-situ data collection by buoys and drifters, satellite based observations, and numerical modelling, of which the latter is regularly used for climate predictions.

As a result of increased atmospheric pCO$_2$ due to anthropogenic activities (e.g. fossil fuel burning, change in land use practices), oceanic biogeochemistry has already significantly changed since 1880, with pH levels in the surface ocean having decreased by 0.1 units as a result of higher oceanic pCO$_2$ (Wolf-Gladrow et al., 1999). Concurrent with increased ocean acidification and pCO$_2$, the saturation state of seawater with respect to aragonite and calcite will decline significantly, which would have wide-reaching effects on the coral calcification rates and the general health, and structural strength, of calcifying organisms. Already now, several studies have found discernible effects such as greater frequency and severity in coral bleaching events, lower calcification rates and growth instability due to changing carbon chemistry (cf. section 4.4).
Global warming is also predicted to result in a significant shallowing of the mixed layer depth (MLD) due to increased upper ocean stratification and reduced mixing in many ocean regions, which could also have dire consequences for coral reef ecosystems and the ocean’s capability for CO₂ uptake. A thinning MLD induces both a reduced nutrient supply from the deep ocean due to reduced mixing (resulting in lower primary productivity) and a greater susceptibility to warmer sea surface temperatures (SSTs).

To this date, there has been surprisingly little effort to monitor the changes in biogeochemistry within the Coral Sea and, specifically, within the Great Barrier Reef (GBR) as a result of increased atmospheric pCO₂. This is astonishing considering the high socio-economic value of the GBR to Australia (Fenton et al., 2007), and the world as one of the great natural wonders.

1.2 Thesis Structure

1.2.1 Context

The impact and interaction of anthropogenic CO₂ is a very broad topic with rapid historical evolution of ideas and methods. It is also a very complex problem, with numerous interdisciplinary components and systems interacting with the carbon system (i.e. Earth System Science). As a result of the highly multifaceted nature of this matter, and the public and political interest in climate-related research, data collection and analysis is also very intricate.

Complex systems typically lend themselves to numerical modelling as the interactions are too convoluted to be solved empirically or analytically. Numerous modelling and observational studies have investigated patterns and trends of pCO₂ from reefal to global scale. However, no CO₂ study has specifically focused on the Coral Sea, and it is currently still unknown whether the Coral Sea is a net source or sink for atmospheric CO₂. Furthermore, no in-depth Coral Sea survey has been conducted about the variability of the marine homogenised near-surface zone or ‘mixed layer’, the thickness of which greatly impacts on the sea-air CO₂ flux.
1.2.2 Specific Aims

In order to address the research gaps outlined above, the specific aims of this study are to:

1. Determine and present all major parameters and systems affecting carbon chemistry of the Coral Sea in order to assess which factors to focus the thesis on.
2. Obtain the most accurate mixed layer depth.
3. Evaluate whether the mixed layer depth and heat content within the Coral Sea display any seasonal or long-term changes, which would affect carbon chemistry.
4. Determine the overall patterns and seasonality of carbon chemistry within the Coral Sea.
5. Forecast potential changes in mixed layer depth and carbon chemistry based on various atmospheric CO₂ level scenarios.
6. Evaluate the skill of the model to represent the Coral Sea physics and geochemistry accurately by comparing modelling and observational results.

1.2.3 Thesis Methods

In order to address the research aims outlined above, the specific aims of this study are to:

1. Provide an in-depth review of all aspects affecting mixed layers and carbon chemistry of the Coral Sea.
2. Assess the importance of method used to derive the mixed layer depth.
3. Evaluate the seasonal and long-term variability of the mixed layer depth and heat content within the Coral Sea based on observational data.
5. Employ a coupled high-resolution regional model to investigate seasonal and centennial changes in mixed layer depth and carbon chemistry.
6. Compare modelling and observational results.
1.2.4 Thesis Outline

The thesis is structured into five main sections. In chapter 1 (this chapter), the context of the overall thesis is defined, the aims stated and a brief chapter outline given. In addition, an extensive literature review (chapters 2-4) is presented that covers many aspects of Earth System Science affecting carbon chemistry, including sea-air CO$_2$ flux, the mixed layer, and possible impacts of rising CO$_2$. The study site is introduced in chapter 5. Chapter 6 then considers seasonal to multi-decadal mixed layer variability in the Coral Sea. Variability of carbon chemistry (e.g. fCO$_2$) in the Coral Sea is presented in chapter 7. These empirical records are followed by chapter 8, which contains numerical methods, as well as comparison of results from previous chapters and numerical modelling. In chapter 9, final discussions and conclusions are presented.

In appendix A1, a glossary lists and defines terms and symbols. MATLAB scripts used for the Giovanni-satellite data are provided in appendix A2. Model descriptions are given in appendices A3 (CO2SYS) and A4 (ROMS-PISCES).
2 Sea-Air CO₂ Flux

2.1 Atmospheric CO₂

For decades, the rapidly rising atmospheric CO₂ due to anthropogenic fossil fuel burning (6.5 Pg C/yr; Steffen, 2006) has lead to widespread concern about the impact and pathways of CO₂. Rising atmospheric CO₂ levels over the industrial period have led to increased CO₂ uptake by the oceans (Feely et al., 2004). Over this period, anthropogenic emissions into the atmosphere accumulated to about 290 Pg C (cf. Marland et al., 2005).

At present, the atmospheric CO₂ concentration is around 380 ppmv (Figure 2.1.1; Feely et al., 2004; Sabine et al., 2004; Blackford and Gilbert, 2007), while in the Last Glacial Maximum, the concentration was around 195 ppmv (Barnola et al., 1987; Broecker and Peng, 1989; Petit et al., 1999; Smith et al., 1999). It is expected that atmospheric CO₂ will reach more than twice pre-industrial levels (~280 ppmv in 1750; Siegenthaler and Oeschger, 1987; Etheridge et al., 1996; Sarmiento et al., 2000; Houghton et al., 2001; Caldeira and Wickett, 2003) by the end of the 21st century (Houghton et al., 2001). The upper limit of atmospheric CO₂ is assumed to be around 2000 ppmv (cf. Caldeira and Wickett, 2003: their Fig. 1). Currently, the atmospheric CO₂ concentration is increasing at a rate of about 0.4%/yr (Houghton et al., 2001), or at about 1.4 ppmv/yr (Conway et al., 1994).

Figure 2.1.1. Evolution of atmospheric CO₂ levels since 900 B.C. The data shown is based on ice core data with the exception of the Mauna Loa data, which is derived from direct measurements (figure adapted from Houghton et al., 2001).
2.2 Oceanic CO₂ Uptake

In the recent years, ocean acidification due to oceanic CO₂ uptake has received a lot of publicity. The tracing of the increasing oceanic CO₂ concentrations, [CO₂], was made possible by the capability to separate the oceanic uptake of fossil fuel CO₂ from the natural background of dissolved inorganic carbon (DIC) (Brewer, 1978; Gruber et al., 1996). Only about 50% of released anthropogenic CO₂ (about 2 μatm/yr in recent times; Takahashi et al., 1997; Wong and Matear, 1998) remains in the atmosphere, 20-30% being consumed by the (northern) terrestrial ecosystems (Keeling et al., 1996; Prentice et al., 2001; Sabine et al., 2004). About 25-35% of anthropogenic CO₂ emissions are absorbed by the ocean, which helps to moderate the effect of anthropogenic CO₂ emissions (e.g. Callendar, 1938; Broecker et al., 1979; Keeling et al., 1996; Takahashi et al., 1997; Matear, 2001; Prentice et al., 2001; Sabine et al., 2004).

It is estimated that the net anthropogenic CO₂ flux into the ocean over the 1980s and 1990s ranged from 1.5-2.4 Pg C/yr (1 Gt C = 1 Pg C = 1 · 10¹⁵ g C = 83.26 · 10¹² mol C) (Tans et al., 1990; Sarmiento and Sundquist, 1992; Keeling et al., 1996; Battle et al., 2000; Sarmiento et al., 2000; Gruber and Keeling, 2001; Matear, 2001; Orr et al., 2001; Prentice et al., 2001; Bopp et al., 2002; Dufresne et al., 2002; Keeling and Garcia, 2002; Plattner et al., 2002; Gloor et al., 2003; McNeil et al., 2003; Quay et al., 2003; Matsumoto et al., 2004; Mikaloff Fletcher et al., 2006; Naegler et al., 2006; Jacobson et al., 2007a; Sweeney et al., 2007), whereas atmospheric CO₂ has increased by 1.49 ppmv/yr from 1976 to 1995 (cf. Takahashi et al., 2003). Generally, higher atmospheric [CO₂] are found in the northern hemisphere than in the southern hemisphere (Fan et al., 1999). Currently, the rate of oceanic CO₂ uptake is 2-2.5 Pg C/yr (Nakayama et al., 2005), while the land carbon sink in the northern hemisphere is approximated to be about 1.7 Pg C/yr (Fan et al., 1998; Gloor et al., 2003). Since 1800, an estimated 118 ± 19 Pg C has been taken up by the ocean until 1994 (Sabine et al., 2004). Without this oceanic CO₂ uptake, current atmospheric CO₂ levels would be around 55 ppmv higher (Sabine et al., 2004). The Southern Ocean (SO) plays an important part in the oceanic CO₂ uptake, with estimates ranging from 30-50% of the global uptake (south of 30°S; cf. Orr et al., 2001; Thomas et al., 2001). The total sea surface [CO₂] varies between around 2150 μmol/kg in polar waters and 1850 μmol/kg in the tropics (Takahashi et al., 2002).
2.2.1 Sea-Air Flux Calculation

The magnitude of the CO$_2$ flux is determined by the product of the sea-air $p$CO$_2$ (partial pressure of CO$_2$) difference and the gas exchange coefficient K (Etcheto and Merlivat, 1988; Frankignoule $et$ $al.$, 1996a; Dore $et$ $al.$, 2003), the latter of which is commonly parameterised as a function of wind speed (Wanninkhof, 1992; Wanninkhof and McGillis, 1999; Krakauer $et$ $al.$, 2006; Fangohr $et$ $al.$, 2008). The sea-air $p$CO$_2$ difference controls the direction and magnitude of the sea-air flux of CO$_2$, whereas K determines the rate of CO$_2$ exchange (Smith, 1985; Wanninkhof, 1992; Bates and Merlivat, 2001; Bates, 2002a). The net sea-air $p$CO$_2$ flux ($F$) can be expressed as

$$F = K \cdot (\Delta p_{CO_2})_{sea-air} = k \cdot s \cdot (\Delta p_{CO_2})_{sea-air}$$  

(Henry’s Law), where

$k$ is the $p$CO$_2$ gas transfer velocity, $s$ is the solubility of CO$_2$ in seawater (see also Figure 2.2.1), and $(\Delta p_{CO_2})_{sea-air}$ is the $p$CO$_2$ difference between the ocean and atmosphere (Frankignoule $et$ $al.$, 1996a; 1996b; Feely $et$ $al.$, 1997; Takahashi $et$ $al.$, 2002). Both $k$ and $s$ are temperature-dependent, but vary in the opposite direction (Etcheto and Merlivat, 1988).
2.2.2 Physical Parameters

Globally, the seasonal and geographical variability of sea surface $pCO_2$ is much greater than in the atmosphere (Weiss et al., 1982; Takahashi et al., 2002; Borges and Frankignoulle, 2003: Fig. 7a; González-Dávila et al., 2003: Fig. 3f) such that the direction and magnitude of the $CO_2$ flux between the ocean and atmosphere are predominantly controlled by marine $pCO_2$. In the open ocean, sea surface $pCO_2$ varies geographically and seasonally over a wide range from about 150 to 550 µatm (Takahashi et al., 2002). Significantly large interannual variability of $pCO_2$ (>100 µatm) can be caused by shifts in the location of upwelled waters and warm pool waters (Boutin et al., 1999). Large differences in $pCO_2$ (~100-700 ppmv) are also observed in coastal regions (cf. Frankignoulle et al., 1996a; Borges, 2005), potentially resulting in large $pCO_2$ fluxes.
across the sea-air interface (Frankignoulle et al., 1996a; Borges, 2005; Borges et al., 2005). Oceanic CO₂ also varies diurnally, with \( p_{\text{CO}_2} \) increasing in the night due to plant respiration, and decreasing during daytime as a result of photosynthesis (Frankignoulle and Borges, 2001; Shirayama and Thornton, 2005).

The gas transfer velocity is dependent on various physical parameters including turbulence, the degree of mixing of the water layer, bubbles, and wind speed (Table 2.2.1) (Smith, 1985; Liss and Merlivat, 1986; Nightingale et al., 2000; Bates and Merlivat, 2001; Takahashi et al., 2002; Borges et al., 2004). The total anthropogenic CO₂ uptake is dominated by both zonal wind stress and MLD (Friedrich et al., 2006; Mignone et al., 2006). Wind patterns in the southern hemisphere strongly influence the regional distribution of anthropogenic CO₂ uptake and the gas transfer rate by altering the magnitude of the northward Ekman volume transport out of the Southern Ocean, and, thus, the residence time of CO₂ at the Southern Ocean surface (Takahashi et al., 2003; Mignone et al., 2006). Some studies (e.g. Wanninkhof et al., 2001) have shown that the usage of daily to monthly wind speed data and/or the use of monthly air pressure data might result in substantial bias in the CO₂ flux estimate due to the non-linear wind-CO₂ flux relationship (e.g. Bates and Merlivat, 2001) and the negative correlation of wind speed and air pressure (cf. Kettle and Merchant, 2005). The net sea-air flux is also governed by sea surface temperature (SST), salinity and changes in total carbon dioxide (tCO₂) or alkalinity (Bates et al., 1998; Takahashi et al., 2003; Lee et al., 2006; McKinley et al., 2006). Increasing water temperature raises \( p_{\text{CO}_2} \) (Ishii, 2001; Dore et al., 2003), resulting in a doubling of \( p_{\text{CO}_2} \) in the sea surface for every 16°C increase (Takahashi et al., 2002). Whereas water temperature is mainly regulated by physical processes (i.e. solar energy input, sea-air heat exchange, and the mixed layer depth, see also chapter 3) (Takahashi et al., 2002), tCO₂ and alkalinity are predominantly regulated by biological processes (i.e. photosynthesis, respiration, calcification and dissolution) and by upwelling of CO₂- and nutrient-rich subsurface water (Gruber et al., 1996; Lee et al., 2006).
Table 2.2.1. Processes affecting oceanic CO₂ uptake that are reported in the literature cited.

<table>
<thead>
<tr>
<th>physical processes</th>
<th>biological and chemical processes</th>
</tr>
</thead>
<tbody>
<tr>
<td>temperature (CO₂ solubility)</td>
<td>biological pump</td>
</tr>
<tr>
<td>continental shelf pump</td>
<td>calcification/dissolution</td>
</tr>
<tr>
<td>stratification/mixed layer thickness</td>
<td>respiration</td>
</tr>
<tr>
<td>solubility pump</td>
<td>plant decay</td>
</tr>
<tr>
<td>wind speed</td>
<td>photosynthesis</td>
</tr>
<tr>
<td>turbulence</td>
<td>pH</td>
</tr>
<tr>
<td>air bubbles</td>
<td>sea-air ΔpCO₂</td>
</tr>
<tr>
<td>skin layer thickness</td>
<td>remineralisation</td>
</tr>
<tr>
<td>upwelling/downwelling</td>
<td></td>
</tr>
</tbody>
</table>

2.3 CO₂ Flux into the Deep Ocean - Vertical, Diapycnal and Isopycnal Diffusion

The air-sea CO₂ exchange is also strongly influenced by the rate at which CO₂ is transported into the deep ocean by ocean circulation and mixing (Broecker and Peng, 1982; Morse and Mackenzie, 1990; Joos et al., 1991; Wong and Matear, 1998; Matear, 2001), whereby freshwater forcing (i.e. precipitation, river discharge, ice) in the Southern Ocean plays a significant role on global deep water properties (Schmittner et al., 2005). The ocean mixes on time-scales of ten to hundreds of years (Gloor et al., 2003), whereas the upper equatorial ocean currents tend to adjust to wind changes on a 1-2 year timescale (Philander, 1979; Dawe and Thompson, 2006). Similarly, atmospheric CO₂ is equilibrated with the mixed layer region within one year (Broecker and Peng, 1982; Wong and Matear, 1998; Wolf-Gladrow et al., 1999; Sarmiento et al., 2000).

The factors affecting the distribution of CO₂ in the ocean interior are freshwater in the sea surface, vertical diffusivity (Kᵥ), isopycnal advection, convection, as well as downwelling and upwelling (Wong and Matear, 1998). Usually, a CO₂ flux into the ocean occurs in downwelling zones and flux into the atmosphere in upwelling regions (Broecker and Peng, 1982). Thus, downwelling at temperate latitudes is linked to the deepest CO₂ transport into the ocean whereas upwelling regions such as the eastern equatorial Pacific are characterised by low vertical CO₂ penetration (Sabine et al., 2004).

Freshwater forcing in the Southern Ocean and diapycnal mixing in the low-latitude pycnocline play an important role in determining the properties (e.g. heat, salinity and CO₂ concentration) and circulation of the global deep water masses (Schmittner et al.,
2005). High mixing rates (diapycnal diffusivity $> 10^{-4} \text{ m}^2/\text{s}$) in the deep Southern Ocean (Heywood et al., 2002; Naveira Garabato et al., 2004) have a much more limited impact (cf. Schmittner et al., 2005).

Minimal movement of CO$_2$-rich waters into the ocean interior generally also occurs at equatorial locations due to the isopycnal layers in the tropical thermocline being shallow and thin, thus inhibiting vertical mixing (Sabine et al., 2004). The marine thermocline properties depend on mixing along and across surfaces of equal density (isopycnal and diapycnal surfaces, respectively) (Ledwell et al., 1993). Thermohaline circulation is significantly regulated by the strength of diapycnal mixing, especially in the Southern Ocean and the North Pacific (Saenko and Merryfield, 2005). The strength of diapycnal mixing, in turn, is dependent on the amount of turbulent kinetic energy provided by winds and tides (Cameron et al., 2005). The CO$_2$ transport occurs mainly along isopycnal surfaces (Sabine et al., 2004). Vertical mixing, in turn, is important in the transfer of dissolved CO$_2$ in the interior of the oceans (Wong and Matear, 1996). The effectiveness of turbulent vertical mixing in the ocean is linked to the eddy or diapycnal diffusivity ($K_v$) (Wong and Matear, 1996; St. Laurent et al., 2002). Diapycnal mixing is very slow over most of the ocean ($K_v \approx 0.1-0.3 \times 10^{-4} \text{ m}^2/\text{s}$) (Ledwell et al., 1993; 1998; Schmittner et al., 2005). Little mixing ($\approx 10^{-5} \text{ m}^2/\text{s}$) occurs in the ocean interior, whereas mixing is enhanced ($\geq 10^{-4} \text{ m}^2/\text{s}$) over rough topography (Polzin et al., 1997; Ganachaud and Wunsch, 2000; Ledwell et al., 2000; Naveira Garabato et al., 2004; Saenko and Merryfield, 2005). High values of $K_v$ are also linked to more intense equatorial upwelling (Gnanadesikan, 1999; Schmittner et al., 2005).

The deep ocean contains much higher $p$CO$_2$ and DIC levels than the mixed layer, with [CO$_2$] of both the intermediate and deep ocean waters exceeding the current atmospheric CO$_2$ concentration (Takahashi, 1989: Fig. 1; Wong and Matear, 1998). The deep Pacific (>3000 m) already contains 500-600 μatm, whereas the intermediate ocean (1000-1500 m) is supersaturated with CO$_2$ ranging from 1000 to 1200 μatm (Wong and Matear, 1998) due to the decomposition of particulate organic matter raining down from the surface (e.g. Cameron et al., 2005). About 30% of the anthropogenic CO$_2$ (as opposed to total CO$_2$) is located at depths shallower than 200 m and nearly 50% at depths above
400 m (Sabine et al., 2004). Currently, only 7% of the total oceanic anthropogenic CO₂ inventory is located deeper than 1500 m (Sabine et al., 2004).

2.4 Dissolved Inorganic Carbon Pumps

The air-sea CO₂ exchange and the CO₂ flux into the deep ocean is also significantly affected by DIC pumps, which remove DIC from the surface and result in higher CO₂ levels in the deep ocean (c.f. Volk and Hoffert, 1985; Sarmiento et al., 1988; Takahashi, 1989; Archer et al., 1996; Wolf-Gladrow et al., 1999). CO₂ is transported to the deep ocean through both the solubility pump and the biological pump (e.g. Volk and Hoffert, 1985; Broecker and Henderson, 1998; Palmer and Totterdell, 2001). The absolute and relative strengths and net impact on atmospheric CO₂ of the pumps depend on the ocean circulation (Cameron et al., 2005). The organic pump and the solubility pump are generally believed to have a greater impact on CO₂ than the carbonate (CO₃²⁻) pump (Volk and Hoffert, 1985; Archer et al., 1996; Cameron et al., 2005). A modelling study indicated that atmospheric CO₂ would be significantly higher (525 ppmv) in the absence of all pumps (Cameron et al., 2005).

2.4.1 Biological Pump

The soft-tissue (organic) pump and the hard tissue pump (also called carbonate or alkalinity pump) are usually grouped together and named the biological pump (e.g. Sarmiento et al., 2000; Palmer and Totterdell, 2001; Iglesias-Rodriguez et al., 2002a; Cameron et al., 2005). The carbonate pump is also known as the counter pump since it exerts an opposite effect on atmospheric CO₂ to the organic pump (cf. Cameron et al., 2005). The soft-tissue pump and the carbonate pump result from the biological flux of dissolved and particulate organic carbon (DOC and POC, respectively) and calcium carbonate (CaCO₃) from the sea surface (Volk and Hoffert, 1985; Toggweiler and Carson, 1995). The carbonate pump tends to increase atmospheric CO₂ since it removes two moles of alkalinity from the sea surface for each mole of carbon (Smith and Kinsey, 1978), therefore shifting the carbonate system equilibrium toward higher [CO₂] (Zondervan et al., 2001; Cameron et al., 2005). Reducing the C_CaCO₃:C_org export ratio by either increasing the organic pump or decreasing the carbonate pump enhances CO₂
storage in the deep ocean via increased CO$_2$ removal from the surface ocean (Iglesias-Rodriguez et al., 2002a), and, thus, causes a decrease in atmospheric CO$_2$ (Sigman and Boyle, 2000). The global average export ratio is estimated to be around 0.06 ± 0.03 (Sarmiento et al., 2002), with higher ratios occurring towards the equator (Koeve, 2002; Sarmiento et al., 2002).

The biological pump stems from the removal of carbonate minerals (i.e. biogenically precipitated CaCO$_3$ and photosynthetically produced material) from the euphotic zone, and their dissolution, deposition and burial in deep-sea sediments (Broecker and Peng, 1982; Morse and Mackenzie, 1990; Archer and Maier-Reimer, 1994; Wong and Matear, 1998; Milliman et al., 1999; Wolf-Gladrow et al., 1999; Sigman and Boyle, 2000).

Production of organic matter through photosynthesis removes DIC from the euphotic zone (Sarmiento et al., 2000; Schmittner et al., 2005), most of which is exported by diatoms (Cermeño et al., 2008). Since much of the organic material remineralises after sinking to deeper levels (e.g. Sarmiento et al., 2000), biological activity retains atmospheric CO$_2$ at a lower concentration than it would be in the absence of the biological pump (Raven, 1993; Schmittner et al., 2005).

2.4.2 Solubility Pump

Another DIC pump is the temperature-dependent solubility (or physical) pump (e.g. Broecker and Henderson, 1998). The solubility pump stems from increased CO$_2$ solubility in downwelling cold water (cf. Weiss, 1974; Volk and Hoffert, 1985; Murnane et al., 1999; Wolf-Gladrow et al., 1999). The strength of the solubility pump is directly related to the meridional SST gradient and inversely related to the mean deep ocean temperature (Cameron et al., 2005). Therefore, the locations with the weakest SST gradients and the warmest deep ocean temperatures have the weakest solubility pump. The $p$CO$_2$ sensitivity to temperature change is determined to be 4.23% $p$CO$_2$/°C (or ~10 μatm/°C) if the effects of circulation and the biological pump are excluded (Archer et al., 2004). The solubility pump's downward vertical movement of water mainly occurs in the Polar Regions (Volk and Hoffert, 1985).

The temperature-dependent solubility of CO$_2$ also results in a horizontal solubility gradient, with greater solubility occurring in cold, high-latitude seawater (Archer et al.,
Conversely, upwelling of cold, CO₂-rich deep waters in equatorial regions leads to a CO₂ flux into the atmosphere due to the warming of the upwelled water and the consequent decrease in CO₂ solubility (Murnane et al., 1999).

### 2.4.3 Continental Shelf Pump

The uptake of CO₂ is also facilitated by the ‘continental shelf pump’, first described by Tsunogai et al. (1999). Water in shallow continental shelf areas is cooled more rapidly after releasing heat to the atmosphere than surface water of the open ocean since less water is available for convection of cool water (Tsunogai et al., 1999). The most important impact of this decrease in SST, which simultaneously also augments the uptake of atmospheric CO₂ due to greater solubility, is an increase in density of near coastal waters. Due to the resulting pressure gradient, CO₂ is moved from the shelf to the open ocean via isopycnal mixing (including advection and diffusion) (Tsunogai et al., 1999). Warm, tropical regions may have a weaker continental shelf pump (Tsunogai et al., 1999) due to increased stratification inhibiting the mixing of surface and deeper water. An estimated 1 Gt C/yr may be removed from the global shelf area via this process (Tsunogai et al., 1999).

### 2.5 Skin Effect

Satellite measurements of SST may lead to an underestimation of CO₂ uptake (Mobasher, 1995). The upper 0.05-2 mm of the subtropical and tropical oceans represents a skin, which is normally cooler than the bulk mixed layer by about 0.2-0.3°C due to the upward heat flux (Saunders, 1967; Katsaros, 1980; Simpson and Paulson, 1980: Fig. 1; Schlüssel et al., 1990; Robertson and Watson, 1992; Mobasher, 1995; Donlon et al., 2002). Its thickness is a function of local heat flux and wind speed, and it perseveres at wind speeds up to at least 10 m/s (cf. Robertson and Watson, 1992). It rapidly re-forms within 10-12 s (Katsaros, 1977) once the wind speed drops to below 10 m/s. The cool skin is produced and maintained via the loss of radiant and latent heat (via evaporation; Saunders, 1967), with the outgoing thermal flux balancing incoming radiant heating (Robertson and Watson, 1992).
The skin effect (slightly higher solubility due to colder temperature; cf. Weiss, 1974) results in an additional oceanic uptake of about 0.4 Gt C/yr (Van Scoy et al., 1995). However, Zhang and Cai (2007) derived a much lower effect of the cool skin layer, which, in addition, is nearly entirely counteracted by the so called salty-skin effect, so that the net impact of the two skin layer types on the oceanic CO2 uptake is negligible.

2.6 Regional Sinks and Sources – Past and Present

The pre-industrial ocean was generally a net source of atmospheric CO2 (Sabine and Mackenzie, 1991; Andersson and Mackenzie, 2004; Mackenzie et al., 2004), with outgassing occurring at low latitudes and uptake at temperate and high latitudes (Gloor et al., 2003). The rise in atmospheric CO2 concentrations and the increase in inorganic nutrient load has led to a reversal of the direction of the CO2 flux, resulting in the ocean being a net sink of anthropogenic CO2 (Sabine and Mackenzie, 1991; Andersson and Mackenzie, 2004; Mackenzie et al., 2004). Temperate and high-latitude northern and southern oceans contribute most significantly to the removal of atmospheric CO2, whereas the equatorial oceans are the dominant CO2 sources (Tans et al., 1990; Quay, 1997; Takahashi et al., 1997; 2002; Feely et al., 1999; 2002; Gurney et al., 2002; Gloor et al., 2003; Patra et al., 2005; Cai et al., 2006; Jacobson et al., 2007b).

The equatorial oceans between 15°N and 15°S constitute a net flux of 0.6-1.6 Pg C/yr (Tans et al., 1990: Table 2; Feely et al., 1999; Takahashi et al., 2002: Fig. 2; Patra et al., 2005; Jacobson et al., 2007b). The equatorial Pacific is currently the largest oceanic source of CO2 to the atmosphere, with up to 72% of the equatorial sea-air flux being emitted from this region (Tans et al., 1990: Table 2; Feely et al., 1999; 2002; McPhaden and Zhang, 2002). Most of this CO2 evasion occurs in the central and eastern equatorial Pacific between 0°S and 10°S (Feely et al., 1995; 1997; Takahashi et al., 1997; Le Borgne et al., 2002; Takahashi et al., 2002). This efflux is linked to the upwelling of the CO2- and nutrient-rich Equatorial Undercurrent (Harrison, 1996) to the sea surface, which results in high seawater pCO2 and high nutrient concentrations (Chavez and Toggweiler, 1995; Toggweiler and Carson, 1995; Feely et al., 1997; 1999). The trend of decreasing surface pCO2 from east to west in the equatorial Pacific Ocean is consistent with biological utilisation of CO2, a deepening of the thermocline and reduced upwelling
from east to west along the equator linked to easterly trade winds (Philander, 1979; Feely et al., 1997; Le Borgne et al., 2002; Takahashi et al., 2002). Upwelling at the equator has a major impact on the carbon and nutrient cycle as it supplies deep ocean CO₂ and nutrients (both macro and micro) to the sea surface, resulting in increased CO₂ release to the atmosphere (Quay, 1997) and higher primary productivity (Barth et al., 2007). Oceanic CO₂ release also occurs in low latitude shelf areas, which is attributed to the warm SSTs and high terrestrial organic carbon input (Cai et al., 2006).

Conversely, major sink areas are located at latitudes 40°N-60°N and 40°S-60°S (Sabine et al., 2002a; Takahashi et al., 2002; Gloor et al., 2003), where poleward-flowing warm waters mix with the cold, nutrient-rich subpolar waters, resulting in a reduction of pCO₂ in the surface water due to the cooling effect on warm waters and to the biological drawdown of pCO₂ in the nutrient-rich subpolar waters (Takahashi et al., 2002). Furthermore, these areas are characterised by high wind speeds, which further increase the oceanic CO₂ uptake rate (Takahashi et al., 2002).

2.6.1 Coastal Dynamics

2.6.1.1 Coastal Ocean Characteristics

The coastal ocean and continental margins, which comprise about 7% (28.3 × 10⁶ km²) of the global sea surface area (Mackenzie et al., 2002; Andersson et al., 2006), are characterised by higher biological productivity than the open ocean (Doney and Glover, 2005). The coastal ocean is represented by the proximal zone, which includes bays, lagoons, estuaries, estuarine plumes, deltas, inland seas and salt marshes, and the distal zone, which comprises the open continental shelves (Rabouille et al., 2001; Mackenzie et al., 2002). The proximal zone is very shallow, with an average water depth of 20 m (Rabouille et al., 2001) and an estimated area of 1.8 × 10¹² m² (Smith and Hollibaugh, 1993). The distal zone, with an aerial extent of approximately 27 × 10¹² m² (Smith and Hollibaugh, 1993) and an average depth of 130 m, includes the open continental shelves down to a depth of 200 m, which is the mean depth of the shelf break (Rabouille et al., 2001).

Before the anthropocene, the global coastal ocean was a net autotrophic system (Rabouille et al., 2001). However, whereas the distal coastal ocean was autotrophic, the
proximal coastal region was slightly heterotrophic (Rabouille et al., 2001). The heterotrophy of the proximal zone is predominantly a result of the remineralisation of fluvial organic matter (cf. Smith and Hollibaugh, 1993; Rabouille et al., 2001). The autotrophy of the distal zone, on the other hand, results from the large export of marine organic matter to the open ocean (Rabouille et al., 2001).

2.6.1.2 Coastal Ocean – Source or Sink

In the last century, not many studies have focused on whether coastal regions are a source or a sink of CO₂ to the air, with these regions only in the last decade starting to get more attention. It is believed that during the anthropocene, the (proximal) coastal ocean became more heterotrophic as a result of the increased flux of terrestrial organic matter and nutrients from river runoff, which resulted in the coastal ocean becoming a net source of CO₂ (Mackenzie et al., 2001; Rabouille et al., 2001; Andersson et al., 2006). The \( pCO_2 \) in estuarine areas (including estuarine plumes, cf. Borges and Frankignoulle, 2002a) tends to be significantly higher than in both the open ocean and the atmosphere, with values exceeding 6000 µatm having been measured (Frankignoulle et al., 1998: Table 1; Borges and Frankignoulle, 2002a). Several studies (e.g. Raymond et al., 2000; Brasse et al., 2002) have shown a marked seasonality in the CO₂ content of estuaries, with the timing of \( pCO_2 \) maxima and minima varying in each location. In the York River estuary, the CO₂ maxima is occurring in summer-late autumn due to increased benthic and pelagic respiration as a result of higher water temperature, whereas the winter-spring minima is linked to colder water and phytoplankton blooms (Raymond et al., 2000). Conversely, the Elbe estuary displays maxima in early spring as a result of high river discharge, whereas intensive primary production during late spring and summer generates the yearly \( pCO_2 \) minima (Brasse et al., 2002).

Currently, estuaries (~1×10⁶ km²) and salt marshes are contributing most to the CO₂ efflux in the coastal oceans (Borges, 2005; Borges et al., 2005; Andersson et al., 2006), whereas distal continental shelves still tend to act as a sink of atmospheric CO₂ (Chen and Borges, 2009). Intense biological productivity and subsequent offshore export of organic matter may enable the coastal ocean to take up significant amount of CO₂, resulting in the area to be a strong net CO₂ sink (Doney and Glover, 2005; Chen and
Borges, 2009). Specifically, numerous studies (cf. Borges and Frankignoulle, 2002b; Borges et al., 2004; 2005; 2006) indicate the potential of high-latitude and temperate coastal oceans to remain a sink of CO₂ due to net autotrophy.

Coastal regions where downwelling of cold and CO₂-rich water occurs may also act as a significant sink for CO₂ (Doney and Glover, 2005). Furthermore, with rising atmospheric CO₂ levels, a possible increase in inorganic nutrient input from river runoff, increased organic production and decreased calcification rates, it is expected that the CO₂ flux will reverse in future, with the coastal oceans becoming increasingly autotrophic and the region acting as a net sink for CO₂ (Mackenzie et al., 2002; Andersson and Mackenzie, 2004; Andersson et al., 2006). Presently, atmospheric CO₂ absorption of the global continental shelves is estimated at 0.33-0.36 Pg C/yr, whereas the less constrained proximal coastal regions (estuaries, mangroves and salt marshes) are emitting up to 0.5 Pg C/yr (cf. Chen and Borges, 2009).

### 2.6.1.3 Reefal CO₂ and pH

The CO₂ flux is also strongly influenced by the local variability of pH (Pelejero et al., 2005). During plankton blooms, diurnal and seasonal pH changes in productive coastal waters can be as large as the long-term multi-decadal decrease in pH due to the increase in oceanic pCO₂ (Wong and Matear, 1998). In addition, coral reef calcification and the residence time of reef water also significantly impact on the extent of the build-up of pCO₂ within a reef, and therefore on the variability of pH (Suzuki and Kawahata, 1999; 2003; Pelejero et al., 2005). Generally, higher calcification rates and longer residence times of the reefal water result in lower pH and higher pCO₂ levels (Pelejero et al., 2005).

It was found that reefal pH varies seasonally with the strength of the SEC (cf. Taft and Kessler, 1991), with lower values occurring from October to March when the SEC is relatively weak, and higher values in March/April as the SEC intensifies (Pelejero et al., 2005).

In addition, reefal CO₂ concentrations are also higher during El Niño events and during the positive phase of the Inter-decadal Pacific Oscillation (IPO). Both El Niño and positive IPO are associated with weaker trade winds. Reduced wind strength, in turn, lowers sea level in the western Pacific (by up to ~30 cm in areas of the SEC) and
weakens the SEC (Cane, 1983), both of which reduce the flushing of reefal waters (Pelejero et al., 2005). Conversely, lower $p$CO$_2$ levels and higher pH occur during La Niña conditions and periods of negative IPO due to more efficient renewal of the water attributable to the stronger SEC and higher sea levels (Pelejero et al., 2005).

2.7 Variability in CO$_2$ uptake

The variation in the oceanic CO$_2$ sink is related to seasonal rainfall and salinity patterns (cf. Wang and Chao, 2004), with lower rainfall (and/or increased evaporation) leading to an increase in the sea surface $p$CO$_2$, and, thus, to a decrease in the strength of the CO$_2$ sink (Takahashi et al., 2002; Dore et al., 2003). Additionally, CO$_2$ flux anomalies in the equatorial Pacific ocean and other regions are closely linked to interannual (e.g. El Niño and La Niña) and decadal (e.g. the Pacific Decadal Oscillation) climate signals (Inoue and Sugimura, 1992; Feely et al., 1995; 1997; 1999; Wanninkhof et al., 1996; Prentice et al., 2001; Gruber et al., 2002; Takahashi et al., 2002; McKinley et al., 2004; Patra et al., 2005; Peylin et al., 2005; McKinley et al., 2006; Wang et al., 2006) due to their impact on $p$CO$_2$ via changes in upwelling (upwelling of CO$_2$-rich deep water and increased CO$_2$ consumption by photosynthetic activity due to greater availability of nutrients), wind speed and SSTs (cf. McKinley et al., 2004; Friedrich et al., 2006; Wang et al., 2006). Whereas the tropical oceanic CO$_2$ flux is strongly influenced by the El Niño-Southern Oscillation (ENSO), the high-latitude CO$_2$ flux is dominated by upwelling of deep waters during winter and plankton blooms during spring and summer (Takahashi et al., 1993; Patra et al., 2005; Fransson et al., 2006). The CO$_2$ flux variability in the Southern Ocean also displays a significant correlation with the southern annular mode (SAM), an index of atmospheric variability in the Southern Ocean (Le Quéré et al., 2007).

2.7.1 Impact of ENSO

Most researchers estimate that the global variability in the sea-air CO$_2$ flux is ±0.4-0.5 Pg C/yr (e.g. Le Quéré et al., 2000; McKinley et al., 2004), although other studies inferred a variability of around ±1.0 Pg C/yr (e.g. Bates, 2002a). The sea-air CO$_2$ flux anomalies are strongly linked to the ENSO over the entire Pacific, and the subarctic and
temperate North Atlantic Ocean (Cox et al., 2000; Patra et al., 2005; Park et al., 2006). The CO₂ fluxes over the global oceans tend to diminish during El Niño events (Feely et al., 1987; 1997; Patra et al., 2005), the CO₂ flux in the equatorial Pacific decreasing by about 0.4-0.7 Pg C/yr (Wong et al., 1993; Feely et al., 1995; 2002; Peylin et al., 2005). The equatorial Pacific is a significant source of CO₂ to the atmosphere during non-El Niño (neutral or La Niña) periods (0.8-1.0 Pg C/yr) but nearly zero (0.0-0.4 Pg C/yr) during strong El Niño events (Feely et al., 1987; 1995: Table 1; 1997: Table 3; 1999; 2002; Inoue and Sugimura, 1992; Wong et al., 1993; Le Quéré et al., 2000; Loukos et al., 2000; Wang et al., 2006), leading to higher net oceanic CO₂ uptake.

El Niño is characterised by the manifestation and persistence of anomalously warm water in the coastal and equatorial ocean off Peru and Ecuador (Figure 2.7.1) over a period of 6-18 months (Barber and Chavez, 1983; Cane, 1983; Philander, 1983; Niiler et al., 2004). Usually, trade winds push the warm sea surface water westward, thus producing a cold tongue in the central and eastern equatorial Pacific via horizontal advection (cf. Niiler et al., 2004), and increasing the mixed layer depth towards the west (Philander, 1979). In the absence of the trade winds for an extended period such as during El Niño events, upwelling and horizontal advection will be reduced and the mixed layer will have a uniform depth (Philander, 1979). On average, El Niño events occur every 4 years, with intervals between successive events varying between 2 and 10 years (Nicholls, 1992: Fig. 7.1).

Sea surface pCO₂ is mainly influenced by upwelling, which is controlled by local and remote wind patterns (Toggweiler and Carson, 1995; Harrison, 1996). Warmer SSTs during El Niño events result in the suppression of equatorial upwelling of CO₂-rich deep waters in the central and eastern Pacific (Philander, 1979; Feely et al., 1987; 2002; Inoue and Sugimura, 1992; Wanninkhof et al., 1996), thus reducing the magnitude of sea-to-air CO₂ fluxes and increasing the net ocean CO₂ uptake (Francey et al., 1995; McKinley et al., 2004; Patra et al., 2005; Peylin et al., 2005). Furthermore, the equatorial thermocline is deepened and the upwelling is from shallow depths due to propagating Kelvin waves and a decrease in wind speed in the east (Busalacchi et al., 1983; Feely et al., 1995; 1997; 2002). These processes lead to a reduction in pCO₂ in the eastern and central equatorial
Pacific whereas $p\text{CO}_2$ increases slightly in the western equatorial Pacific during strong El Niño periods (Feely et al., 2002).

Figure 2.7.1. Trends in atmospheric and oceanic circulation patterns, cloud cover, sea surface temperature and thermocline depth during different El Niño-Southern Oscillation phases. During La Niña events (top), easterly trade winds strengthen, resulting in a westerly shift of the warm pool compared to normal conditions (middle). In addition, the intensification of the trade winds enhances upwelling and, consequently, results in a shallowing of the thermocline (and mixed layer) in the eastern equatorial Pacific. As a result, more CO$_2$-rich deep water is circulated to the upper ocean, promoting a greater efflux of oceanic CO$_2$ into the atmosphere in the central and eastern Pacific.

The converse is the case during El Niño events (bottom), in which easterly trade winds weaken and predominant wind direction may reverse, inducing reduced upwelling and deeper thermocline in the eastern Pacific, as well as an easterly shift of the warm pool (figures from NOAA/PMEL/TAO).
Counteracting the effect of reduced upwelling are reduced biological activity and warmer SST, which both directly result from reduced upwelling (Peylin et al., 2005): El Niño reduces the amount of cold (CO₂-rich) water and nutrients transported to the surface, the latter of which, in turn, results in a significantly diminished primary production of organic matter (Barber and Chavez, 1983; Keeling and Revelle, 1985). Furthermore, the amount of light available for photosynthesis is reduced by a deepened mixed layer (Barber and Chavez, 1983). Even though both these effects tend to increase seawater pCO₂, their total impact on the pCO₂ is minor compared to the increasing effect of upwelling (Peylin et al., 2005). In addition, a deeper thermocline results in upwelling of warmer and CO₂-depleted water, causing a further reduction of CO₂ flux to the atmosphere (Feely et al., 1997). However, atmospheric CO₂ increases during El Niño phases (Cox et al., 2000; Sarmiento and Gruber, 2002: Fig. 3) due to the reduced CO₂ uptake by the terrestrial biota (e.g. Keeling and Revelle, 1985; Tian et al., 1998), which is only partially counterbalanced by reduced efflux from the tropical Pacific Ocean. Conversely, global CO₂ uptake by the ocean is reduced due to enhanced upwelling, whereas the uptake by land is greater during La Niña periods (Bates, 2002a; Cox et al., 2000; Prentice et al., 2001). This combined effect of the ocean and land CO₂ fluxes results in a dampening of atmospheric pCO₂ variability (Doney et al., 2006).

2.7.2 Impact of Inter-decadal CO₂ Variability

The Inter-decadal Pacific Oscillation (IPO; Power et al., 1999; Jaffrès and Everingham, 2005; Power and Colman, 2006; Calvo et al., 2007), the Pacific Decadal Oscillation (PDO; Mantua and Hare, 2002) and the North Atlantic Oscillation (NAO; Cayan, 1992; Hurrell, 1995) are also associated with decadal CO₂ variability (Gruber et al., 2002; Takahashi et al., 2003; Patra et al., 2005; Schuster and Watson, 2007). The IPO is a low-frequency index based on Pacific Ocean SST (Folland et al., 1999; Meinke et al., 2005). Folland et al. (1999) obtained the IPO using the third unrotated empirical orthogonal function (EOF) of low frequency near-global SST. When the IPO index is positive, tropical Pacific water is warmer than usual whereas the water in higher latitudes is cooler than average (Power et al., 1999; Salinger et al., 2001). Similarly, a positive PDO index tends to coincide with warmer SST in the Eastern Pacific and colder SST in the
North Pacific (Mantua and Hare, 2002). On average, the positive phase of the IPO is linked to enhanced and more frequent El Niño events (Salinger et al., 2001), thus leading to a decrease in equatorial CO₂ flux (Patra et al., 2005).

2.7.3 Impact of cyclones

Cyclones and tropical storms between 40°S and 40°N may also significantly contribute to the ocean-to-air flux of CO₂, with an estimated additional flux of 0.04-0.51 Pg C/yr, because they pass over warm surface waters with relatively high sea surface pCO₂ (Bates et al., 1998). A surface cooling (~2°C) is observed in the wake of cyclones (Price, 1981; Stramma et al., 1986; Bates et al., 1998) due to upwelling during the deepening of the mixed layer, with greatest cooling response expected when the mixed layer was initially shallow (Price, 1981). The resulting reduction of sea surface pCO₂ is 4.1-4.25%/1°C (Takahashi, 1975; Takahashi et al., 1993; Millero, 1995; Archer et al., 2004). During La Niña events, there tend to be fewer tropical cyclones in the Pacific Ocean (cf. Camargo and Sobel, 2005 and references therein), but higher ΔpCO₂ values in the low-latitudes facilitate the loss of CO₂ from the ocean (Bates, 2002a). Conversely, during an El Niño event, warmer SSTs in the tropical Pacific Ocean tend to result in greater cyclone frequency (Camargo and Sobel, 2005: Fig. 6), which, however, coincides with relatively low ΔpCO₂ values, so that the ability of CO₂ removal from the ocean is reduced (Bates, 2002a). Accordingly, tropical cyclones cause the ocean to act as a stronger CO₂ sink during El Niño years compared to La Niña years (Bates, 2002a). In the mid- and high-latitudes, however, extra-tropical cyclones (ETC) derived storms pass over sea surface with negative ΔpCO₂, so that they possibly contribute to an atmosphere to ocean CO₂ flux (Bates, 2002a).
3 Physical Oceanography

A good understanding of the physical behaviour of the ocean is required to comprehend and predict the biogeochemical patterns and trends. The predominant ocean circulation, heat content and extent of upper ocean mixing all greatly impact on the carbon cycle, the distribution and flux of nutrients and, thus, biological productivity. This chapter is introducing the physical characteristics (ocean heat content, mixed layer depth and circulation) of the global ocean, with a focus on the western Pacific.

3.1 Ocean Heat Budget

3.1.1 Heat Transport

The heat budget of the sea surface includes the net shortwave (solar) and longwave radiative fluxes, the latent heat flux (LHF; heat flux to the atmosphere due to evaporation), and sensible heat fluxes (SHF; flux owing to water-air and water-rain temperature differences, respectively) (Cronin et al., 2006; Matsoukas et al., 2007). Within the Coral Sea, the mean annual LHF is estimated to range between 100 W/m$^2$ and 180 W/m$^2$ (Chou et al., 2005: Fig. 1b; Wu et al., 2007: Fig. 1a), with LHF being greater in the southern regions and during winter months (Chou et al., 2005). LHF and SHF are given by:

$$\text{LHF} = L\rho_a \overline{w^' q^'} = L\rho_a C_{lat} U(q_s - q_a)$$

$$\text{SHF} = c_p \rho_a \overline{w^' \theta^'} = c_p \rho_a C_{sen} U(\theta_s - \theta_a)$$

where L = latent heat of vaporisation (2440 J/g), $\rho_a$ = air density (1.15 kg/m$^3$), $\overline{w^' q^'}$ = kinematic flux of specific humidity (m/s g/g), $C_{lat}$ = exchange coefficient for latent heat (Dalton number), U = wind speed (m/s), $q_s$ = saturation specific humidity, $q_a$ = specific humidity of air (g/g), $c_p$ = specific heat capacity for air at constant pressure (1.0048 J g$^{-1}$ K$^{-1}$), $C_{sen}$ = exchange coefficient for sensible heat (Stanton number), $\theta_s$ = potential sea surface temperature (K), $\theta_a$ = potential air temperature (K) (cf. Cayan, 1992; Sahlée et al., 2009).

Solar radiation displays a strong diurnal (~1000 W/m$^2$; Price et al., 1986; Cronin et al., 2006) and seasonal (Kraus, 1972; Gent, 1991; Chou et al., 2005; Gleckler et al.,...
cycle due to the seasonal movement of the sun and the Intertropical Convergence Zone (ITCZ), resulting in the seasonal variability of SST (Chou et al., 2005). In general, highest SSTs in the region of 0°S-30°S can be expected around two months after the southern solstice (Aumann et al., 2007). Whereas most regions display an annual variation in solar heat fluxes, the tropical area exhibits semi-annual cycles due to the biannual overhead crossing of the sun (Gleckler et al., 2006).

Conversely, the sea surface LHF, the second largest constituent of the sea surface heat budget (Chou et al., 2004; Liu and Curry, 2006), mainly exhibits significant (>100 W/m²) seasonal variability (e.g. Chou et al., 2005; Cronin et al., 2006), consequently dominating the net surface heat flux fluctuations on timescales exceeding the diurnal (cf. Liu and Curry, 2006). In general, LHF is strongly positively correlated to surface wind stress (Chou et al., 2005). Within the Coral Sea, mean annual LHF is estimated to range between around 100-180 W/m² (Chou et al., 2005: Fig. 1b; Wu et al., 2007: Fig. 1a), with LHF being greater in the southern regions and during winter months (Chou et al., 2005).

In the western subtropical Pacific, it was estimated that a slight (~0.2 PW) northward heat flux occurs due to a large warm water flux into the Indian Ocean via the Indonesian Throughflow (ITF) (Ganachaud and Wunsch, 2000). Conversely, it was determined that the poleward ocean heat transport (OHT) in the southern Pacific via Ekman-driven subtropical gyres peaks at 0.92 PW at 10°S (Trenberth and Caron, 2001). Changes in poleward OHT are often linked to modifications in the oceanic overturning cells, which are, in turn, positively correlated to variations in the Hadley Cell (cf. Hazeleger, 2005).

Poleward OHT away from the equatorial Pacific is increased during El Niño events (Sun and Trenberth, 1998). However, the impact of ENSO events on OHT in the Pacific Ocean is relatively minor (~0.5 PW) due to compensating effects of changes in heat transport via meridional overturning (equatorward OHT) and subtropical gyres (poleward OHT) (Hazeleger et al., 2004; 2005). The poleward OHT in the Pacific is further reduced due to a decrease in ITF heat transport (Hazeleger et al., 2004).
3.1.2 Equatorial Pacific Ocean

3.1.2.1 Paleoclimate

The SST of the global oceans has undergone significant variability on millennial and longer timescales (cf. Jaffrés et al., 2007 and references therein). Comparatively small SST changes are ascribed to tropical oceans (de Garidel-Thoron et al., 2005; Brierley et al., 2009) and, specifically, to the Coral Sea (e.g. Lawrence and Herbert, 2005) over similar timescales. Throughout the Holocene, a general trend of decreasing SST (by about 0.5°C) is evident in the tropical Pacific Ocean (Stott et al., 2004).

There has also been an overall trend of decreasing SST in the tropical Indo-Pacific during the last millennium, maxima and minima coinciding with the Medieval Warm Period (~1000-1400 AD) and the Little Ice Age (~1400-1850 AD), respectively (cf. Newton et al., 2006). The latter is strongly linked to periods of anomalously low solar activity (e.g. Maunder Minimum: 1645-1715 AD) and increased volcanic activity (e.g. Lean et al., 1995).

3.1.2.2 Modern Climate Regime

In most global oceans, a warming trend in sea surface temperatures (SSTs) (Cane et al., 1997; Lau and Weng, 1999; Gagan et al., 2000: Fig. 2; Levitus et al., 2000; Wilson et al., 2006; AchutaRao et al., 2007) and an increase in the total ocean heat content (e.g. Gouretski and Koltermann, 2007) has been detected over the last few decades, parallel to atmospheric warming (Folland et al., 2001). The latter is mainly attributed to the increase in atmospheric CO₂ concentration, which results in enhanced radiative forcing (Crowley, 2000; Houghton et al., 2001; Sarmiento and Gruber, 2002). It is estimated that global radiative forcing has already increased by 2.63 ± 0.26 W/m² due to anthropogenic emissions of greenhouse gases (Forster et al., 2007). Both global mean SSTs (Nicholls et al., 1996) and annual tropical SSTs (Wilson et al., 2006) have increased by about 0.4°C in the 20th century. However, due to increasing air temperatures, cloud cover is increasing as well in some regions (e.g. western equatorial Pacific) resulting in a reduction of shortwave radiation and therefore also a decrease in the net surface heat flux into those locations (Curtis and Hastenrath, 1999; Liu and Huang, 2000). Changes in cloud cover are also linked to variability in large-scale atmospheric circulation. Chen et al. (2002)
have linked variability in cloud cover in the 1990s to the strengthening of the atmospheric Hadley-Walker circulation (cf. Bjerknes, 1966), with lower cloud cover occurring in tropical subsidence regions (western Pacific), and an increase in cloud density in convective regions.

The large-scale tropical Hadley and Walker atmospheric circulations are strongly coupled with each other (Oort and Yienger, 1996), generating the strongest convection centre around the western equatorial Pacific (Tanaka et al., 2004). The Walker circulation (Bjerknes, 1969) is characterised by a large-scale zonal (east-west) overturning of air across the equatorial Pacific Ocean, with convection to the west and subsidence to the east (Bjerknes, 1969; Julian and Chervin, 1978; Philander, 1983; Oort and Yienger, 1996; Chen et al., 2002), which may reverse during strong El Niño events (Oort and Yienger, 1996). It is driven by the east-west temperature contrast in the underlying SST along the equatorial Pacific (Bjerknes, 1969; Tanaka et al., 2004). Changes in the intensity of the Walker circulation are closely associated with those of the ENSO (Julian and Chervin, 1978) and monsoonal circulations over neighbouring continents (Philander, 1983; Webster et al., 1998). The Walker circulation is three times stronger than the Hadley circulation (Tanaka et al., 2004). The strength of the Hadley Cell is at its minimum in summer (Bjerknes, 1966).

The Hadley circulation, in turn, is a roughly zonally symmetric meridional circulation, rising over the ITCZ and descending over the subtropical high-pressure belt (Bjerknes, 1966; Philander, 1983; Oort and Yienger, 1996; Trenberth et al., 2000). It is driven by meridional differential heating (Trenberth et al., 2000; Tanaka et al., 2004), with the equatorial warm pool supplying most of the thermal energy to drive the Hadley Cell (Bjerknes, 1966). The strength of the Hadley cells controls the intensity of the large-scale summer monsoon (Tanaka et al., 2004).

The rate of increase of SST varies on decadal time scales. In the equatorial Pacific, it was determined that the mean SST increase of about 0.8°C over the last four decades (cf. Zhang et al., 1997) is linked to a reduction of oceanic cold advection due to a weakening of the equatorial trade winds, and the concomitant decrease in the South Equatorial Current, the off-equatorial Ekman divergence and upwelling (Liu and Huang, 2000), which can be associated with the PDO changing into its warm phase. SST variability on
inter-decadal timescales is also linked to the IPO (Power et al., 1999; Jaffrès and Everingham, 2005; Power and Colman, 2006) and the PDO (Mantua and Hare, 2002). The IPO changed into its positive phase in 1978 (Salinger et al., 2001), resulting in warmer SSTs in the Coral Sea (Calvo et al., 2007). The wind-driven meridional overturning circulation in the upper Pacific Ocean has been slowing down since the 1970s, resulting in a decrease in upwelling of about 25% (about 35-47×10⁶ m³/s) between 9°N and 9°S (McPhaden and Zhang, 2002). Whereas the heating of the eastern and central equatorial Pacific is attributed to reduced upwelling and off-equatorial divergence of cold water, the warming in the western Pacific is linked to zonal advection of warm water (Liu and Huang, 2000). In the western Pacific, the net heat flux is determined to be less than 10 W/m², significantly less than the heat flux into the eastern equatorial Pacific (~50 W/m²) (Gent, 1991; Liu and Huang, 2000). Surface heat flux and heat advection are the main controlling factors of the seasonal variability of surface heat content in the tropical western Pacific (Qu, 1996).

### 3.2 Surface Mixed Layer

Turbulent mixing leads to the formation and maintenance of a quasi-homogenous surface region of salinity, temperature and density that is generally interpreted as the ocean surface mixed layer (Kraus, 1972; Gregg et al., 1985; Weller, 1987; Bauer et al., 1991; Sprintall and Tomczak, 1992; Kraus and Businger, 1994; Alexander et al., 2000; Kara et al., 2003; Babu et al., 2004; de Boyer Montégut et al., 2004; Acreman, 2005; Zawada et al., 2005). This turbulent layer plays an important role in air-sea interactions through the flux and storage of heat, gases (e.g. CO₂), and momentum (Kraus, 1972; Price et al., 1986; Kraus and Businger, 1994). The ocean mixed layer controls both the depth from which nutrients are supplied to the surface (Polovina et al., 1995; Schmittner et al., 2005), and the depth over which the net surface heat flux is distributed (Chen et al., 1994). Its depth is also found to be proportional to biological productivity (Behrenfeld and Falkowski, 1997).

Turbulent mixing is mainly caused by mixing via turbulent eddies due to wind forcing and is most prominent along isopycnal surfaces (Kara et al., 2003). Buoyancy forcing (e.g. due to surface cooling), which is predominantly influenced by the net
surface heat flux, is also a significant (but secondary) cause for turbulent mixing (Kara et al., 2002; Qu et al., 2007). The surface heat flux, in turn, is governed by short-wave radiation and latent heat flux (Gregg et al., 1985). The extent of turbulent mixing, and therefore the magnitude of the eddy viscosity for horizontal and vertical advection, depends on the vertical density stratification of the water (Pickard and Emery, 1990). In the absence of strong stratification, turbulent mixing will easily overturn the water column, whereas turbulent mixing is suppressed in a highly stratified water column (Kara et al., 2003).

The variability of the mixed layer is studied in terms of the mixed layer depth (MLD), a zone of very abrupt change in temperature and/or salinity, which defines the lower limit of the turbulent mixed layer (Kara et al., 2003). Due to limited amount of temperature and salinity data available in some areas, the ocean MLD is not as well known and studied as the atmospheric boundary layer.

3.2.1 Methods of Mixed Layer Depth Determination

3.2.1.1 Temperature vs Density

The definition of MLD is unstandardised and often subjective, and can be based on various parameters (i.e. temperature, density, salinity) (Polovina et al., 1995; You, 1995; de Boyer Montégut et al., 2004; Zawada et al., 2005; Lorbacher et al., 2006; Udaya Bhaskar et al., 2006). Furthermore, mixed layer depths are averaged over different time periods (e.g. day, month, year; de Boyer Montégut et al., 2004), further complicating the analysis and intercomparison of the results of multiple studies.

The most commonly used algorithms for MLD determination require vertical profiles of either temperature or density (cf. Brainerd and Gregg, 1995; Lukas and Lindstrom, 1991; Zawada et al., 2005). Normally, the mixed layer depth can be defined by a density-based criterion that takes into account the effects of both temperature and salinity (Lewis et al., 1990; Lukas and Lindstrom, 1991; Sprintall and Tomczak, 1992; Kara et al., 2003). However, since generally more temperature data is available compared to salinity or density data (Boyer and Levitus, 2002; Lorbacher et al., 2006), the MLD is more commonly inferred from a temperature-based criterion (e.g. Rao et al., 1989; Brainerd and Gregg, 1995; Obata et al., 1996; de Boyer Montégut et al., 2004; Zawada et al.,
2005), which yields the isothermal layer depth (ILD; cf. Kara et al., 2003). These differences in the determination of the MLD make the interpretation of the spatial and temporal variability of the ocean mixed layer complicated.

Figure 3.2.1. CTD profiles of temperature (black), salinity (blue), and density (orange). The orange, solid dot shows the depth of the density mixed layer (MLD). The black, solid dot shows the isothermal layer depth (ILD). The area in between the MLD and ILD denotes the barrier layer (BL), created as a result of a shallow halocline. Within the BL, the temperature profile remains relatively invariable (figure adapted from de Boyer Montégut et al., 2007).
Additionally, while the ILD generally corresponds to the MLD over most of the global ocean due to the presence of a strong thermocline and a weak halocline (Brainerd and Gregg, 1995; Qu and Meyers, 2005), there are regions such as the western equatorial Pacific (Vialard and Delecluse, 1998), where the ILD and MLD differ significantly, the MLD generally being more shallow (Lukas and Lindstrom, 1991; Delcroix et al., 1992; Qu and Meyers, 2005). In such cases (MLD < ILD), a barrier layer is formed (Figure 3.2.1), which is defined as the region between the MLD and ILD (Delcroix et al., 1992; Sprintall and Tomczak, 1992; You, 1995; Kara et al., 2003). In the western equatorial Pacific, barrier layers form as a result of the freshening of sea surface water by rainfall, which influences the density structure by generating shallow and strong haloclines (Lewis et al., 1990; Lukas and Lindstrom, 1991; Roemmich et al., 1994; You, 1995; Vialard and Delecluse, 1998; Ando and Kuroda, 2002; Kara et al., 2003). As a consequence of the barrier layer formation, cold water is prevented from entraining into the shallowing mixed layer, resulting in a warming of the surface ocean (Vialard and Delecluse, 1998; Ando and Kuroda, 2002). High-latitude regions are another example where ILD and MLD diverge since salinity dominates the density gradient (Levitus, 1982; Vialard and Delecluse, 1998; de Boyer Montégut et al., 2004). In the North Pacific, a seasonal barrier layer is formed due to strong sea surface cooling in winter, which results in a deepening of the thermocline so that salinity stratification generates an MLD that is shallower than the ILD (Kara et al., 2000b). Therefore, density-based methods are more reliable for areas affected by intense freshwater input (e.g. Vialard and Delecluse, 1998), where salinity stratification is significant (Levitus, 1982; Brainerd and Gregg, 1995; Kara et al., 2000b) or where evaporation, and correspondingly more saline and cool surface waters, can destabilise the mixed layer (Gardner et al., 1999; Lee et al., 2000).

3.2.1.2 Threshold vs Gradient Method

Most methods employed to determine the MLD use criteria based on either a finite difference (threshold method) from the surface value or a gradient (gradient method) exceeding a specific value to determine the MLD (cf. Lukas and Lindstrom, 1991; Brainerd and Gregg, 1995; Kara et al., 2000a). Other methods include the split-and-
merge method, the integral method and the regression method (cf. Thomson and Fine, 2003 and references therein).

Often, the MLD is defined using the threshold method with a fixed difference criterion (e.g. Kara et al., 2000a; de Boyer Montégut et al., 2004). The threshold method identifies the depth at which the potential density changes by a fixed value ($\Delta \rho$) relative to the one at a near-surface reference depth (Lukas and Lindstrom, 1991; Sprintall and Tomczak, 1992). Similarly, the ILD is defined as the depth, where the temperature has altered by a finite amount ($\Delta T$) from the temperature at a reference depth (Kara et al., 2003). The reference depth is usually set at 10 m to avoid much of the strong diurnal variability in the top few meters of the ocean in equatorial regions (de Boyer Montégut et al., 2004). Previous studies have determined that, on a global ocean scale, the optimal criterion value for $\Delta T$ is between 0.2°C (de Boyer Montégut et al., 2004) to 0.6°C (Kara et al., 2003), whereas a threshold value of 0.03 kg/m$^3$ was considered most suitable for $\Delta \rho$ (de Boyer Montégut et al., 2004). However, the most accurate $\Delta \rho$ and $\Delta T$ values vary significantly both seasonally and regionally (Kara et al., 2000a; 2003; Lorbacher et al., 2006). For the high southern latitudes and equatorial regions, for example, the $\Delta T$ values are considerably less than 0.6°C (0.1 and 0.4°C, respectively) due to strong salinity stratification in these locations (Kara et al., 2003). The MLD estimated with the finite difference (threshold) method tends to be more reliable than the MLD based on the gradient method (Schneider and Müller, 1990; Brainerd and Gregg, 1995; Gardner et al., 1999) since the latter requires highly resolved profiles for an accurate gradient determination (de Boyer Montégut et al., 2004). In the gradient method, the MLD is defined as the depth, where the vertical temperature or density gradient is significantly smaller than is observed deeper in the water column (Polovina et al., 1995), i.e. where a certain pre-determined value of rate of change (in either temperature or density) is not exceeded (Figure 3.2.2).
Figure 3.2.2. Illustration of threshold method (red lines) and gradient method (blue arrow) based on a density profile derived from Argo float 5900607. The threshold method determines the mixed layer depth (MLD) at the point where density has increased by a given increment, $\Delta \rho$ (in this case, 0.03 kg/m$^3$, green lines) from the density value at 10 m depth. The gradient method, in turn, defines the MLD as being the depth were the gradient rapidly changes (e.g. $>0.01$ kg/m$^3$ per meter).

3.2.2 Variability in Mixed Layer Depth

The main temporal variability of the MLD is directly connected to changes in wind and buoyancy forcing (e.g. surface forcing, lateral advection, internal waves) within the mixed layer, and ranges from diurnal (Gregg et al., 1985; Schneider and Müller, 1990; Brainerd and Gregg, 1995) to interannual variability (McCreary et al., 2001; Kara et al., 2003). Surface heat flux (cf. Chen et al., 1994; Kako and Kubota, 2007), equatorial Kelvin waves (cf. Cane, 1983), precipitation, surface wind mixing (Niiler, 1975; Delcroix et al., 1992) and cooling convection (Davis et al., 1981; Rao et al., 1989; Chen et al., 1994; Qu, 2003) all significantly influence the seasonal variation of ILD, MLD, and BLT (barrier layer thickness), but their relative importance differs from one region to another (Delcroix et al., 1992; Qu and Meyers, 2005). Generally, mixed (and isothermal) layers
are shallower in summer than in winter in both hemispheres due to sea surface heating (Bathen, 1972; Kara et al., 2003; Qu and Meyers, 2005; Nilsen and Falck, 2006), with greater seasonality displayed at higher latitudes (Bathen, 1972). The warming of the mixed layer during summer is fairly uniform with latitude, whereas the salinity of the mixed layer changes little with time (Rintoul et al., 1997). Deep winter mixed layers are produced by winter cooling and stronger winds (Kara et al., 2003; Nilsen and Falck, 2006). In the North Pacific and North Atlantic, the MLD is shallowing from winter to spring, coinciding with spring blooms of phytoplankton (cf. Obata et al., 1996). Strong seasonality of MLD is found in the subtropical Pacific Ocean and in middle to high latitudes (Kara et al., 2003). The Antarctic, however, is characterised by a continuously shallow MLD (Kara et al., 2003). The greatest annual change (~25 m) of both the MLD and ILD occurs at 10°S-15°S (Masumoto and Meyers, 1998: Fig. 8a; Qu and Meyers, 2005). On the equator, the ILD and MLD vary by about 15-20 m annually (Schneider and Müller, 1990; Qu and Meyers, 2005). Because of a large excess of precipitation over evaporation (large P-E), the MLD is significantly shallower than the ILD during most seasons of the year (Qu and Meyers, 2005).

3.2.3 Bias in MLD Measurement

There are numerous biases and inaccuracies associated with the determination of the MLD, with the precision of the MLD determination generally limited to about 20 m due to the intrinsic fluctuations of the MLD (Kara et al., 2000a). The accuracy of the MLD is also dependent on the vertical resolution of the profiles, with the precision increasing for high-resolution profiles (e.g. Lorbacher et al., 2006). Furthermore, the older mechanical bathythermographs (MBT) often sampled only down to 100 m, so that only relatively shallow MLD were able to be determined, therefore undersampling deeper MLD and thus leading to an underestimation of the average MLD (e.g. Polovina et al., 1995). Additionally, CTD measurements are rarely taken during storm events, which are correlated with deepened mixing (Polovina et al., 1995).
3.3 Oceanic Circulation

3.3.1 Circulation and Wind Forcing

Vertical diffusion, Southern Ocean winds and eddies seem to strongly influence global circulation and density patterns (Gnanadesikan, 1999). Downwelling in high latitudes induces a large-scale meridional circulation, in which warm surface water flows poleward, cooling down in the process (Toggweiler and Samuels, 1998). Consequently, the water density is increasing, thus allowing the polar surface water to sink and subsequently flow towards low latitudes (Toggweiler and Samuels, 1998). The meridional overturning circulation leads to upwelling of cold pycnocline water at low latitudes (McPhaden and Zhang, 2002). Most of the upwelling transport (≥90%) in the tropical Pacific occurs in the eastern and central equator region (McPhaden and Zhang, 2002) and along the Peruvian coast (Chavez and Toggweiler, 1995). Upwelling results in the replacement of all deep ocean water about every 500-1000 years (Stuiver et al., 1983; Matsumoto, 2007) at an overturning rate of 20-40 Sv (Sv ≡ 10^6 m^3/s) (Stuiver et al., 1983). In the tropical Pacific, the circulation is strongest in the upper ocean (Johnson et al., 2001: Fig. 2). Meridional Ekman transports are limited to about the upper 50 m in the tropical oceans (McPhaden and Zhang, 2002), and are to the right of the wind stress in the northern hemisphere and to the left of the wind stress in the southern hemisphere (Ralph and Niiler, 1999: Fig. 1), whereas the pycnocline flows extend to several hundred metres depth (McPhaden and Zhang, 2002). Trade and monsoonal winds converge to areas of the highest SST in the equatorial western Pacific, where the largest cloud cover and smallest wind speed occur (Chou et al., 2005).

It is the wind stress curl, as opposed to the wind stress itself, which mainly forces ocean circulation (Cai et al., 2005). The change of the wind stress curl is controlled by the meridional gradient of changes in zonal wind stress (Cai et al., 2005). The maximum change in zonal wind stress is located at about 60°S (Thompson and Solomon, 2002; Gillett and Thompson, 2003), whereas the maximum change in surface wind stress curl is situated at about 48°S (Cai et al., 2005). One of the effects of the change in the wind stress curl is a southward strengthening of the East Australia Current (EAC), resulting in a warming of the Tasman Sea (Cai et al., 2005).
3.3.1.1 Long-term Changes in Wind Forcing and Circulation

In the tropical Indo-Pacific, changes in the trade winds govern variability in the strength of Subtropical Cells (STCs) (Hazeleger, 2005; Meehl et al., 2006). A wind stress reduction also causes a slow-down of the South Equatorial Current (SEC) (Dawe and Thompson, 2006). Furthermore, trade winds and SSTs are tightly coupled with each other. Warmer eastern tropical Pacific SSTs as a result of increased greenhouse gas forcing would reduce the east-west temperature gradient and, thus, be supporting weaker trade winds (McPhaden and Zhang, 2002; Meehl et al., 2006). Weaker easterly trade winds in the equatorial Pacific, in turn, would cause a reduction of the Ekman and geostrophic meridional transports, a shallowing MLD (Dawe and Thompson, 2006), a decrease in equatorial upwelling and, thus, an increase in the eastern equatorial SSTs (Meehl and Washington, 1996; McPhaden and Zhang, 2002). Additionally, lower wind speeds, and, thus, smaller wind stress, reduces the latent and sensible heat fluxes (Kara et al., 2005). The reduced evaporative cooling due to weakened winds surpasses the reduced solar heating due to increased cloudiness, resulting in a maximum surface heating in the strong convective and high SST regions, which follow the seasonal movement of the sun (Chou et al., 2005).

Over the last century, the zonal sea level pressure (SLP) gradient and the strength of the equatorial Pacific zonal-mean easterlies have decreased, causing a weakening of surface equatorial currents, a vertical shift in sub-surface currents, a reduction in the intensity and depth of equatorial upwelling, and a substantial shoaling of the western equatorial Pacific thermocline depth (Vecchi et al., 2006). A reduction of the trade winds influences both the east-west tilt of the equatorial Pacific thermocline and its mean depth (Jin, 1997), which could impact on the nature of El Niño variability (Federov and Philander, 2000). On yearly and longer timescales of equatorial thermocline adjustment to wind changes, the impact of reductions in trade winds is felt almost entirely by the western equatorial Pacific thermocline depth (Vecchi et al., 2006).

In the Southern Ocean, on the other hand, the wind strength, which is tightly linked to the southern hemisphere annular mode (SAM), also called Antarctic Oscillation, has been increasing over the last decades (Thompson and Solomon, 2002). This increase has been attributed to the depletion of stratospheric ozone and to changes in the SST pattern due to
global warming (Fyfe et al., 1999; Thompson and Solomon, 2002; Shindell and Schmidt, 2004; Toggweiler and Russell, 2008). The wind strength in the Southern Ocean is expected to further increase in future (Kushner et al., 2001; Le Quéré et al., 2007). The net impact of the intensification in wind strength on the CO₂ uptake by the Southern Ocean is currently disputed. Some research groups (e.g. Mignone et al., 2006) predicted that both the relative importance of the Southern Ocean CO₂ sink and the absolute magnitude of total anthropogenic CO₂ uptake will augment. More recently, however, Le Quéré et al. (2007) projected that the fraction of anthropogenic CO₂ uptake of this region will decrease in future due to increased upwelling (see also Saenko et al., 2005) and outgassing of CO₂ in some regions. Furthermore, several studies predict that the formation of Antarctic Bottom Water will decrease in future due to freshening and warming of the Southern Ocean (e.g. Marsland et al., 2007), thus further reducing the storage of CO₂ in the deep ocean.
4 Impacts of Climate Change and Rising Atmospheric CO₂

4.1 Biological Impacts

It is forecast that future climate change impacts will include ocean temperature increases, lower $pH$, significant changes in oceanic circulation, variations in mixed layer thickness, and changes in cloud cover and sea ice, and, therefore, light supply to the surface ocean (e.g. Houghton et al., 2001). Global warming will strengthen the stability of the ocean stratification in many regions, leading to a reduction in overturning circulation and vertical mixing (Sarmiento et al., 1998; 2004b; Matear and Hirst, 1999; Bopp et al., 2001; Delille et al., 2005; Schmittner, 2005). Along the NE coast of Australia, for example, average SSTs have already been increasing by 0.12°C/decade since 1950 (Lough, 2008).

Furthermore, it is predicted that evaporation will increase in the tropical and subtropical regions, while increased precipitation in the high latitudes will lead to a freshening of surface waters (Houghton et al., 2001; Sarmiento et al., 2004). Both higher temperature and lower salinity result in reduced surface density, which will lead to increased vertical stratification and more shallow mixed layers (Smith et al., 2000; Sarmiento et al., 2004; Orr et al., 2005a). These changes will have significant impacts on biological productivity (e.g. Denman et al., 1996; Kleypas et al., 1999a; Cox et al., 2000; Bopp et al., 2001; Sarmiento et al., 2004) since an increase in ocean temperature and light supply affect photosynthesis directly, whereas reduced vertical mixing has a significant impact on primary productivity through reduced nutrient supply (e.g. Orr et al., 2005a; Huisman et al., 2006). Since vertical mixing in the low-latitude pycnocline determines the amount of deep water upwelling at the equator (Gnanadesikan et al., 2002), the upward nutrient-flux will be suppressed, resulting in a decline in oceanic primary production (Sarmiento et al., 1998; 2004b; Bobb et al., 2001; Schmittner, 2005; see also Huisman et al., 2006).

4.1.1 Terrestrial Photosynthesis

It is expected that terrestrial and oceanic photosynthesis and plant growth will be augmented with increased atmospheric CO₂ concentration and warming when sufficient
water and nutrients are available (Melillo et al., 2002; Govindasami et al., 2005; Langdon and Atkinson, 2005). On land, as soil carbon is oxidised, nitrogen is released to the soil (Steffen, 2006), which can lead to increased photosynthesis and, therefore, enhanced uptake of atmospheric CO (Melillo et al., 2002). However, the enhanced physiological effects of CO on terrestrial productivity and efficiency of water use levels off at high CO concentrations (Cao and Woodward, 1998). Furthermore, terrestrial CO uptake begins to decrease at higher CO concentrations, since the direct effect of CO on photosynthesis saturates, whereas the increasing temperature leads to a rise in evapotranspiration, which acts to increase soil aridity (Cox et al., 2000; Friedlingstein et al., 2001; Berthelot et al., 2002; Dufresne et al., 2002). In addition, heterotrophic respiration rates are also anticipated to increase due to global warming, resulting in lower or even reversed CO flux from the atmosphere to the terrestrial biosphere (Cox et al., 2000; Cramer et al., 2001; Joos et al., 2001).

4.2 Carbonate System and [CO3\(^{2-}\)] in Seawater

The oceanic carbon system is expected to be significantly affected by global warming and increased atmospheric CO. Three main DIC species exist in the ocean, which are molecular dissolved CO (or aqueous CO, consisting of CO and HCO\(_3\)), bicarbonate (HCO\(_3\)) and carbonate (CO\(_3^{2-}\)) (Wolf-Gladrow et al., 1999; Leclercq et al., 2000). They are interlinked according to CO + H\(_2\)O ↔ HCO\(_3\) ↔ HCO\(_3\) + H\(^+\) ↔ CO\(_3^{2-}\) + 2H\(^+\) (Leclercq et al., 2000), with the relative abundance of the three DIC species depending on pH (Figure 4.2.1) (Usdowski and Hoefs, 1993). Ocean pH values generally range from 7.7 to 8.2 (Brewer et al., 1995: Fig. 1; Haugan and Drange, 1996). The highest pH values are observed at the sea surface in high latitudes during summer, whereas the lowest pH values predominate in the deep ocean (Haugan and Drange, 1996) and in sediment pore water (Zhu et al., 2006). At seawater pH of 8.2, less than 1% of dissolved CO remains as CO\(_2\) (CO\(_2(aq)\) + H\(_2\)CO\(_3\)), while most dissociates into HCO\(_3\)\(^-\) (90%) and CO\(_3^{2-}\) (9%) (Kleypas et al., 1999a; Wolf-Gladrow et al., 1999).

Oceanic uptake of atmospheric CO leads to higher concentrations of dissolved inorganic CO, pCO and HCO\(_3\), and a decrease in [CO\(_3^{2-}\)] and pH in the ocean mixed layer (Fairhall, 1973; Gattuso et al., 1998; Kleypas et al., 1999a; Wolf-Gladrow et al.,
1999; Marubini et al., 2001; 2003; Iglesias-Rodriguez et al., 2002a; Andersson et al., 2003; Reynaud et al., 2003). The lower pH levels result in the additional formation of HCO$_3^-$ via the combination of some CO$_3^{2-}$ with H$^+$ (Wong and Matear, 1998; Kleypas et al., 1999a) since pH determines the ratio of HCO$_3^-$ to CO$_3^{2-}$ in solution (Zeebe, 1999). Relative to pre-industrial concentrations, oceanic uptake of anthropogenic CO$_2$ has already reduced the surface CO$_3^{2-}$ concentration by more than 10% (a drop of 29 μmol/kg in the tropics and 18 μmol/kg in the Southern Ocean; Orr et al., 2005). Presently, surface [CO$_3^{2-}$] varies meridionally from average Southern Ocean values of 105 μmol/kg to average equatorial [CO$_3^{2-}$] of 240 μmol/kg (Orr et al., 2005). Low [CO$_3^{2-}$] in the Southern Ocean is due to low surface temperatures (facilitating CO$_2$ uptake; Archer et al., 2000) and large amounts of upwelled deep water, which contain high [CO$_2$(aq)] from organic matter remineralisation (Orr et al., 2005), and consequently a lower pH.
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Figure 4.2.1. Schematic relationship between pH and the dissolved carbonate species CO$_2$ (solid line), H$_2$CO$_3$ (dotted line), HCO$_3^-$ (dashed line), and CO$_3^{2-}$ (dash-dotted line). The values correspond to fresh water conditions (T = 19°C, tCO$_2$ ~2 mmol/kg; figure from Zeebe, 1999).
4.2.1 Revelle Factor

Oceanic CO₂ (or carbonic acid) uptake neutralises (or titrates) CO₃²⁻ in seawater and decreases the buffer capacity of the ocean, i.e. the capacity of the ocean to resist pH changes due to addition of CO₂ or other acids (Wong and Matear, 1998; Sabine et al., 2002b; Andersson et al., 2006). The ability of the ocean to act as a sink for anthropogenic CO₂ from the atmosphere is inversely proportional to the value of the buffer factor, also called Revelle factor (Siegenthaler and Oeschger, 1978; Sabine et al., 2004). Its value is proportional to the ratio between the relative change in seawater pCO₂ and the relative change in DIC in seawater (i.e. [CO₂] + [HCO₃⁻] + [CO₃²⁻]) (Broecker et al., 1979; Holmen, 1992; Wolf-Gladrow et al., 1999; Sabine et al., 2004). This definition of the Revelle factor assumes that the temperature, salinity, and alkalinity of seawater remain constant and that [tCO₂] is much greater than Δ[tCO₂] (Broecker et al., 1979). As [CO₃²⁻] decreases, the Revelle factor increases and the ocean’s capability to absorb more CO₂ from the atmosphere is reduced (Sabine et al., 2004). The warm tropical and subtropical oceans are generally characterised by low Revelle factors, whereas high Revelle factors are found in polar areas (Holmen, 1992; Sabine et al., 2004). Globally, the Revelle factor ranges from 8 to 15 in the sea surface (Broecker et al., 1979), with a global average of around 9-10 (cf. Oeschger et al., 1975; Siegenthaler and Oeschger, 1978).

4.3 Impact on pH

The present rise in atmospheric and oceanic CO₂ levels results in significant changes in sea surface pH and carbonate chemistry (Wolf-Gladrow et al., 1999; Caldeira and Wickett, 2003; Pelejero et al., 2005). Boron isotope analysis in foraminifera revealed that glacial-period oceans had higher pH by about 0.3 pH units and higher [CO₃²⁻] than today (Sanyal et al., 1995; Spero et al., 1997). Presently, the pH level in the tropical sea surface mixed layer is about 8.1 (Gattuso et al., 1998; Caldeira and Wickett, 2005). Modern ocean pH displays a range of 0.5 units worldwide, and a seasonal amplitude of up to 0.1 pH units locally (Haugan and Drange, 1996). Throughout the tropical Pacific, surface-ocean pH variations of ~0.2 units are occurring (Pelejero et al., 2005). This variability mainly occurs due to the temperature-related CO₂ solubility (colder water characterised by higher CO₂ solubility), and upwelling of cold, CO₂-rich water, with colder surface
water and upwelling both leading to a pH decrease (Pelejero et al., 2005; Blackford and Gilbert, 2007; Feely et al., 2008). In coastal regions, pH may display a variability exceeding 1.0, especially nearby major river plumes (Hinga, 2002; Blackford and Gilbert, 2007).

Figure 4.3.1. Observed and estimated decrease in oceanic pH with increasing atmospheric CO₂ concentration. Future pH is compared to the pre-industrial and glacial-interglacial period, as well as the present sea surface pH range (Figure from Steffen, 2006).

CO₂ uptake by the world oceans lowers ocean pH, leading to a reduction in the oceans’ capacity to continue to absorb CO₂ (Sabine et al., 2002b; Pelejero et al., 2005). It is estimated that average ocean pH already has decreased by 0.1 pH units (30% increase in [H⁺]) in cold waters and about 0.09 pH units in the warmest surface waters over the anthropocene (Haugan and Drange, 1996; Brewer, 1997: their Table 2; Wolf-Gladrow et al., 1999: their Fig. 1; Caldeira and Wickett, 2003; Nakayama et al., 2005; Orr et al., 2005a). A further reduction of 0.2 to 0.4 pH units is predicted for the 21st century (Figure 4.3.1) (Haugan and Drange, 1996; Brewer, 1997; Gattuso et al., 1998; Wong and Matear,
When $[CO_2]$ varies very rapidly ($<10^4$ years), ocean $pH$ is relatively sensitive to changes in $[CO_2]$ (Caldeira and Wickett, 2003). When $[CO_2]$ changes relatively slowly ($>10^5$ years), on the other hand, ocean chemistry is buffered by increased terrestrial weathering reactions with aluminosilicate rocks, and interactions with terrestrial and marine carbonate minerals, thereby reducing sensitivity to $pH$ changes (cf. Caldeira and Wickett, 2003; Blackford and Gilbert, 2007). Relative to the direct effects of increased CO$_2$ in the atmosphere, $pH$ is only modestly affected by other climate change feedbacks because the effects of warmer SSTs (reducing $pH$) and diminished solubility of CO$_2$ in the upper ocean with ocean warming (increasing $pH$) on $pH$ show a tendency to counteract each other (McNeil and Matear, 2006; 2007). It is thus more likely that future $pH$ and ocean acidification will mainly be influenced by the atmospheric CO$_2$ concentration (McNeil and Matear, 2007).

### 4.4 Effect on Coral Reefs

Coral reefs are confined to areas where the annual minimum seawater temperature exceeds 18°C (Vaughan, 1919). For most coral systems, the optimum temperature is about 26-27°C and growth significantly declines ±5°C from the optimum condition (Jokiel and Coles, 1977; Coles and Jokiel, 1978; Reynaud-Vaganay et al., 1999: Fig. 2). Corals are less likely to recover when exposed to low temperatures (lower limit = 18°C) (Jokiel and Coles, 1977). Most reefs occur in tropical waters (cf. Gattuso and Buddemeier, 2000: Fig. 1) with average annual SSTs greater than 27°C (Kleypas et al., 1999b) and at water depth of less than 30 m (Achituv and Dubinsky, 1990: Fig. 1.2; Kleypas et al., 2005). Light and saturation state of aragonite are also strongly linked to reef development, with both lower light intensity and lower saturation state leading to reduced calcification rate (Table 4.4.1) (e.g. Goreau and Goreau, 1959; Chalker and Taylor, 1978; Barnes, 1982; Kleypas et al., 1999b). Light intensity is strongly controlled by latitude and depth and, on a regional scale, can be significantly attenuated by particulate and dissolved organic matter in the water column (Marubini et al., 2001).
Table 4.4.1. Physical and biogeochemical processes impacting on or impacted by the coral reef system. For each process, forcing factors and variables (dependent factors) affected by a given process are listed. The ‘feedback mechanism’ column refers to the relationship between certain processes (1st column) and other parameters, with a positive [negative] feedback enhancing [reducing] the impact of the given process. On the next page, observed trends in the processes are tabulated, together with a summary of the main impacts on the reefs due to predicted changes in each process.

<table>
<thead>
<tr>
<th>parameter</th>
<th>forcing factors</th>
<th>dependent factors</th>
<th>feedback mechanism</th>
</tr>
</thead>
<tbody>
<tr>
<td>biogeochemical processes</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>saturation state</td>
<td>$pCO_2, pH, CO_3^{2-}, temperature$</td>
<td>calcification rate, carbonate dissolution rate (mainly hmc and aragonite)</td>
<td></td>
</tr>
<tr>
<td>calcification</td>
<td>$CO_3^{2-}, saturation state, SST$</td>
<td>$pH, CO_2$</td>
<td>negative with $CO_2$</td>
</tr>
<tr>
<td>dissolution</td>
<td>$CO_3^{2-}, saturation state, SST$</td>
<td>$pH, CO_2$</td>
<td>negative with $CO_2$</td>
</tr>
<tr>
<td>coral bleaching</td>
<td>SST</td>
<td>calcification</td>
<td>positive with structural strength</td>
</tr>
<tr>
<td>atmospheric $pCO_2$</td>
<td>anthropogenic greenhouse emissions</td>
<td>air-sea $CO_2$ flux; saturation state</td>
<td>positive with SST</td>
</tr>
<tr>
<td>air-sea $CO_2$ flux</td>
<td>wind stress, temperature, circulation, atmospheric $pCO_2$</td>
<td>$pH, CO_3^{2-}$</td>
<td></td>
</tr>
<tr>
<td>$pH$</td>
<td>(rate of) oceanic $CO_2$ uptake, circulation, temperature</td>
<td>carbon species distribution</td>
<td></td>
</tr>
<tr>
<td>buffer factor</td>
<td>circulation, $CO_2$, $CO_3^{2-}$</td>
<td>$pCO_3$, carbonate dissolution rate</td>
<td></td>
</tr>
<tr>
<td>biological pump</td>
<td>warming, circulation, stratification, $pH$, $pCO_2$, $CaCO_3$ production</td>
<td>$pH, CO_2$, nutrient supply, respiration, microbial decomposition of organic matter</td>
<td>positive with nutrient supply</td>
</tr>
<tr>
<td>physical processes</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SST</td>
<td>radiation, greenhouse gas concentration, circulation, wind stress</td>
<td>stratification, ocean circulation, coral bleaching, $pCO_2$/solubility of $CO_2$; $CO_3^{2-}$</td>
<td>positive with MLD/stratification</td>
</tr>
<tr>
<td>light intensity</td>
<td>suspended particulate and dissolved organic matter, latitude, depth</td>
<td>calcification rate, primary productivity/biological pump</td>
<td></td>
</tr>
<tr>
<td>stratification/MLD</td>
<td>wind stress, temperature</td>
<td>SST, nutrients, biological pump, air-sea $CO_2$ flux</td>
<td>positive with SST</td>
</tr>
<tr>
<td>circulation</td>
<td>stratification/MLD, wind stress</td>
<td>biological pump, nutrients, light</td>
<td></td>
</tr>
<tr>
<td>storm activity</td>
<td>wind stress, temperature</td>
<td>mixing, structural strength</td>
<td></td>
</tr>
</tbody>
</table>
Table 4.4.1 continued.

<table>
<thead>
<tr>
<th>parameter</th>
<th>main observed trend</th>
<th>Positive impact</th>
<th>negative impact</th>
<th>reef impact</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>biogeochemical processes</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>saturation state</td>
<td>decreasing (-0.6 since 1880)</td>
<td>lower saturation states result in reduced calcification rates</td>
<td>important</td>
<td></td>
</tr>
<tr>
<td>calcification</td>
<td>mainly decreasing (-6 to -10% since 1880)</td>
<td>reduction reduces the amount of CO₂ released into the ocean</td>
<td>reduction may induce weaker skeletons, increased bioerosion</td>
<td>dominant</td>
</tr>
<tr>
<td>dissolution</td>
<td>increasing</td>
<td>reduction in the amount of CO₂ released into the ocean</td>
<td></td>
<td>important</td>
</tr>
<tr>
<td>coral bleaching</td>
<td>increasing</td>
<td>reduction ultimately results in lower saturation state</td>
<td></td>
<td>intermediate</td>
</tr>
<tr>
<td>atmospheric pCO₂</td>
<td>increasing (+100 μatm since 1880)</td>
<td>increase ultimately results in lower saturation state</td>
<td></td>
<td>important</td>
</tr>
<tr>
<td>air-sea CO₂ flux</td>
<td>variable, mainly increasing</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>pH</td>
<td>decreasing (-0.1 since 1880)</td>
<td>lower pH shifts carbon species equilibrium towards larger CO₂ and lower CO₃²⁻ proportion</td>
<td>important</td>
<td></td>
</tr>
<tr>
<td>buffer factor</td>
<td>decreasing</td>
<td>increase would induce greater CO₂ export into deep ocean</td>
<td>decline in pump efficiency causing lower CO₂ export into deep ocean</td>
<td>subordinate</td>
</tr>
<tr>
<td>biological pump</td>
<td>unknown</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>physical processes</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SST</td>
<td>increasing (+0.61 since 1861)</td>
<td>small SST increases may cause expansion of area suitable for coral growth; also improves photosynthesis and induces minor increase in CO₃²⁻</td>
<td>large SST changes increases likelihood of thermal stress (coral bleaching and mortality)</td>
<td>important</td>
</tr>
<tr>
<td>light intensity</td>
<td>unknown</td>
<td></td>
<td></td>
<td>subordinate</td>
</tr>
<tr>
<td>stratification/MLD</td>
<td>variable</td>
<td>decreased stratification increases SST and pCO₂</td>
<td>increased stratification increases SST and pCO₂</td>
<td>intermediate</td>
</tr>
<tr>
<td>circulation</td>
<td>unknown</td>
<td></td>
<td></td>
<td>intermediate</td>
</tr>
<tr>
<td>storm activity</td>
<td>potentially increasing</td>
<td>deepening of MLD, cooler SST</td>
<td>increases likelihood of physical storm damage (reduction in structural strength)</td>
<td>subordinate</td>
</tr>
</tbody>
</table>
The area of the coral reef habitat could potentially expand in association with predicted warmer SSTs (McNeil et al., 2004), and because a temperature increase of surface waters will induce a general increase in sea surface $[\text{CO}_3^{2-}]$ (Orr et al., 2005a). However, it is also believed that an upper temperature limit for coral reef calcification may exist (Jokiel and Coles, 1977; Buddemeier et al., 2004), with different corals displaying different sensitivities to changes in $\Omega_{\text{arag}}$ and SST (cf. Reynaud et al., 2003). Furthermore, the predicted magnitude of the $[\text{CO}_3^{2-}]$ increase due to warmer SSTs is small, generally counteracting less than 10% of the decrease due to the effect of rising CO$_2$ (Orr et al., 2005a). The smallest increases, and in some cases even minor decreases, in $[\text{CO}_3^{2-}]$ are observed in high-latitude surface waters (Orr et al., 2005a). Moreover, higher CO$_2$ levels lead to increased dissolution rates or lower rates of carbonate production by marine benthos and plankton (Iglesias-Rodriguez et al., 2002; Shirayama and Thornton, 2005).

4.4.1 Saturation State

The negative impact of elevated $p\text{CO}_2$ on calcification in corals and coral communities is now well documented (Gattuso et al., 1999; Langdon et al., 2000; 2003; Leclercq et al., 2000; 2002; Marubini et al., 2003; Reynaud et al., 2003). Increasing atmospheric $[\text{CO}_2]$ also leads to a reduction in seawater $[\text{CO}_3^{2-}]$, and thus the level of CaCO$_3$ saturation, making it more difficult for marine calcifying organisms to form CaCO$_3$ (Marubini and Atkinson, 1999; Wolf-Gladrow et al., 1999; Orr et al., 2005a). An increase of atmospheric CO$_2$ to 788 ppmv by the year 2100, as predicted under the IS92a scenario (Houghton et al., 2001: p. 14, Fig. 5), would result in average tropical surface $[\text{CO}_3^{2-}]$ and surface water $p\text{H}$ reduction of around 45-50% and 0.35 units, respectively, relative to pre-industrial levels (Broecker et al., 1979: Fig. 8; Kleypas et al., 1999a; Wolf-Gladrow et al., 1999; Orr et al., 2005a). The atmospheric CO$_2$ concentration is forecast to reach twice the pre-industrial level by 2065, which will reduce the concentration of CO$_3^{2-}$ and CaCO$_3$ saturation state of the surface ocean by 30% relative to the pre-industrial level (Langdon et al., 2000). The reduction in super-saturation of seawater with respect to calcite and aragonite may result in both the dissolution of CaCO$_3$
in sediments (Wollast, 1994) and in a drop of CaCO₃ production rate (Broecker and Takahashi, 1966; Wolf-Gladrow et al., 1999; Marubini et al., 2008).

The CaCO₃ saturation state (Ω) is defined as

$$\Omega = \frac{[Ca^{2+}][CO_3^{2-}]}{K_{sp}}$$

where $K_{sp}$ is the stoichiometric solubility product for a specific mineral phase of CaCO₃: calcite from coccolithophorids and foraminifera, aragonite from corals, green algae and pteropods (open ocean planktonic molluscs; cf. Berner, 1977; Doney and Glover, 2005), or high-magnesian calcite (hmc) from coralline algae (Morse and Mackenzie, 1990; Kleypas et al., 1999a; Feely et al., 2004; McNeil et al., 2004; Langdon and Atkinson, 2005). Ω is largely determined by variations in [CO$_3^{2-}$] since [Ca$^{2+}$] is quasi-conservative in the ocean (Smith and Pesret, 1974; Kleypas et al., 1999a; Marubini et al., 2001; Reynaud et al., 2003; McNeil et al., 2004; Andersson et al., 2006). Tropical surface waters are presently supersaturated (Ω > 1.0) with respect to all carbonate mineral phases, but the extent of saturation varies: Ω$_{\text{calcite}}$ is 5-6, Ω$_{\text{arag}}$ (saturation of aragonite) is 3-4, and Ω$_{\text{hmc}}$ is 2-3 (Smith and Buddemeier, 1992; Kleypas et al., 1999a; 1999b; McNeil et al., 2005). Coral reef habitats are associated with a Ω$_{\text{arag}}$ value of about 3.8 or higher (Kleypas et al., 1999b; McNeil et al., 2004). Supersaturation of sea water with respect to CaCO₃ declines with decreasing temperature (due to higher solubility of CO$_2$) and increasing atmospheric CO$_2$ concentration (Smith and Buddemeier, 1992; Marubini et al., 2001; Lerman and Mackenzie, 2005), with supersaturation of calcite being around 2.0-2.5 in the polar surface oceans (Takahashi, 1975). Supersaturation of aragonite is also significantly correlated to SST, with Ω$_{\text{arag}}$ values below 2 being measured in high-latitudes (Broecker et al., 1979; Kleypas et al., 1999a; 1999b), whereas Ω$_{\text{arag}}$ is relatively invariable within the tropical belt (Kleypas et al., 1999b). Locally, Ω can also be noticeably affected by biological, physical and chemical processes on reefs such as photosynthesis, calcification, water residence time, upwelling and freshwater inputs (Marubini et al., 2001).

Continued CO$_2$ emission to the atmosphere may eventually lead to undersaturation of high-magnesian calcite and aragonite in the sea surface (Broecker et al., 1971; Fairhall, 1973), which could potentially have severe biological impacts, including greater
susceptibility to dissolution (Shirayama and Thornton, 2005). It is predicted that high-saturation areas will undergo the greatest decrease in saturation state (Kleypas et al., 1999a). Undersaturation would first occur in the Antarctic and subarctic surface waters during winter, where seawater $pCO_2$ values are highest because of cold temperatures (i.e. greater $CO_2$ solubility) and wind-driven mixing of subsurface waters into the mixed layer, and would then progressively expand toward the equator (Feely et al., 2004). McNeil and Matear (2008) estimate that seasonal $\Omega_{arag}$ undersaturation will begin in the Southern Ocean when atmospheric $CO_2$ levels reach about 450 ppm. It is expected that the current $\Omega_{arag}$ of 4.0 ± 0.2 will drop to 3.1 ± 0.3 by the year 2065 and to 2.8 ± 0.2 by 2100 (Gattuso et al., 1999; Kleypas et al., 1999a; Langdon et al., 2000; Andersson et al., 2003: Fig. 2). Tropical $\Omega_{arag}$ already has decreased about 0.6 units (from an estimated average value of 4.6) since 1880 (Kleypas et al., 1999a).

4.4.2 Calcification - Interacting Effects of $pCO_2$ and Temperature

Changes in the observed and predicted saturation levels of this extent have been shown to invoke a marked decline in calcification of corals, coralline macroalgae and planktonic organisms (Figure 4.4.1) (Gattuso et al., 1998; Langdon et al., 2000; Leclercq et al., 2000; Riebesell et al., 2000; Marubini et al., 2003; Kleypas et al., 2006) since calcification is strongly controlled by $CO_3^{2-}$, $\Omega$ and SST (Broecker and Takahashi, 1966; Smith and Buddemeier, 1992; Gattuso et al., 1999; Kleypas et al., 1999a; Marubini and Atkinson, 1999; Leclercq et al., 2000; 2002; Riebesell et al., 2000; Marubini et al., 2001; Iglesias-Rodriguez et al., 2002; Andersson et al., 2003; Buddemeier et al., 2004; Feely et al., 2004; McNeil et al., 2004; Langdon and Atkinson, 2005). The calcification rate of all calcifying organisms examined so far in experimental mesocosm studies was reduced in response to a decreased $CaCO_3$ saturation state, even when $\Omega$ exceeds 1 (Gattuso et al., 1998; Langdon et al., 2000; Leclercq et al., 2000; 2002; Marubini et al., 2001; 2003). The calcification rate reacts to changes in the concentrations of both $Ca^{2+}$ and $CO_3^{2-}$ as a positive linear function of the ion concentration product, $[Ca^{2+}]^{0.69}[CO_3^{2-}]$ (Burton and Walter, 1987: Fig. 1; Zhong and Mucci, 1989; Zuddas and Mucci, 1998; Marubini and Thake, 1999; Langdon et al., 2000). The present-day calcification of marine calcifying
ecosystems has already declined by about 6-10% from pre-industrial levels (Gattuso et al., 1999; Leclercq et al., 2002).

Figure 4.4.1. Relationship between aragonite saturation state ($\Omega_{\text{arag}}$) and calcification rate as a percentage of the pre-industrial rate (adapted from Langdon and Atkinson, 2005). Bold shaded lines indicate estimates of relationship between saturation state and calcification based on controlled biological (mesocosm and laboratory) experiments. Predicted saturation states and calcification rates vary greatly among the experimental studies, which can be attributed to both experimental design and differences in physiological response of the calcifying organisms studied.

Because of the complex feedback loops (cf. Table 4.4.1), there is some disagreement as to whether coral reef and planktonic calcification will increase or decrease in future. A further decrease of 9-50% in the 21st century is predicted by controlled biological experiments, analytical calculations and model scenarios (Gattuso et al., 1999; Kleypas et al., 1999a; Marubini et al., 2001; Leclercq et al., 2002; Reynaud et al., 2003). The wide range of predicted calcification decline by the end of this century is partially caused by the relatively poorly constrained atmospheric CO$_2$ levels for 2100, with various IPCC scenarios being chosen for the forecasts. In addition, physiological and metabolic
differences in the various calcifying organisms, and the experimental design (e.g. whether temperature is included in the analysis) chosen to predict calcification, also impact on the calcification trend estimations. The effect of lower calcification rates will likely be greater for calcareous skeletons such as branching corals that have large surface areas to mass ratio, and that are remote from the buffering capacity of carbonate-rich sediments (Brunskill, pers. comm.). Large massive corals (such as Porites spp.) and other large benthic carbonate skeletons will likely be least affected (Anthony et al., 2008).

However, some research groups (e.g. McNeil et al., 2004) believe that the coral reef calcification rate will increase with future ocean warming and eventually exceed pre-industrial rates by about 35% by 2100 (see also Burton and Walter, 1987). $pCO_2$ and temperature interact extensively in calcification (Reynaud et al., 2003). The temperature increase induces an enhancement of the calcification rate at normal $pCO_2$ in supersaturated seawater, while it leads to a decrease of calcification at elevated $pCO_2$ (Reynaud et al., 2003). Whereas the response of calcification to changes in $\Omega_{arag}$ seems to be generally linear with increasing CO$_2$ (e.g. Langdon et al., 2000; Leclercq et al., 2000), coral response to increasing temperature is not linear (cf. Kleypas et al., 2005). Calcification increases up to a thermal optimum (normally at or 1-2°C below the local normal peak summer temperature) as the temperature is elevated, and then rapidly declines beyond that (Clausen and Roth, 1975: Fig. 2; Jokiel and Coles, 1977: Fig. 2; Coles and Jokiel, 1978; Reynaud-Vaganay et al., 1999; Marshall and Clode, 2004). It is generally considered that an increase in both CO$_2$ and temperature (and their impact on saturation state) will lead to a net reduction in coral reef calcification (Gattuso et al., 1999; Kleypas et al., 1999a; Langdon et al., 2000; Reynaud et al., 2003). Presently, corals have responded more to ocean warming (growing faster through enhanced metabolism and/or increased photosynthetic rates of their zooxanthellae) than to decreases in [CO$_3^{2-}$] and the consequent change in saturation state (Table 4.4.1) (Lough and Barnes, 2000; Buddemeier et al., 2004; McNeil et al., 2004). A study by Lough and Barnes (2000) based on cores from Porites colonies showed that the calcification rate has been increasing since 1880, which they attributed to warmer SST (cf. Levitus et al., 2005). Some researchers (e.g. McNeil et al., 2004) predict that rising SSTs will continue to outweigh the negative effects of declining [CO$_3^{2-}$] and result in a significant rise in the
annual calcification rate by 2100. However, in general, it is considered that calcification rates will start to decrease once a certain lower limit in the saturation state (due to $p$CO$_2$ increase) is reached (e.g. Andersson et al., 2006). Furthermore, it is predicted that coral bleaching events will increase in future due to warmer SSTs (Hoegh-Guldberg, 1999).

### 4.4.3 Coral Bleaching

Elevated SST results in coral bleaching due to the loss of zooxanthellae (algal symbionts), or in the decrease in chlorophyll (photosynthetic pigments) concentration in the algal cells (Szmant and Gassman, 1990; Glynn, 1996; Hoegh-Guldberg, 1999; Reynaud et al., 2003). Coral bleaching also leads to a significant reduction in the skeletal extension rate, with complete recovery of surviving corals of severe bleaching events often exceeding one year (Suzuki et al., 2003). The frequency and geographical extent of coral bleaching events have increased significantly, and coral bleaching is anticipated to occur on a yearly basis by around the mid-21st century (cf. Hoegh-Guldberg, 1999).

It was initially assumed that coral reef organisms could not acclimatise to rising $p$CO$_2$, lower $\Omega_{arag}$ and bleaching events (Hoegh-Guldberg, 1999; Langdon et al., 2000; Leclercq et al., 2002; Reynaud et al., 2003). However, it is now evident that corals have a variety of methods by which they can adapt to environmental processes such as heat stress and bleaching events (Kinzie et al., 2001; Brown et al., 2002; Baker et al., 2004; Little et al., 2004; Rowan, 2004). Corals have at least partially adapted to warmer sea surface temperatures by hosting thermally tolerant algal symbionts such as *Symbiodinium* clade D (Glynn et al., 2001; Baker et al., 2004; Rowan, 2004). *Pocillopora* spp. living in frequently warm (>31.5°C) habitats contain only *Symbiodinium* D, while those living in cooler regions mainly host *Symbiodinium* strain C (Rowan, 2004). Corals hosting thermally tolerant *Symbiodinium* D are more profuse on reefs after severe bleaching events (Glynn et al., 2001; Baker et al., 2004; van Oppen et al., 2005), such that these reefs more closely resemble those found in high-temperature environments (Baker et al., 2004). There is a trade-off, however, for corals hosting the thermally resistant *Symbiodinium* D strain. Although they are less affected by coral bleaching (e.g. Glynn et al., 2001), their growth rate is reduced by 2-3 times compared to corals containing clade C1 zooxanthellae (Little et al., 2004).
4.4.4 CaCO₃ Dissolution

It is expected that reduced calcification due to lower saturation levels will result in weaker skeletons, reduced extension rates, and increased susceptibility to bioerosion and other environmental stress factors (Langdon et al., 2003; Hoegh-Guldberg et al., 2007), the extent of which would be highly species specific (Marubini et al., 2003). Scanning electron microscopy in controlled biological experiments indicates that the proportion of malformed coccoliths and incomplete cccospheres increases with increasing [CO₂] (Riebesell et al., 2000).

Additionally, the geographical extent and scale of dissolution will expand as a result of increased ocean acidity and declining CaCO₃ saturation state (Feely et al., 2004; 2008). Global annual new production of CaCO₃ currently ranges from 0.7 to 1.4 Pg of CaCO₃-C/yr (Kinsey and Hopley, 1991; Milliman and Droxler, 1996; Lee, 2001; Iglesias-Rodriguez et al., 2002). Approximately 20% of this net community production accumulates in the surface layer as suspended or dissolved organic matter (Hansell et al., 1997), whereas about 50-80% of the CaCO₃ produced is exported vertically and dissolved in the upper water column and in sediments (Morse and Mackenzie 1990; Hansell et al., 1997; Milliman et al., 1999; Iglesias-Rodriguez et al., 2002a: Table 1; Feely et al., 2004; Lerman and Mackenzie, 2005). The maximum dissolution rate occurs just below the saturation depth for aragonite (Sabine et al., 2002). The total water column CaCO₃ dissolution rate for the global oceans is approximately 0.5 ± 0.2 Pg of CaCO₃-C/yr (Feely et al., 2004). In the Pacific, the highest dissolution rates (up to ~1.2 μmol kg⁻¹ yr⁻¹) occur between 400 and 600 m (Feely et al., 2004).

The dissolution of CaCO₃ is mainly driven by remineralisation of sinking organic matter in the ocean, dissolution within guts and faeces of grazers, or CO₂-producing organic matter degradation in sediments (Emerson and Bender, 1981; Morse and Mackenzie, 1990; Milliman, 1993; Archer and Maier-Reimer, 1994; Harris, 1994; Milliman et al., 1999). No more than about 20-30% of the total annually produced CaCO₃ is buried in shallow and deep sediments (Feely et al., 2004), the composition of which is greatly dependent on both temperature and CaCO₃ saturation state in seawater (cf. Burton and Walter, 1987). Aragonite and high magnesium calcite (>4 mol% MgCO₃)
are most affected by increased dissolution since they are significantly more soluble in seawater compared to low magnesium calcite (e.g. Jamieson, 1953; Chave et al., 1962; Smith and Pesret, 1974; Berner, 1977; Mucci, 1983).

4.4.4.1 Sediment CaCO₃ Accumulation

The present-day accumulation of CaCO₃ in deep-sea sediments is estimated to be about 0.1-0.14 Pg C/yr in the pelagic environment (Milliman, 1993; Milliman and Droxler, 1996; Catubig et al., 1998; Iglesias-Rodriguez et al., 2002). Continental shelves, even though they cover a significantly smaller area, are approximated to accumulate a similar amount of CaCO₃ (0.11-0.13 Pg C/yr) to that of the open ocean since CaCO₃ production rates on shelves are high, whereas removal and dissolution rates are low (Iglesias-Rodriguez et al., 2002). On coral reef systems, the removal and dissolution rates are both estimated to be about 10% of the total CaCO₃ produced (Milliman, 1993).

The dissolution rate of CaCO₃ is expected to increase in future due to rising oceanic CO₂ concentrations and increased deposition of riverine and in situ organic matter in coastal sediments, which both result in a reduction of the pore water saturation state of CaCO₃ (Andersson et al., 2005; 2006). Concurrently, the carbonate composition in sediments is expected to change in future, with low-Mg calcite and aragonite more likely to be preserved in the sediments than the more soluble high-Mg calcites (Andersson et al., 2005; 2006).

4.5 Change in Ocean CO₂ Storage Capacity

Global warming reduces the influx of CO₂ into the oceans (Sarmiento and Le Quéré, 1996; Sarmiento et al., 1998; Joos et al., 1999; Lerman and Mackenzie, 2005). The oceanic CO₂ uptake is projected to decrease in future due to a combination of 1) increased upper ocean stratification and the commensurate thinning of the surface mixed layer of the ocean (e.g. Sarmiento et al., 1998; Mignone et al., 2006), 2) a slowdown of the thermohaline circulation (Manabe and Stouffer, 1994; Sarmiento and Le Quéré, 1996; Sarmiento et al., 1998; Mackenzie et al., 2001), which both tend to inhibit downward transport of anthropogenic CO₂ (Govindasami et al., 2005), and 3) decreased CO₂ solubility due to higher SST (cf. Milliman, 1974; Weiss, 1974; Broecker and Peng,
1982), with the greatest reduction of CO$_2$ storage occurring at high latitudes (Friedlingstein et al., 2001; Winguth et al., 2005). A reduction in the biological pump strength would lead to a further decline in the marine CO$_2$ storage (Matear and Hirst, 1999; Bopp et al., 2005; Winguth et al., 2005). Increased stratification will reduce the supply of nutrient and increase light efficiency, resulting in a net reduction in marine export production (Bopp et al., 2001; Riebesell et al., 2007). The reduction in sea surface nutrients is predicted to cause a decrease in the diatom abundance, in favour of smaller phytoplankton, which ultimately will result in increased recycling of nutrients and carbon, and a decrease in the export ratio, due to the reduction in sinking speed of smaller organic particles (Bopp et al., 2005). However, the positive effect of the improved photosynthetic efficiency during spring and summer and, correspondingly, the longer growing season, reduces the negative effect due to decreased nutrient supply in equatorial regions and even results in increased export in high latitudes (Bopp et al., 2001). Marine CO$_2$ uptake is also predicted to be significantly reduced (by 16-22%) because of an enhanced equatorial CO$_2$ exchange from the ocean to the atmosphere by increased upwelling (Winguth et al., 2005). Equatorial upwelling is expected to increase due to a decrease in the pole-to-equator temperature gradient and an increase in moisture transport (Winguth et al., 2005). Similarly, the terrestrial anthropogenic CO$_2$ uptake is also predicted to decrease in future due to an increase in soil aridity, especially in the subtropics (Friedlingstein et al., 2001; Winguth et al., 2005). This positive feedback of both marine and terrestrial carbon cycle would result in a greater rate of atmospheric CO$_2$ increase (e.g. Friedlingstein et al., 2001; Winguth et al., 2005).

4.5.1 CaCO$_3$ Impact on CO$_2$

Calcification is a well-known source of CO$_2$ to the surrounding water, and, thus, to the atmosphere, since calcification lowers alkalinity and pH, and results in higher pCO$_2$ (Wollast et al., 1980; Kinsey and Hopley, 1991; Smith and Buddemeier, 1992; Ware et al., 1992; Gattuso et al., 1993; Frankignouelle et al., 1994; 1996b; Kawahata et al., 1997; Suzuki, 1998; Zondervan et al., 2001; Bates, 2002b; Delille et al., 2005), although there is some debate as to whether reefs are a net source or sink of CO$_2$ to the atmosphere (cf. Frankignouelle et al., 1996b; Chisholm and Barnes, 1998). Several reefs were found to be
sources of CO$_2$ during the night, whereas they act as a sink for atmospheric CO$_2$ during the day (e.g. Ohde and van Woesik, 1999), which can be attributed to a decrease in photosynthesis during night-time. CaCO$_3$ precipitation releases CO$_2$, whereas dissolution consumes CO$_2$ and produces HCO$_3^-$ (Iglesias-Rodriguez et al., 2002a; Feely et al., 2004; Lerman and Mackenzie, 2005):

$$\text{Ca}^{2+} + 2\text{HCO}_3^- \xrightleftharpoons{} \text{CaCO}_3 + \text{H}_2\text{O} + \text{CO}_2$$

Presently, the yearly CO$_2$ release due to calcification is estimated at 0.02-0.08 Gt C (Ware et al., 1992). This increase in CO$_2$ concentration via calcification is related to the buffer capacity of the ocean, with more rapid CO$_2$ increases occurring when the buffer capacity is low (Riebesell et al., 2000; Zondervan et al., 2001). In addition, the buffer capacity decreases as CO$_2$ increases (Zondervan et al., 2001; Sabine et al., 2002; see also section 4.2.1), resulting in a positive feedback. The oceanic uptake of anthropogenic CO$_2$ is facilitated by processes that increase the total alkalinity (TA) in the upper ocean, one of which is the dissolution of marine CaCO$_3$ in the water column and in shelf sediments, which removes dissolved CO$_2$ (Smith and Pesret, 1974; Tribble and Mackenzie, 1998; Wolf-Gladrow et al., 1999; Sabine et al., 2002b; Feely et al., 2004). Similarly, a decrease in calcification would also increase the capacity of CO$_2$ storage in the upper ocean (cf. Kinsey and Hopley, 1991; Zondervan et al., 2001; Feely et al., 2004).

At the present $p$CO$_2$ of 380 µatm and 25°C, the released CO$_2$-precipitated carbonate ratio ($\Psi$) is estimated to be 0.6 in seawater (Ware et al., 1992; Frankignoule et al., 1994: Fig. 2; Koeve, 2002: Fig. 6). Thus, for each mole of CaCO$_3$ deposition, only 0.6 moles of CO$_2$ are liberated due to the ocean’s buffering capacity, which is highly temperature- and $p$CO$_2$-dependent (Ware et al., 1992). In high latitudes, $\Psi$ reaches values of up to 0.82 (Koeve, 2002), therefore increasing the CO$_2$-release accordingly. Whereas the amount of CO$_2$ released during calcification increases with rising seawater $p$CO$_2$ concentration, $\Psi$ decreases with increasing temperature (at $p$CO$_2$ = 350 µatm, $\Psi = 0.8 - 8.3 \times 10^{-3}$ t, t in °C; Frankignoule et al., 1994). Therefore, the warming of surface water due to global warming results in a smaller increase of $\Psi$ with $p$CO$_2$ than would occur at a constant temperature (Frankignoule et al., 1994). In the pre-industrial ocean, 0.64 mole CO$_2$ was released per mole CaCO$_3$ precipitated (with temperature = 15°C and salinity = 35: Frankignoule et al., 1994). Due to the temperature effect, doubling of the pre-industrial
\( p\text{CO}_2 \) and an SST increase of 3°C will augment \( \Psi \) to 0.74 (cf. Frankignoulle et al., 1994), and it is expected to reach about 0.79 by 2100 (Riebesell et al., 2000). Whereas such an increase in \( \Psi \) would result in a positive feedback on increasing atmospheric CO\(_2\) levels, a decrease in the biogenic calcification rate would counteract this effect.

Negative feedbacks may also result from the effects of enhanced phytoplankton growth rate and changing elemental composition of organic matter (Wolf-Gladrow et al., 1999). Photosynthetic production of organic matter from CO\(_2\) and its net storage in sediments counteracts the CO\(_2\) emission by CaCO\(_3\) precipitation, resulting in lower CO\(_2\) release from the surface layer (Delille et al., 2002; Lerman and Mackenzie, 2005). Whereas primary production removes CO\(_2\), respiration or remineralisation of organic matter produces CO\(_2\) (Keeling et al., 1993; Lerman and Mackenzie, 2005):

\[
\text{CO}_2 + H_2O \xrightleftharpoons{\text{gross primary production}} \overset{\text{autotrespiration}}{\longrightarrow} CH_2O + O_2
\]

Interestingly, several studies (e.g. Borowitzka and Larkum, 1976; Suzuki et al., 1995) have indicated that a positive reinforcement can exist between the rates of photosynthesis and calcification in coral reef systems, which is a direct result of their respective influence on local pH and CO\(_2\) levels.

**4.5.2 \( C_{\text{CaCO}_3}:C_{\text{org}} \) and its Impact on the Biological Pump**

The increase in \( p\text{CO}_2 \) seems to encourage organic carbon production in nonsaturating light and nutrient-rich conditions (Riebesell et al., 2000; Zondervan et al., 2002) but the calcification rate decreases significantly when CO\(_2\) exceeds an upper limit (Nimer et al., 1994). On the contrary, in nutrient-limited environments, organic carbon production remains constant (Delille et al., 2005) or even decreases (Sciandra et al., 2003) with increasing \( p\text{CO}_2 \). In addition, as discussed earlier, elevated \( p\text{CO}_2 \) results in a reduction in calcification (Riebesell et al., 2000; Zondervan et al., 2002; Sciandra et al., 2003; Delille et al., 2005) when irradiance is not significantly reduced (cf. Zondervan et al., 2002), leading to a decrease of the \( C_{\text{CaCO}_3}:C_{\text{org}} \) ratio - unless the system is nutrient depleted (cf. Sciandra et al., 2003). Such a reduction results in a weakening of the carbonate pump (Wolf-Gladrow et al., 1999). The removal of CaCO\(_3\) out of the sea surface lowers surface alkalinity (e.g. Sarmiento et al., 2000; cf. section 2.4.1). It also modifies DIC and total
alkalinity in the ratio 1:2 and thereby increases CO₂ in surface water (Wolf-Gladrow et al., 1999). Therefore, the expected future decrease in the CaCO₃ export production (Heinze, 2004) due to lower calcification rates would increase the ocean’s ability to store atmospheric CO₂ (Wolf-Gladrow et al., 1999; Heinze, 2004).

Conversely, it was proposed that a reduction in calcification rates would induce a decline in the export of POC (ballast hypothesis) (Barker et al., 2003) since currently most of the organic carbon is transported into the deep ocean by relatively dense CaCO₃ aggregates (Klaas and Archer, 2002); Such a decrease in the POC rain would result in higher [CO₂] in the upper ocean, therefore providing a positive feedback for rising atmospheric CO₂ levels (Heinze, 2004).

**4.6 Mitigation Methods**

**4.6.1 CO₂ Disposal**

To mitigate rising atmospheric CO₂ levels, one proposal to remove CO₂ from the atmosphere is by actively sequestering CO₂ into the deep ocean (e.g. Haugan and Drange, 1996; Teng et al., 1997; Drange et al., 2001; Hoffert et al., 2002; Orr et al., 2003; Aumont and Bopp, 2006). CO₂ injected into the deep ocean is retained in the poorly ventilated isopycnal layers of the deep ocean below the main thermocline but is emitted back to the atmosphere from the well-ventilated layers of the upper thermocline (Drange et al., 2001; Mignone et al., 2004; Caldeira and Wickett, 2005). Deep-sea storage of anthropogenic CO₂ is relatively economical and offers large storage capacity compared to other alternatives such as reforestation (House et al., 2002), or various geological storage methods (Hansen et al., 2005; Shi et al., 2008). However, although the impact of anthropogenic CO₂ on climate and the surface ocean would be reduced due to the injection of CO₂ into the deep ocean, much larger chemical changes are expected in the deep ocean (Caldeira and Wickett, 2005), which could have deleterious effects particularly in the longer term. These deep sea modifications include a reduction in pH and CO₃²⁻, a shift of the buffering factor of the affected seawater, and a change in the flux of detritus reaching the seafloor by processes of dissolution and preservation (Wong and Matear, 1998). Disposal of CO₂ at fixed locations in the ocean can result in strong pH reduction in the deep ocean where natural variability in pH is smaller and tolerance limits
for biota likely narrower (Haugan and Drange, 1996). It is estimated that deep ocean CO₂ sequestration from a stationary point (e.g. at 1000 m depth) would reduce the local pH by 2-3 units within a dissolution zone of a few hundred meter vertical extent and a few tens of meters horizontal extent (cf. Haugan and Drange, 1996 and references therein). Nakayama et al. (2005) showed experimentally that the CO₂ system equilibrates faster at 1000 m, with waters at 4°C, than at 1 atm, implying a significant effect of pressure on the rate constants. To reduce the environmental impact of CO₂ sequestration into the deep ocean, it was proposed to use a pipe towed by a moving ship rather than a stationary pipe (Haugan and Drange, 1996).

4.6.2 Iron Fertilisation

Deep sea CO₂ sequestration can be combined with simultaneous iron fertilisation of the sea surface to stimulate the biological pump, which transports CO₂ into the deep ocean (see section 2.4.1). Iron is an essential component for ocean biogeochemistry, influencing the ballast effect, phytoplankton growth, and nitrogen fixation by photosynthetic diazotrophs such as Trichodesmium (Jickells et al., 2005). Iron fertilisation experiments have shown that even minute increases in iron levels promotes enhanced phytoplankton productivity (Martin et al., 1994) and carbon export (e.g. Coale et al., 1996a).

Most of the iron flux into the ocean is derived as fluvial suspended sediment (Poulton and Raiswell, 2002). However, since most of the particulate iron is retained in near-coastal ocean regions, the principal iron source to the surface of the open ocean is from aeolian dust (Jickells et al., 2005). The subarctic and tropical eastern Pacific, as well as the Southern Ocean, are nutrient-rich areas where biological productivity is believed to be restricted by iron (Martin et al., 1990; Watson and Lefèvre, 1999; Fung et al., 2000; Schmittner et al., 2005; Rothstein et al., 2006: Fig. 5). In the immediate vicinity of the Coral Sea, the low-nutrient, low-chlorophyll South Pacific gyre also appears to be iron limited (Falkowski et al., 1998; Behrenfeld and Kolber, 1999), with the nearest significant source for aeolian dust being arid regions of Australia (mainly the Great Artesian Basin) (Prospero et al., 2002; Mackie et al., 2008). Iron fertilisation might counteract the continuing increase in atmospheric CO₂ by enhancing the biological
uptake of carbon. The associated decrease in sea surface $pCO_2$ and, thus, increase of the uptake of atmospheric CO$_2$ was demonstrated experimentally (Martin et al., 1990; Coale et al., 1996b; Watson et al., 2000) and numerically (e.g. Joos et al., 1991; Aumont and Bopp, 2006). However, iron fertilisation may have serious side effects on oceanic chemistry and biology, including a decrease in dissolved O$_2$ and decreased nutrient concentrations nearby the fertilisation site (Wong and Matear, 1998; Gnanadesikan et al., 2003; Orr et al., 2005b).

### 4.7 Summary

In conclusion, the highly complex interplays described between atmospheric, biological and chemical processes have led to many controversies and ongoing uncertainties about the predictability of the effects of climate change on ocean health (Table 4.4.1). The very multi-dimensional nature of the problem poses a serious challenge, and it is with this in mind that computational modelling of broad subsets of the problems is desirable (chapter 8), because such modelling has the capacity to consider a much broader range of inter-relationships than has been achieved to date.
5 Study Location - Coral Sea

This chapter is introducing the study region, which includes the Coral Sea and, to a minor extent, the Great Barrier Reef. Previous findings in relation to mixed layer depth, predominant circulation patterns and biological features are presented.

5.1 Introduction

The Coral Sea is a marginal sea located in the southwest Pacific off of the northeast coast of Queensland (QLD), Australia (142°48’E), and bordered by the Solomon Islands and Papua New Guinea to the north (9°22’S), New Caledonia and Vanuatu to the east (170°14’E), and the Tasman Sea to the south (30°S) (Figure 5.1.1) (Rotschi and Lemasson, 1967; Longhurst, 1998). The mean depth of the Coral Sea is around 2400 m, with a maximum depth of 7660 m in the New Hebrides Trench, and the shallowest area being located on the continental coast of Queensland, Australia (Rotschi and Lemasson, 1967; Ewing et al., 1970). The near-coastal Marion Plateau, separated from the bigger Coral Sea Plateau (or Queensland Plateau) to the north of the Townsville trough (Pigram et al., 1992), is also characterised by relatively shallow topography. In this section, key Coral Sea features of the bathymetry, circulation patterns and biological variations are described in order to provide a basis for the following chapters concerned with large dataset analysis and computer modelling.
Figure 5.1.1. Bathymetry of the Coral Sea, derived from the Digital Bathymetric Data Base (an ongoing project of the U. S. Naval Research Laboratory). Isobaths for 200 m, 1000 m, 2000 m and 4000 m are displayed.

5.2 Characteristics of the Coral Sea Mixed Layer Depth

In summer, the sea surface temperature (SST) is fairly homogenous throughout the entire Coral Sea at about 27-28°C (Rotschi and Lemasson, 1967). In winter, however, a strong zonal temperature gradient is present, with the southern Coral Sea exhibiting SST down to 20°C, whereas SSTs to the north remain at around 27°C (Rotschi and Lemasson, 1967; Condie and Dunn, 2006). Salinity displays a range of 34.5-35.5 ppt, with lower
values occurring towards the equator due to the strong influence of heavy precipitation (Condie and Dunn, 2006). Coastal regions affected by river runoff also display lower salinity concentrations than the offshore ocean.

The oligotrophic Coral Sea is characterised by a highly stratified subsurface (Longhurst, 1998), leading to a shallow mixed layer (generally < 60 m; Condie and Dunn, 2006). Winter MLD are significantly deeper (~50-120 m) than in summer (10-50 m) due to enhanced vertical mixing as a result of increased wind stress and heat loss (Wolanski et al., 1988; Condie and Dunn, 2006; Lorbacher et al., 2006). In addition, whereas summer MLD tends to be relatively constant throughout the Coral Sea, in winter, the MLD displays a zonal gradient, increasing towards higher latitudes (Figure 8.4.3) (Condie and Dunn, 2006). In general, the interannual variability of the MLD in the Coral Sea is greater than the change due to annual seasonal patterns, which is linked to both the weak seasonality and the influence of ENSO in this region (cf. Condie and Dunn, 2006).

In the northern and north-eastern sections of the Coral Sea, formation of barrier layers (MLD < ILD) is common (cf. de Boyer Montégut et al., 2007: their Fig. 3), especially during summer months characterised by heavy monsoonal rainfall (Hendon and Liebmann, 1990).

5.3 Coral Sea Circulation

5.3.1 South Equatorial Current

The southern West Pacific (0°-15°S) is mainly influenced by the westward-flowing South Equatorial Current (SEC) (Patra et al., 2005), whose strength is proportional to the Pacific trade wind velocity (Julian and Chervin, 1978; Pelejero et al., 2005), with the maximum intensity located at about 17°S and 200 m depth (Ridgway and Dunn, 2003). The SEC varies seasonally, with the maximum geostrophic flow occurring in February/March (Taft and Kessler, 1991: their Fig. 11).

The SEC also displays significant interannual variability, which is linked to the ENSO phenomenon. During La Niña events, increased upwelling in the eastern equatorial Pacific enhances the strength of the SEC, resulting in an import of surface waters characterised by high pH into the western Coral Sea (Pelejero et al., 2005).
Conversely, a reduction in the easterly trade winds during an El Niño event significantly decreases the strength of the SEC (Wyrtki, 1977).

**Figure 5.3.1. Simplified surface circulation in the Coral Sea and Tasman Sea (adapted from Sokolov and Rintoul, 2000; topography derived from ESRI ARCGLOBE).**

In the eastern Pacific Ocean, the SEC mixes with the upwelling Equatorial Undercurrent (EUC) (Toggweiler and Carson, 1995; Feely *et al.*, 1997; 1999; Kessler, 2006). In the western Pacific, the SEC flows into the Coral Sea between the Solomon Islands and New Caledonia (Figure 5.3.1) where it divides into several jets due to the shallow and complex topography (Webb, 2000; Maes *et al.*, 2007; Gourdeau *et al.*, 2008). The SEC then bifurcates near the Queensland Plateau between 17°S and 20°S, forming the Eastern Australian Current (EAC) to the south, and a clockwise coastal circuit, the Hiri current, to the north around the Gulf of Papua (Thompson and Veronis, 1980; Andrews and Clegg, 1989; Burrage, 1993; Tomczak and Godfrey, 1994;
Longhurst, 1998; Ridgway and Dunn, 2003; Mata et al., 2006; Kessler and Gourdeau, 2007). The zone of bifurcation changes seasonally, with the divergence occurring further north (~14°S) during the austral summer (Church, 1987; Kessler and Gourdeau, 2007).

An undercurrent, the South-Tropical Counter-Current, has been described by Donguy and Henin (1975) and Godfrey et al. (1980). The undercurrent flows eastwards at around 18°S with a transport of about 2 x 10^6 m^3/s (Donguy and Henin, 1975).

5.3.2 Eastern Australian Current

The EAC, a warm western boundary current of the South Pacific gyre moving southward along the eastern Australian coast, is characterised by a transport varying from 10 to 25 Sv (1 Sv = 10^6 m^3/s) (Rotschi and Lemasson, 1967; Tomczak and Godfrey, 1994; Mata et al., 2000). The main jet of the EAC is mostly confined to the top 500 m (Mata et al., 2006). The EAC displays significant variability on geological and interannual timescales as a result of changing strength in the SEC, which is also strongly influenced by ENSO (and ENSO-like) events (Bostock et al., 2006). In general, the EAC is weaker during an El Niño event as a result of reduced upwelling in the eastern Pacific and, correspondingly, a weaker SEC (Bostock et al., 2006), potentially resulting in anomalously cold climate conditions in nearby regions (Sprintall et al., 1995).

In the deep ocean, the EAC undercurrent transports water northward along the continental slope (Church and Boland, 1983; Ridgway and Godfrey, 1994; Mata et al., 2000; 2006; Schiller et al., 2008), with a stronger flow occurring during winter (Church and Boland, 1983). The transition zone between the EAC and the northward flow occurs at about 2500 m (Mata et al., 2006). The EAC and its main jet change their position laterally, changing from inshore to offshore phases (Mata et al., 2000; 2006), the shifts occurring rapidly (within a few days; Mata et al., 2006). The EAC is generally separating from the coast at around 30°S, concomitantly producing changeable and vigorous (mainly anticyclonic) eddies (~3/year) (Tomczak and Godfrey, 1994; Fig. 8.19; Mata et al., 2000; 2006). Once separated, part of the EAC recirculates back northwards, whereas the remainder flows eastwards, forming the Tasman Front (Figure 5.3.1) (Boland and Church, 1981; Sokolov and Rintoul, 2000). The EAC, however, is not always present in the southern Coral Sea due to an earlier separation from the coast, resulting in the
development of a northward cyclonic and more barotropic circulation, thus reversing the
dominant current direction (up to 50 Sv northward) (Mata et al., 2000; 2006).

5.3.3 Circulation within the Great Barrier Reef Lagoon

The Great Barrier Reef (GBR) lagoon, with an estimated area of 225,000 km² (Luick et al., 2007), is located on the continental shelf to the east of the Queensland coast, with a maximum depth of 200m (Burrage et al., 2003), and is linked to the Coral Sea via deep channels between the reefs. The GBR stretches over a distance of about 2600 km from the Torres Strait off the coast of Papua New Guinea (9.2°S) to Fraser Island (25°S) (Figure 5.3.2) (Wolanski, 1994) and is composed of more than 2900 individual reefs (Hopley et al., 1989; Suzuki and Kawahata, 2003). The width of the “GBR lagoon”, a shallow body of open water on the continental shelf been the outer reefs and the coast, varies latitudinally, with the lagoon narrowing northwards. The GBR lagoon is characterised by varying topographic and biological features both along and across its area. Near the coast (<25 km), numerous fringing reefs are located adjacent to the coast and islands, and other marine habitats such as mangroves and seagrass beds are widespread in the inshore area (Hancock et al., 2006). This relatively reef-free inner lagoon is separated from the outer lagoon by submerged reefs in the midshelf area, which determine the interaction of inner and outer lagoon water (Hancock et al., 2006). Similarly, in the outer shelf, “barrier reefs” limit the water exchange between the GBR lagoon and the Coral Sea (Brinkman et al., 2002). The EAC, which is predominantly a slope current adjacent to the GBR shelf (e.g. Church and Boland, 1983), is nonetheless linked to a southward water motion within the outer reef matrix (cf. Luick et al., 2007), with more than half of the incoming EAC-derived inflow (total of 0.58 Sv) entering the GBR lagoon in locations of low reef density (Brinkman et al., 2002). “Barrier reefs”, contrary to the term’s meaning, are not a continuous band of reefs along the shelf break. Instead, these outer reefs are characterised by variable ‘linear density’ of the reefs, with the southern (>16°S) GBR displaying much lower densities (~10%) than the northern GBR (up to 90%) (Pickard et al., 1977; Suzuki and Kawahata, 2003).

The main circulation within the GBR lagoon is a seasonally reversible north-south current, with the current moving southward between August and December, and
northwards between January and August (Luick et al., 2007). The direction of the current is determined by a combination of the prevailing wind stress and the geostrophic pressure gradients (cf. Burrage et al., 1994; 1995; Luick et al., 2007). The northward current season coincides with the period when the southeasterly trade winds are strongest, whereas the southward current is predominantly the result of a combination of weaker southeasterly trade winds and a stronger EAC (Luick et al., 2007).

In a study by Hancock et al. (2006), it was determined that the inner lagoon eddy diffusivity \( (K_h) \) varies latitudinally, with, for example, higher rates occurring between 15.8°S and 19.0°S \( (265 \pm 36 \text{ m}^2/\text{s}) \) than between 14.3°S and 15.8°S \( (104 \pm 6 \text{ m}^2/\text{s}) \). These differences in diffusivity likely derive from differences in topography, with the northern section characterised by greater reef density than southern sections, such as the presence of the “ribbon reefs” (cf. Wolanski and Spagnol, 2000: Fig. 1), therefore inhibiting exchange of water between the inner and outer GBR lagoon and the Coral Sea (e.g. Brinkman et al., 2002). Accordingly, the flushing time of the inner lagoon is greater for the northern section \( (45 \text{ days}) \) than for the southern section \( (18 \text{ days}) \) (Hancock et al., 2006).

**Figure 5.3.2.** Distribution of reefs (in red) on the Queensland continental shelf (adapted from Google Earth 2010).
The eddy diffusivity in the outer lagoon tends to strengthen toward the slope, increasing to twice the inner lagoon $K_h$ values, due to more complex water motion within the reef matrix (Hancock et al., 2006). Mixing in the middle and outer lagoon is also enhanced by reefal water modification, generating eddies, tidal jets and stagnation zones (e.g. King and Wolanski, 1996; Drew, 2001). Based on estimated diffusivity levels, it was estimated that the exchange between the outer GBR lagoon and the Coral Sea occurs within 47 days in the southern section, whereas the northern section replenishes already after about 30 days due to a smaller area requiring flushing (Hancock et al., 2006). In a study by Wolanski and Spagnol (2000), it was shown that the flushing time in locations of high reef density also depends on the tidal regime, with the flushing time being greater during spring tides than at neap tides as a result of increased turbulence and larger energy dissipation behind reefs.

### 5.4 Biological Features of the Coral Sea

The Coral Sea is an oligotrophic (nutrient poor) region characterised by relatively low chlorophyll concentrations (<0.2 mg/m$^3$; Figure 5.4.1). In the offshore ocean, nanoplankton (2-20 µm) and picoplankton (0.2-2 µm) represent the majority (70-95%) of the chlorophyll mass (Jeffrey and Hallegraeff, 1990: Table 14.5). The yearly primary production within the Coral Sea is approximately 100 to 200 g C/m$^2$ (Furnas and Mitchell, 1996b), likely mainly based on recycled nutrients (Condie and Dunn, 2006).

#### 5.4.1 Inner Shelf

In contrast to the offshore ocean, the shelf region (including the GBR) displays much greater chlorophyll concentrations (>0.3 mg/m$^3$, cf. Figure 5.4.1) (see also Andrews, 1983). The nutrients in the inner shelf (including estuaries) at least partially derive from river runoff (Condie and Dunn, 2006), with an estimated 42 km$^3$ draining into the GBR each year (Furnas et al., 1997). Whereas the southern rivers (south of the Herbert River catchment area) display a strong seasonality, with most of the discharge occurring during the wet season (austral summer), the northern rivers tend to deliver nutrients and low-salinity water to the inner shelf throughout the year (Mitchell and Furnas, 1996).
The dry catchments of the Burdekin (discharging at 19°30’S) and Fitzroy Rivers (river outlet at 23°37’S) provide the greatest source of terrestrial sediment to the GBR lagoon (Moss et al., 1992), with most of the organic matter-rich sediment being retained in near-coastal areas such that most fluvial nutrients do not reach the reefs (Brunskill et al., 2002; Orpin et al., 2004). Most of the terrestrial sediment at the east coast of QLD is transported northwards along the shore due to a strong coastal current (e.g. Burrage et al., 1994; Woolfe et al., 1998), and is subsequently deposited in northward facing embayments (Neil et al., 2002; Orpin et al., 2004). The littoral current, which may seasonally reverse its flow and can reach 0.3 m/s (Burrage et al., 1994), is driven by southeasterly trade winds (Orpin et al., 1999) and generally overrides southward directed (ebb) tidal currents (Woolfe et al., 2000).

Figure 5.4.1. Mean chlorophyll-a distribution between September 1997 and August 2008 based on SeaWifs.R2009. The figure is adapted from the display produced by Giovanni (cf. section 6.2.5 for further details).
5.4.2 Outer Shelf

Conversely, the much more oligotrophic outer shelf obtains its nutrients predominantly from offshore through summer upwelling events onto the outer continental shelf (Furnas and Mitchell, 1986; 1996a), upwelling induced by an episodically stronger EAC (Andrews and Gentien, 1982) and supply by tidal currents (Thompson and Golding, 1981; Thomson and Wolanski, 1984; Wolanski et al., 1988; Nof and Middleton, 1989; Drew, 2001). In a study by Monbet et al. (2007), it was determined that the input of dissolved phosphorus onto the continental shelf via upwelling of Coral shelf edge water may be higher by up to a factor of 40 compared to the supply through river runoff. Relatively nutrient- and chlorophyll-rich water is brought up from below the offshore thermocline by the tidal pressure gradient caused by the large tides in the GBR region (average maximum tidal range: 3 m; maximum tides of up to ~10 m occurring in the Broad Sound area at 21-23°S, cf. Figure 5.1.1) (Maxwell, 1968; Thompson and Golding, 1981; Thomson and Wolanski, 1984; Drew, 2001). These tidal currents can reach 2 m/s through the reef edge (Pickard et al., 1977). While cold and nutrient-rich Coral Sea water is propagated onto the GBR lagoon during spring tide (Nof and Middleton, 1989), warm and relatively nutrient-poor water is flowing from the GBR out to the Coral Sea during ebb tide (Drew, 2001).

In a study by Suzuki et al. (2001), it was deduced that the concentration of CO₂ in the shelf region is greatly influenced by both CaCO₃ production and river runoff, the latter adding excess DIC to the system. Both calcification and riverine inflow result in higher fCO₂ levels near the coast compared to the open ocean, such that near coastal regions are potentially a source of CO₂ to the atmosphere (Kawahata et al., 2000; Suzuki et al., 2001). The residence time in the individual reefs also affects the fCO₂ levels, with longer residence times being linked to higher fCO₂ levels (Suzuki and Kawahata, 2004) as a result of longer calcification periods per water volume.

Conversely, a considerable amount of DIC (including CO₂) may be removed from the continental shelf due to the continental shelf pump (cf. section 2.4.3), first described by Tsunogai et al. (1999). Assuming that the rate of removal by the continental shelf pump is the same for the GBR region as in the East China Sea (cf. Tsunogai et al., 1999), a total amount of $8 \cdot 10^{-3}$ Gt C/yr would be removed from the shelf. In addition, similar to the
East China Sea (Tsunogai et al., 1999), the presence of the EAC may further aid the removal of CO₂. To this date, no studies have been undertaken on the GBR shelf in regard to the potential presence and effects of the continental shelf pump. Any such future investigation could greatly enhance the understanding of the DIC cycle in the GBR lagoon.

5.5 **Summary – Coral Sea**

The Coral Sea exhibits several characteristics that have a strong bearing on the results shown in subsequent chapters:

- The topography in many regions (e.g. the Queensland Plateau) is relatively shallow (<1000 m);
- Several prominent currents (SEC, EAC, Hiri Current) are present, strongly influencing the predominant physical and geochemical patterns;
- Monsoonal activity greatly impacts on the vertical stratification;
- and the near-coastal areas (e.g. GBR) have a tendency towards higher $f$CO₂ levels compared to the open ocean, increasing the likelihood of coastal and shallow regions acting as a source of CO₂ to the atmosphere.
6 Physical Oceanography - Seasonal to Interannual Variability in the Coral Sea

Global warming is predicted to result in a significant shallowing of the mixed layer depth (MLD) in many ocean regions (cf. Figures 8.6.4 and 8.6.5), which could have dire consequences for coral reef ecosystems and the ocean’s capability for CO₂ uptake. The aim of this chapter is to use all available observational data in order to investigate mixed layer variability on seasonal and longer timescales within the Coral Sea. MLD data reviewed in this chapter is derived from various observational sources, including the Argo project and the World Ocean Database.

6.1 Introduction

The collection of oceanic data to investigate the variability of the sea surface temperature (SST), sea surface salinity (SSS) and mixed layer depth (MLD) in the Coral Sea, over timescales varying from diurnal to centennial, have not received much attention, and consequently not many conductivity-temperature-depth (CTD) profiles are available to investigate the short- and long-term variability of the MLD within the Coral Sea. The MLD displays significant variability on various timescales, ranging from diurnal (Gregg et al., 1985; Schneider and Müller, 1990; Brainerd and Gregg, 1995) to interannual changes (McCreary et al., 2001; Kara et al., 2003).

The MLD is also expected to vary on geological timescales. Specifically, higher salinity (Stott et al., 2004) and temperatures (Gagan et al., 2000; Stott et al., 2004) in the Great Barrier Reef (GBR) region during the Holocene would likely have led to a more shallow MLD compared to modern times. With climate warming currently occurring worldwide (Houghton et al., 2001), it is likely that the resulting warmer SST (Cane et al., 1997; Lau and Weng, 1999; Levitus et al., 2000; Wilson et al., 2006; AchutaRao et al., 2007) will also result in a shallowing of the MLD within the Coral Sea (Yeh et al., 2009), unless a significant decrease in precipitation occurs. The latter would result in an increase in salinity, which could partially counteract the decrease in sea surface density due to higher SST. For a predicted SST increase of 2°C by the end of the 21st century (Meehl et al., 2007), a salinity increase of at least 0.7 psu would be required to offset the density
decline by warmer SSTs. However, an increase in rainfall is forecast throughout the Coral Sea, with the exception of a predicted decrease in austral winter precipitation in the southern (south of 20°S) Coral Sea (Christensen et al., 2007).

No mixed layer study has previously focused on the Coral Sea alone. As a result, mixed layer characteristics and variability on seasonal and longer timescales within the Coral Sea is not well known. This chapter focuses on analysing salinity and temperature profiles from the Argo project and the World Ocean Database (WOD). MLDs derived from the CTD profiles are compared with the MLD maps from the CSIRO Atlas of Regional Seas (CARS). An attempt is made to correlate the relatively sparse ocean data to ENSO events, and to predict likely future changes in the MLD. A better knowledge of the behaviour of the MLD in the Coral Sea will also improve understanding of changes in heat content, nutrient cycling and ocean-atmosphere interaction.

6.2 Methods

6.2.1 WOD CTD Profiles

To investigate the seasonal and long-term variability of the MLD, all available high resolution CTD containing SST and SSS profiles were analysed individually. Only CTD profiles containing both SST and SSS were included in this analysis as the presence of a barrier layer (cf. section 3.2.1.1) throughout much of the year was expected in some areas, which could significantly bias the determination of the MLD if only one type of profile per location were used. Altogether, 3380 salinity-temperature CTD profiles were obtained from the WOD (http://www.nodc.noaa.gov), which is maintained by the National Oceanographic Data Center (NODC). These sea surface data were collected by various cruises and research teams in the Coral Sea between March 1982 and June 2003.

The density (ρ, kg/m³) was calculated using the One Atmosphere International Equation of State of Seawater, 1980 (UNESCO, 1983):

\[
\rho(S,T,p) = \rho_w + (8.24493 \times 10^{-1} - 4.0899 \times 10^{-3} \times T + 7.6438 \times 10^{-5} \times T^2 - 8.2467 \times 10^{-7} \\
\times T^3 + 5.3875 \times 10^{-9} \times T^4) \times S + (-5.72466 \times 10^{-3} + 1.0227 \times 10^{-4} \times T - 1.6546 \times 10^{-6} \\
\times T^2) \times S^{3/2} + 4.8314 \times 10^{-4} \times S^2
\]
where $T = \text{temperature \ [°C]}$, $S = \text{practical salinity}$ and $\rho_w = \text{density of the Standard Mean Ocean Water (SMOW) taken as pure water reference}$, computed using

$$\rho_w = 999.842594 + 6.793952 \times 10^{-2} \times T - 9.09529 \times 10^{-3} \times T^2 + 1.001685 \times 10^{-4} \times T^3 - 1.120083 \times 10^{-6} \times T^4 + 6.536332 \times 10^{-9} \times T^5$$

Figure 6.2.1. Distribution of World Ocean Database (WOD) CTD profiles that were used for the MLD analysis.

Around 5-10% of the WOD data were removed because they were located outside the study site. After visual inspection of the remaining profiles, about 20% of the CTD files were eliminated from the analysis since these profiles were not deep enough to capture the MLD. A further ~40% were removed due to low vertical resolution (measurement
frequency lower than every 10 m) in the upper ocean. In addition, to avoid an overrepresentation of areas in which multiple measurements were taken within a few days, only a limited, randomly selected number of profiles were evaluated in locations with clustered data. Altogether, 383 SST and SSS profiles were employed to determine the MLD using both the gradient and threshold method (Figure 6.2.1; see section 3.2.1.2). The threshold method was tested and compared closely with the gradient method to determine the suitability of the threshold method for the Coral Sea area. After a visual inspection of several representative temperature, salinity and density profiles, \( \Delta T = 0.2^\circ\text{C} \), \( \Delta S = 0.03 \text{ psu} \) and \( \Delta \rho = 0.03 \text{ kg/m}^3 \) were used for the isothermal layer depth (ILD, section 3.2.1.1) and MLD, respectively, for the threshold method, which agrees well with previous findings of most accurate threshold values (cf. de Boyer Montégut et al., 2004).

To obtain an accurate estimation of the MLD and ILD, threshold values for temperature (\( \Delta T \)) and salinity (\( \Delta S \)) have to take into account the possible presence of temperature and/or salinity inversions. Here, the ILD (and isohaline layer depth) was determined as the depth where temperature (salinity) has either decreased or increased by the given increment.

### 6.2.2 Argo

For the first time, detailed studies of the mixed layer behaviour and mid-depth circulation are made possible due to the deployment of numerous Argo floats both in global oceans and regional seas such as the Coral Sea. Since 1999, more than 3000 Argo floats have been deployed across the world, with an expected lifetime of around 4-5 years for each individual Argo float (Roemmich and Owens, 2000). To maintain Argo’s target of a global network of 3,000 active floats, which was first achieved in late 2007 (Roemmich and Gilson, 2009), about 750 additional floats have to be set up worldwide to substitute floats that terminated or were lost. These free-drifting floats are parked at a preprogrammed pressure (usually 1000 dbar, but some also at their maximum depth of around 2000 m) from which, at predetermined intervals (typically 10 days), they will first descend to around 2000 m (2000 dbar) depth (unless already located there) before rising to the surface, transmit data, and descend to the parking position (Roemmich and Owens, 2000). Measurements of temperature and salinity are taken during the ascent with a CTD
sensor module (Kako and Kubota, 2007). The Argo program is unique in that all collected data are made publicly available by the International Argo Project and the national programmes that contribute to it (www.argo.ucsd.edu, argo.jcommops.org; cf. Gould et al., 2004). The accuracy for temperature and uncorrected salinity is ±0.005°C and ±0.01 psu, respectively, whereas depth errors are ±5 m (Argo Science Team, 2000). Real-time salinity data are sometimes affected by a mostly small sensor drift (Wong et al., 2003). As a result, a delayed-mode correction is applied to further reduce errors in salinity and depth measurements.

Figure 6.2.2. Geographical position of Argo floats within the Coral Sea by year (www.argo.ucsd.edu, argo.jcommops.org). The deployment of Argo floats within the Coral Sea began in the southeast in mid-2001 and, since then, the frequency and spread of measurements have been significantly augmented and are now taken throughout most of the study area.
Numerous Argo floats were also deposited within and nearby the Coral Sea region (Figure 6.2.2), with 38 active floats as of 31 December 2008. Some of these floats, which contain temperature and salinity profiles at relatively coarse vertical resolution (5-10 m), are used to investigate the MLD variability, similarly to the procedure applied for the WOD CTD profiles (cf. section 6.2.1). To estimate the most appropriate value for the Coral Sea region, four different threshold values have been evaluated for both the ILD ($\Delta T = \pm 0.1^\circ C, \pm 0.15^\circ C, \pm 0.2^\circ C, \pm 0.25^\circ C$) and the MLD ($\Delta \rho = 0.025 \text{ kg/m}^3, 0.03 \text{ kg/m}^3, 0.035 \text{ kg/m}^3, 0.04 \text{ kg/m}^3$), with the threshold reference depth set at 10 m. In addition, similar to previous studies (e.g. Thomson and Fine, 2003), all profiles were visually inspected to obtain a reference MLD ($\text{MLD}_{\text{ref}}$) and ILD ($\text{ILD}_{\text{ref}}$). The MLDs and ILDs obtained with the threshold method were compared closely with their respective $\text{MLD}_{\text{ref}}$ and $\text{ILD}_{\text{ref}}$, to determine the suitability of the threshold methods for the Coral Sea area. CTD profiles in which the MLD were not well-defined (absence of vertical homogeneity due to restructuring) were excluded from the MLD analysis (cf. Ohno et al., 2009). Altogether, MLDs were calculated for 1306 Argo profiles.

The MLDs obtained from Argo floats may be considered less accurate compared to the WOD-derived MLD as a result of lower vertical resolution (measurements taken every 5-20 m, generally). Nonetheless, these floats are very valuable since they can provide a clearer picture of the seasonality and short-term variability of the MLD due to their repeated salinity and temperature measurements over the last few years, some of which are from relatively constant locations. Due to their relatively deep parking depth, however, Argo floats can only remain operational when the water depth exceeds 2000 km, implying that no active floats operate within the GBR lagoon.

### 6.2.3 CARS

The CSIRO Atlas of Regional Seas (CARS) is a digital high-resolution climatology of seasonal ocean water properties, CARS2006 encompassing the entire southern hemisphere and equatorial regions (http://www.marine.csiro.au/~dunn/cars2006/). During 2009, a new version (CARS2009) was released, which covers the global ocean but, at this stage, only includes salinity and temperature fields. Throughout the thesis, CARS is referring to CARS2006.
CARS is providing historic mean fields and average seasonal cycles of temperature, salinity, MLD, nitrate, oxygen, phosphate and silicate (Ridgway et al., 2002; Condie and Dunn, 2006). To create CARS, all available historical measurements have been gathered, with the data derived from various research sources including WOD, WOCE and Argo. Prior to creating the atlas, all data was screened for duplicates and erroneous parameters (Ridgway et al., 2002).

CARS does not provide information for any given year since not enough data is available to resolve any one year. Instead, the atlas represents a multi-decadal average of all parameters, with all available oceanographic data being averaged by ignoring the year of collection of each observation and retaining only the day-of-year - and then fit a mean and mean-seasonal-cycle at each point. In the western equatorial Pacific and the Gulf of Carpentaria, adjustments were applied for interannual (e.g. ENSO) signals. Any such signals will affect the maps, both by these signals being aliased into spatial structure or seasonal cycles, and by biasing towards the interannual anomaly of data-rich periods.

6.2.4 Ocean Heat Content

The ocean heat content (OHC) has been obtained as well, using the following formula:

\[ Q = \int_{z=0}^{z=\text{D}} \rho \cdot c_p \cdot (T - T_{\text{ref}}) \cdot dz \]

where \( c_p \) is the specific heat capacity of seawater (4000 J kg\(^{-1}\) C\(^{-1}\)), \( \rho \) is density, \( T \) is temperature, and \( z \) is the depth range of the OHC integration. The reference temperature \( T_{\text{ref}} \) was arbitrarily set to zero, with the OHC equation then simplifying to:

\[ Q = \int_{z=0}^{z=\text{D}} \int_{z_{\text{ref}}=250\text{ m}}^{z(z)} \rho \cdot c_p \cdot T(z) \cdot dz \]

The OHC was computed to a depth of 250 m to ensure that the maximum depth of surface oceanic mixing is captured by the OHC calculation.
6.2.5 Satellite Data – Giovanni

To complement the Argo data, and for later verification purposes of the model output, satellite-derived SST data is presented in section 6.3.4. The monthly averaged satellite data was obtained through the Giovanni online data system, developed and maintained by the NASA (National Aeronautics and Space Administration) Goddard Earth Sciences Data and Information Services Center (Acker and Leptoukh, 2007). Giovanni facilitates the visualisation, analysis and access of remote sensing data sets.

The SST data presented in section 6.3.4 are monthly mean SST (11 micron day) data derived from MODIS-Terra (Moderate Resolution Imaging Spectroradiometer on NASA's Terra satellite), with 1/12° data available for the entire 2000/02/01 - 2010/10/01 period. For every month (e.g. every January), the monthly SSTs were averaged over the entire period available (e.g. January 2001, January 2002,....., January 2010):

\[ \bar{y}_i = \frac{1}{n} \sum_{t=1}^{n} y_{i,t} \]

where \( y_{i,t} \) is the mean SST of month(i) of year(t), and \( \bar{y}_i \) is the overall mean of a given month(i) over all available years(n).

In some instances, the monthly Giovanni data did not have full coverage, including several months in 2009 (i.e. January-August). For these cases, a MATLAB script was written to ensure that every grid cell was divided by the number of years(n) available for that grid (cf. appendix A2).

6.3 Results

6.3.1 WOD CTD Profiles

The MLD of the Coral Sea displays significant seasonal variability (Figure 6.3.1). Generally, the winter mixed layer is much deeper than summer mixed layer due to reduced heat flux and increased wind stress (Messié and Radenac, 2006), both resulting in increased mixing because of reduced upper surface stratification and increased momentum. In summer, the MLD is rather shallow and homogeneous throughout the Coral Sea, whereas in winter, a strong MLD gradient is obvious, with the MLD increasing towards the south.

The MLD also shows significant dependence on latitude (Figure 6.3.2). Throughout the year, but especially during austral winter months, subtropical mixed layers (south of
20°S) tend to be significantly thicker than concurrent low latitude mixed layers. As a result, the range in subtropical MLDs can be twice as large (10–240 m) compared to the tropical region (10-120 m), which is characterised by relatively warm SSTs throughout the year.

Numerous locations displayed fossil layers, secondary pycnoclines, which are a result of restratification of the upper ocean after prolonged deep sea surface mixing due to elevated wind stress (Kara et al., 2003), such as during a storm event. Once the wind strength is weakening, or the sea surface is warming, a more shallow MLD and ILD is formed above another uniform mixed layer (Kara et al., 2003).

Figure 6.3.1. Mixed layer depth seasonality within the Coral Sea based on WOD data.
6.3.2 Seasonality - Argo Profiles

6.3.2.1 Sea Surface Patterns

As a result of seasonal changes in solar radiation and the position of the ITCZ, sea surface temperature (SST) displays strong seasonal cycling in both tropical and subtropical regions (Figure 6.3.3A), with gradually cooler SSTs towards the south (Figure 6.3.4). Sea surface density (SSD), which is strongly negatively correlated to temperature ($R^2 = -0.96$) exhibits a very distinct seasonal pattern as well (Figure 6.3.3C).

There are also two distinct sea surface salinity (SSS) groups discernible, with tropical SSS ranging from about 34.0 to 35.4 psu and extra-tropical SSS showing higher values, ranging from around 35.2 to 36.0 psu (Figure 6.3.3B). The northern half of the Coral Sea displays some SSS seasonality, with lowest values occurring during the summer month, which is most likely attributable to precipitation during the austral summer wet season. Conversely, a seasonal pattern is absent in the higher latitudes, which can only partially be ascribed to a change in the geographical location of the southerly Argo floats.
Figure 6.3.3. Seasonal variability of A) sea surface temperature, B) sea surface salinity and C) sea surface density in the tropical and subtropical Coral Sea.
6.3.2.2 Tropical vs Extra-Tropical MLD Seasonality

A clear seasonality in the MLD is evident throughout the Coral Sea, although the seasonal variation is much more noticeable in higher latitudes (Figure 6.3.5) due to greater seasonal fluctuations of sea surface heating (Figure 6.3.3A) and wind stress (Messié and Radenac, 2006), both features facilitating increased mixing in the upper ocean. Mixed layers increase significantly towards the winter month in all regions (Figure 6.3.6). The deepening occurs due to a combination of a cooling upper ocean and elevated wind stress (predominantly southeasterly trade winds) during austral winter.

Figure 6.3.4. Spatial distribution of sea surface temperature (SST) during A) summer, B) autumn, C) winter and D) spring. The SST data has been obtained from Argo floats and represent temperatures in the upper 10 m.
Conversely, mixed (and isothermal) layers are shallower in summer throughout the Coral Sea, generally 10-50 m, as a result of increased sea surface heating and relatively weak wind stress. Tropical MLDs typically range from about 50 m to 100 m in winter, whereas higher latitude MLDs generally exceed 100 m and can occasionally surpass 200 m. The seasonal deepening towards austral winter is also evident in pre-Argo data (Figure 6.4.7).

Regionally, the deepest mixed layers are located in the southwest Coral Sea (Figure 6.3.6). In addition, the same area also displays some of the deepest summer MLDs, while shallow summer mixed layers are also observed. A similarly high variability has also been noted by Condie and Dunn (2006), who linked it to the changing position of the EAC. In contrast, however, their summer MLDs tend to be less than 40 m in the southwest, a depth which many Argo mixed layers exceed.
Figure 6.3.6. Seasonal variation of the mixed layer depth (MLD) for January-March (top left), April-June (top right), July-September (bottom left) and October-December (bottom right).
6.3.2.3 **Barrier Layers**

The vast majority (88%) of Argo profiles examined do not display signs of a significant barrier layer being present, such that there is no area with persistent barrier layers within the Coral Sea. With the potential exception of the southwest Coral Sea (south of 24°S and west of 157°E), where barrier layers are only observed during the cooler months, temporary barrier layer are not linked to a specific season (Figure 6.3.7). Rather, they could appear any time of the year. Considering the Argo data availability, the region seemingly least likely to contain barrier layers is located between 15°S and 19°S along a longitudinal transect west of 162°, a location roughly attributable to the North Caledonia Jet (cf. section 5.3.1). However, north and east of that transect, the likelihood of a barrier layer formation appears to increase, which is most likely linked to greater monsoonal activity and total average rainfall in that region (Figure 6.3.8). Throughout the year, relatively high rainfall rates are noted in the north-eastern Coral Sea, frequently resulting in a lowering of salinity in the upper ocean. As a consequence of persistent precipitation, a shallower halocline may be induced, encouraging the formation of a temporary barrier layer.

There is a minor tendency towards the thickest barrier layers occurring during the cooler months (Figure 6.3.7A). This can be attributed to the, on average, deeper isothermal layers during austral winter, rather than to geographical location (Figure 6.3.7B), SST, SSS or average temperature within the mixed layer.


Figure 6.3.7. Barrier layer thickness (BLT) with respect to A) month and B) geographical location. In Figure B, only the BLTs exceeding 5 m are displayed. BLTs in excess of 10 m predominantly occur during the cooler months (March-September). Geographically, barrier layers can be formed throughout the Coral Sea at any time of the year.
6.3.2.4 Temperature and Salinity Inversions

Even though temperature inversions appear to be very rare within the Coral Sea, salinity inversions (i.e. decrease in salinity with depth) inversions are relatively common and occur year-round, although most of the inversions are clustered within the southeastern part of the Coral Sea (Figure 6.3.9). Salinity inversions in the southeast appear to be quite long-lasting as several Argo floats (mainly 5900572, 5900870, 5900871 and 5901511) displayed salinity inversions over prolonged and continuous periods. Compensated layers (i.e. layer of near-homogeneous density between a relatively shallow...
thermocline and a deeper halocline) are, however, rarely observed. That is, the decline in density due to a salinity inversion is not enough to offset the increase in density due to the gradual decrease in temperature. In the presence of a compensated layer, an MLD estimation solely based on a density criterion would lead to an overestimation of the MLD. This is comparable to the inverse occurrence (barrier layer), where an MLD inference based on temperature alone would also result in an MLD overestimation. Although density within the compensated layer is quasi-homogeneous (and comparable to density within the MLD above the compensated layer), both salinity and temperature are fluctuating due to the absence of convective overturning (cf. de Boyer Montégut et al., 2004). Since a compensated layer occurrence is rare within the Coral Sea, MLD estimations based on density are appropriate. Conversely, MLD estimations based solely on temperature (i.e. ILD) have to be used cautiously due to the quite frequent occurrence (12%) of barrier layers within the Coral Sea, which result in ILDs that are significantly deeper than the MLDs.

Figure 6.3.9. Locations within the Coral Sea where salinity inversions are observed.
6.3.2.5 Seasonal Variation of Ocean Heat Content

The seasonal variability of ocean heat content (OHC), which was computed to a depth of 250 m, is shown in Figure 6.3.10. The seasonality of the OHC, which is relatively strongly correlated to both SST ($R^2 = 0.70$, $P<0.001$) and SSS ($R^2 = -0.64$, $P<0.001$), is not as obvious as for the sea surface parameters and MLD. Average OHC is consistently greater in the tropics compared to the subtropics. The annual maximum OHC appears to be slightly offset in the two regions, with highest the OHC being observed around February in higher latitudes (south of 20°S), and 1-2 months earlier in the tropical regions. This can be ascribed to the seasonal movement of the sun, with a maximum in surface heating in the tropical Coral Sea preceding the summer solstice by a few weeks. Conversely, tropical MLD appears to lag behind subtropical MLD by a few weeks (Figure 6.3.5), while SST does not show any significant sign of temporal offset between the two regions. Although solar and wind forcing have a very significant impact on the mixed layer, the offset MLD seasonality observed here is most likely attributable to a combination of relatively low Argo data availability in the southern Coral Sea, giving greater significance to extreme values, and high spatial MLD variability concomitant with low observation coverage at any given time throughout the Coral Sea.

![Figure 6.3.10. Normalised ocean heat content (OHC) for the individual Argo profiles. The OHC was integrated to a depth of 250 m to ensure that all mixed layer depths were captured by the OHC calculation. The 1-year gap from mid-2003 to mid-2004 results from no active Argo float being present within the Coral Sea during that period.](image-url)
Figure 6.3.11. Longitudinal pattern of ocean heat content (OHC), with the colour scheme denoting the latitudinal provenance. There are two regions within the Coral Sea where the otherwise very strong positive relationship between OHC and latitudinal location is not as evident: the Gulf of Papua (north of 15°S in the upper left box) and southwest of New Caledonia (around 23-25°S, lower right box).

Although, in general, there is a strong link between OHC and the latitudinal position of the data, there are regions within the Coral Sea where the positive relationship between OHC and latitudinal location is not as evident (Figure 6.3.11). The spatial variability of the observed ocean heat content did reveal the strong influence of regional currents, most notably relatively low OHC in the north-western Coral Sea due to the Hiri current (Figure 6.3.12). Within the Gulf of Papua (north of 15°S and west of 148°E), both SST and OHC are decreased substantially by the clockwise movement of the Hiri current (cf. Figure 6.3.11).
5.3.1), which transports relatively cool water masses northwards (Figure 6.3.12). The relatively low temperature in the north-western Coral Sea is also clearly evident in the upmost 75 m temperature fields of CARS2009 (CSIRO Atlas of Regional Seas, v. 2009), a global high-resolution climatology of seasonal ocean water properties (Ridgway et al., 2002).

Figure 6.3.12. Geographical position of Argo floats within the Coral Sea. The colour scheme of the Argo data is denoting ocean heat content (OHC). Locations are only displayed for CTD profiles that encompass the entire top 250 m of water.

Another region with relatively low OHC is located southwest of New Caledonia. It is possible that the eddy-rich nature of the southern Coral Sea, associated with the Tasman front (Sokolov and Rintoul, 2000), resulted in these temporarily low OHC values. In
addition, the North Caledonia Jet may transport cooler water mass northwards along the west coast of New Caledonia.

In relation to the MLD, the long-term monitoring of the OHC is important due to their close connectivity. A change in OHC would likely result in an alteration of the mixed layer if wind stress remains unchanged. In turn, a decrease in MLD would induce a warmer upper ocean (within the mixed layer), concomitant with a decrease in OHC below the MLD. Within the Coral Sea, no significant long-term trends in OHC and MLD are discernible based on current Argo data alone. If the OHC of the Coral Sea increases in the future, which is expected to occur in many other regions around the world due to global warming, and in the absence of increased wind stress, the upper ocean would become more highly stratified, resulting in a shallowing of the MLD. According to a study by Yeh et al. (2009), we can expect the Coral Sea MLD to decrease by up to 20% by the end the 21st century relative to the pre-industrial MLD conditions, assuming a doubling of atmospheric CO$_2$ levels. This, in turn, would have significant impacts on biogeochemistry (e.g. nutrient supply and chlorophyll distribution) and the ocean-atmosphere interaction (e.g. evaporation, circulation).
6.3.3 CARS 2006

6.3.3.1 Annual Means and Seasonality of SST and MLD

Figures 6.3.13 and 6.3.14 exemplify the pattern of the mean annual Coral Sea surface temperature and mixed layer depth, respectively. Whereas there is a clear latitudinal gradient in mean SST (Figure 6.3.13), with average temperatures being about 7°C lower in the extratropics, there is no obvious spatial trend discernible in the mean annual MLD field, although there is some tendency towards higher MLDs in the southern Coral Sea as well as near the equator (Figure 6.3.14).

Figure 6.3.13. Mean annual sea surface temperature (°C) field within the Coral Sea.
Figure 6.3.14. Mean annual mixed layer depth (m) field within the Coral Sea, with MLD being determined as the depth where A) \( T = T_{10m} - 0.5^\circ C \), B) \( T = T_{10m} - 1^\circ C \), C) \( \frac{dT}{dz} > 0.015^\circ C/m \) and D) \( \frac{d\rho}{dz} > 0.004 \text{ kg/m}^4 \).

Variability in solar and latent heat fluxes greatly influence seasonal temperature changes in the topmost 100 m (Figure 6.3.15). Solar heating induces increased vertical temperature stratification during summer (Figure 6.3.15A), suppressing vertical mixing and thus instigating a shallowing of the MLD. Conversely, LHF is most dominant during winter months as a result of stronger trade winds, which both enhance evaporative cooling and mixing of the upper ocean.
Figure 6.3.15. Longitudinal variation of temperature (°C) in the upper 300 m at 17°S in austral A) summer, B) autumn, C) winter and D) spring.

Latitudinally, temperature in the upper ocean displays much greater variability in the subtropics compared to the tropics (Figure 6.3.16) since both solar heat fluxes and evaporative cooling vary more substantially in the southern regions (Chou et al., 2005).

During summer and early autumn, significant warming is evident in the upper 40-100 m of the Coral Sea (Figure 6.3.17), causing a shallowing of the thermocline as a result of reduced stirring of the upper ocean water column. Although a temperature increase towards summer is marked throughout the Coral Sea (see also Figure 6.3.18), it is more
prevalent in the southern regions of the Coral Sea as a result of greater seasonality in heat fluxes.

Figure 6.3.16. Latitudinal variation of temperature (°C) in the upper 300 m at 155°E in austral A) summer, B) autumn, C) winter and D) spring.
Figure 6.3.17. Latitudinal variation of mean seasonal temperature (ºC) profiles in the upper 300 m at 156°E. Temperature profiles are shown for three different latitudes.

Figure 6.3.18. Hovmöller plot of latitudinal SST (ºC) seasonality at 155°E. Output is given daily from January 1st (left) to December 31st (right).
The east-west gradient of temperature at 12.5°S (Figure 6.3.19) could be a result of
the all-year inflow of warm tropical waters (i.e. SEC) into the north-eastern Coral Sea,
resulting in only minor seasonal temperature fluctuation along the path of the SEC.

Figure 6.3.20 displays the maximum MLDs within the Coral Sea for four different
MLD determination methods. It should be noted here that Figures 6.3.20A-C show the
ILD as opposed to MLD since the threshold (Figures 6.3.20A and B) and gradient (Figure
6.3.20C) methods are solely based on temperature. In the following paragraphs, they will
all be referred to as MLDs, however. In addition, ILDs in Figure 6.3.20B will always be
deeper than those in Figure 6.3.20A since both are based on the threshold method with
the same reference temperature, but the former ILD having a larger prescribed ΔT (1°C
vs 0.5°C). In both cases, the reference temperature is set at 10 m (T=T_{10m}-0.5°C and
T=T_{10m}-1°C) to avoid strong diurnal variability in the first few metres of the ocean.

![Figure 6.3.19. Longitudinal variation of mean seasonal temperature (°C) profiles in the upper 300 m at 12.5°S. The profiles are shown for two different longitudes.](image)
In Figure 6.3.20C, in which the MLD is determined using the gradient method (dT/dz > 0.015°C/m), the deepest MLDs, generally attributed to enhanced mixing in winter, are located in the region of 18-23°S and 152-157°E, with the deepest mixed layer (120 m) occurring at the end of August (figure not shown). Whereas the typical gradient towards greater maximum MLDs in higher latitudes is absent in Figure 6.3.20C, the expected pattern is visible for the three other MLD fields. All three maps show deeper MLDs towards the south, with the maximum MLD (220 m) being found at the southern border of the Coral Sea (Figure 6.3.20B).

The distribution of the minimum MLD appears to be relatively homogenous within the Coral Sea (Figure 6.3.21). Although there is no clear north-south trend, there is some tendency towards deeper (40-90m) MLDs towards the equatorial Pacific Ocean (outside of the Coral Sea, north of 8°S), as well as at the outer edges of the continental shelf in the southern Coral Sea. The latter is likely linked to local downwelling, the strength of which is positively correlated to MLD. Overall, however, the MLDs are comparatively homogeneous throughout the Coral Sea, with Figure 6.3.21D (based on the gradient method applied on density, dp/dz > 0.004 kg/m^4) displaying the shallowest minimum MLD field (0-30m).

The latitudinal and longitudinal MLD patterns are shown in more detail in Figures 6.4.22 and 6.4.23, respectively. Throughout the Coral Sea, and independently of which method was used to obtain the MLD, the shallowest mixed layers are observed in summer, although comparatively thin mixed layers can occur at low latitudes all year round (Figure 6.3.22). Similar to the results obtained from the Argo dataset alone (Figure 6.3.5), the deepest MLDs generally occur during the cooler winter months. Furthermore, since more extensive cooling of the upper ocean and wind mixing in the subtropics (south of 20°S) induces the deepest mixed layers within the study area, the seasonal variability of the MLD is more pronounced in the southern Coral Sea. The longitudinal MLD pattern is relatively homogenous throughout the Coral Sea, with MLD differences normally not exceeding 50 m (Figure 6.3.23). Since zonal SST is relatively uniform, longitudinal variations in MLD are mainly attributable to localised upwelling or downwelling, and shifts in subsurface currents.
Figure 6.3.20. Maximum mixed layer depth (m) within the Coral Sea, with MLD being determined as the depth where A) $T = T_{10m} - 0.5^\circ C$, B) $T = T_{10m} - 1^\circ C$, C) $dT/dz > 0.015^\circ C/m$ and D) $d\rho/dz > 0.004 \text{ kg/m}^4$. 
Figure 6.3.21. Minimum mixed layer depth (m) within the Coral Sea, with MLD being determined as the depth where A) $T = T_{10m} - 0.5^\circ C$, B) $T = T_{10m} - 1^\circ C$, C) $dT/dz > 0.015^\circ C/m$ and D) $d\rho/dz > 0.004 \text{ kg/m}^4$. Negative MLD estimates were omitted.
Figure 6.3.22. Hovmöller plot of latitudinal MLD (m) seasonality at 155°E, with MLD being determined as the depth where A) $T = T_{10m} - 0.5°C$, B) $T = T_{10m} - 1°C$, C) $dT/dz > 0.015°C/m$ and D) $dσ/dz > 0.004\ kg/m^4$. Output is given daily from January 1st (left) to December 31st (right). Negative MLD estimations were excluded.
6.3.4 Satellite-derived SST

Although Argo floats represent a significant improvement in the coverage and sampling of the oceans globally, Argo is nonetheless only covering a very small percentage at any given time. Thus, to complement the Argo data, and for subsequent verification purposes of the model output (cf. section 8.4 onwards), satellite-derived SST data is briefly presented here.

Figure 6.3.24 displays the monthly means of SST (11 micron day) data derived from MODIS-Terra, with 1/12° data available for the entire 2000/02/01 - 2010/10/01 period. The SST patterns clearly show the impact of the major Coral Sea currents, with the Hiri current moving relatively cool surface waters clockwise northwards into the Gulf of Papua. These currents are thus distorting the latitudinal SST gradient, as indicated by the
Argo data as well (cf. Figure 6.3.4). In contrast to the Argo data, the presence of the EAC is evident, with the EAC transporting warm water southward along the coast throughout the year. Unlike Argo floats, satellites are not impeded by bathymetry or currents, allowing for data collection in both shallow (<1000 m) locations and areas outside of dominant flow.

Figure 6.3.24. Monthly mean sea surface temperature (SST, 11 micron day) derived from MODIS-Terra. All available satellite data from 2000/02/01 to 2010/10/01 are included.
Figure 6.3.24 continued.
6.4 Discussion

6.4.1 Reliability of Argo Profiles

Recently, there have been some concerns in regard to the accuracy and consistency or Argo float data (Willis et al., 2007). Normally, satellite altimetry and OHT derived from Argo floats are closely correlated with each other (Roemmich and Owens, 2000). However, for the 2003-2005 period, several OHT studies (e.g. Lyman et al., 2006) show a cooling trend, which disagrees with the satellite altimetry for those years (cf. http://sealevel.colorado.edu/current/sl_ib_ns_global.jpg). Nevertheless, with the exception of Argo float 5901162 (which has been grey-listed by the Argo team, but was not confirmed as having been impacted by faulty measurements), none of the Argo floats used in this study is believed to be affected by this temperature bias.

6.4.2 Argo Profile Distribution

Although care was taken to maximise the coverage of the Coral Sea when selecting the 42 Argo floats to be used for this project, due to the free-floating nature of Argo floats some bias could not be avoided. Several regions of the Coral Sea (including the continental coast of Queensland, the Queensland Plateau in the northwest, and the Bellona plateau in the central Coral Sea) are characterised by relatively shallow topography (<1000 m). As a result, Argo floats, with their deep parking depth of 1000-2000 m, very rarely entered these areas (cf. Figure 6.2.2). If an Argo floats is blown into shallow waters while they are at the surface transmitting data back to the satellites, they ground out and are often lost (Josh Willis, pers. comm.).

Most floats that entered or passed through the Coral Sea were either deposited in the eastern Coral Sea or in the West Pacific (Figure 6.4.1), and were carried deeper into the Coral Sea by the dominant currents (e.g. South Equatorial Current; Choukroun et al., 2010). Consequently, CTD profiles of the early years are mainly from the eastern part of the Coral Sea. In later years, as the amount of new floats used for this study was gradually reduced (Figure 6.4.2), the bulk of profiles are positioned in the western Coral Sea. The majority of floats (52%) used in this research were deployed into the Pacific or Coral Sea in 2004/2005.
Figure 6.4.1. Paths of the Argo floats deposited within or near the Coral Sea. Depositions east of the Coral Sea were commonly transported into the Coral Sea by the South Equatorial Current. Subsequently, most floats moved northwards into the Gulf of Papua by the Hiri current, while other floats stopped functioning after being stranded in shallow waters. Additional floats were deposited within the Tasman Sea, and moved northwards towards the southern Coral Sea border (the eddy-rich Tasman front region).
Figure 6.4.2. Number of new Argo floats used (per year of float deployment) and the total amount of used floats that failed each year. Number of new deployments and failures of Argo floats per year within or nearby the Coral Sea.

Figure 6.4.3. Total number of new deployments and failures of Argo floats per year within or nearby the Coral Sea.
Both the number and quality of Argo floats available improved dramatically over time. Prior to 2004, only five Argo floats were deployed within or near the Coral Sea (Figure 6.4.3); and even though a float’s current life expectancy is around four years, these early floats had a maximum life of 15 months, resulting in a 1-year gap from mid-2003 to mid-2004 during which no Argo CTD measurements were taken (Figure 6.4.4). After mid-2004, the life of individual floats generally exceeded three years, with many floats (45%) deployed in the Coral Sea and its vicinity in 2004 and 2005 still being operational as of April 2009.

Figure 6.4.5, which illustrates the number of CTD profiles available over time from the 42 Argo floats used, displays a trend towards lower CTD profiles from mid-2007. This decline is partially a reflection of the gradual failure of the Argo floats utilised (cf. Figure 6.4.2), rather than an indication of fewer Argo floats being available in the Coral Sea. About 40% of available Argo floats have been used for this project, of which 62% were still operational as of April 2009.
Figure 6.4.5. Distribution of number of Argo CTD profiles used per month in this study for the MLD analysis. The trend towards lower CTD profiles from mid-2007 does not reflect a decrease in the total number of available profiles. Rather, it is indicative of the gradual demise of the Argo floats used in this study (see also Figure 6.4.2), with most of these floats having been deployed in 2004 and 2005. The mean running time of Argo floats utilised in this project is 31.5 months, with the mean running time for newer floats being significantly higher (>30 months) than floats deployed before 2004 (8 months).

6.4.3 Sampling Trend - Argo versus WOD

The first CTD measurements within the Coral Sea were undertaken in 1982, although the earliest profiles have a relatively low data precision (i.e. the precision of the salinity data is given to two decimal points only). Before 2001, however, data collection was very sparse and often repeated and clustered in small areas (e.g. nearby Brisbane, around New Caledonia and along the Townsville trough. Since their introduction into the Coral Sea in 2001, Argo floats have produced at least as many CTD profiles as all shipboard CTD profiles stored in the World Ocean Database (WOD) over the previous two decades. As a result, more detailed mixed layer analysis is now possible, with the Argo data displaying a much clearer seasonal signal than the pre-Argo period (Figure 6.4.6).
Figure 6.4.6. Temporal trend of the mixed layer depth (derived with the gradient method) within the Coral Sea since 1982. This figure exemplifies how the post-2003 introduction of Argo floats within the Coral Sea augments the seasonal resolution of MLD variability. Pre-2001 MLDs were derived from CTD profiles of the World Ocean Database (WOD). The 2001-2003 period contains data from both WOD and Argo.

While the mean observed MLDs agree closely between Argo- and WOD-derived MLDs from January to July, there is a trend evident towards comparatively lower WOD-MLDs from August to December (Figure 6.4.7). This can be ascribed to a combination of scarcity of WOD CTD profiles deep enough to capture thicker mixed layers, and the relative paucity of WOD CTD profiles in general.
6.4.4 Suitability of the Threshold Method

Within the Coral Sea, there is some trend evident that the values suggested by de Boyer Montégut et al. (2004) commonly results in an overestimation of the actual ILD (Figure 6.4.8B). Conversely, the MLD displays a slight tendency to being underestimated rather than overvalued (Figure 6.4.8A), especially for relatively shallow MLDs. To determine the most accurate threshold value, four values have been applied to both temperature and density profiles.
Figure 6.4.8. Intercomparison of A) MLDs and B) ILDs obtained with the threshold (x-axis) and gradient method (y-axis). Threshold values suggested by de Boyer Montégut et al. (2004) were used ($\Delta \rho = 0.035 \text{ kg/m}^3$ and $\Delta T = 0.2^\circ \text{C}$). Whereas the MLDs based on the threshold and gradient method (A) are roughly equally distributed along either side of the diagonal axis, the two methods show a significant bias towards too deep ILD values (B) when the threshold method is applied.

The statistical analysis of the MLDs and ILDs, derived from the four different threshold values, is shown in Table 6.4.1. In general, the MLDs (0.03 kg/m$^3$) and ILDs (0.2°C) obtained using the threshold method with values proposed by de Boyer Montégut et al. (2004) compare quite well with the reference MLDs ($\pm 3 \text{ m}$) and ILDs ($\pm 5 \text{ m}$). In the case of the MLD, however, a threshold value of 0.035 kg/m$^3$ appears to be more accurate in determining the estimated MLD (Table 6.4.1b), based on the lowest standard deviation ($\sigma = 6.43$), highest correlation ($r = 0.97$) and lowest mean difference (2.44). The statistical results for the ILD are more complex (Table 6.4.1a). The lowest standard deviation ($\sigma = 5.96$) and highest correlation ($r = 0.98$) are attributable to $\Delta T = 0.2^\circ \text{C}$, whereas the lowest mean difference (2.79) is linked to $\Delta T = 0.1^\circ \text{C}$. There are advantages and disadvantages to both threshold values. Whereas threshold values in excess of 0.1°C have a tendency to overestimate the ILD, resulting in higher mean differences, $\Delta T = 0.1^\circ \text{C}$ is less suitable for temperature profiles affected by restructuring (e.g. diurnal variability reaching depths in excess of 10 m). A threshold value of 0.1°C (and to a certain extent $\Delta T = 0.15^\circ \text{C}$) is predisposed to significantly underestimate the ILD when
the isothermal layer is not well defined, consequently exhibiting a lower correlation (r = 0.96) and a higher standard deviation (σ = 8.041). Overall, assuming that the temperature profiles are not thoroughly pre-screened and profiles with poorly defined isothermal layers removed, a threshold value of 0.2°C for temperature profiles is the most appropriate for this region. A similar analysis of salinity profiles indicates that a threshold value of 0.02 psu most accurately predicts the isohaline layer depth.

Table 6.4.1. Mean differences, standard deviation for paired differences (in parentheses), as well as Pearson correlations between a) isothermal layer depths (ILD) and b) mixed layer depths (MLD) as obtained by visual inspection (ILD_ref and MLD_ref) and with four different threshold values.

<table>
<thead>
<tr>
<th>ILD (m)</th>
<th>ILD_ref</th>
<th>0.1</th>
<th>0.15</th>
<th>0.2</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.025</td>
<td>3.15 (8.13) / 0.95</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>0.03</td>
<td>2.6 (7.18) / 0.96</td>
<td>0.99 (2.34) / 1.00</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>0.035</td>
<td>2.44 (6.43) / 0.97</td>
<td>1.79 (5.40) / 0.98</td>
<td>0.80 (3.79) / 0.99</td>
<td>-</td>
</tr>
<tr>
<td>0.04</td>
<td>2.51 (7.73) / 0.96</td>
<td>2.46 (8.49) / 0.95</td>
<td>1.48 (7.16) / 0.97</td>
<td>0.68 (3.51) / 0.99</td>
</tr>
</tbody>
</table>

Factors which impact on the accuracy of the threshold method include heavy precipitation, and the strong diurnal variability in wind mixing and temperature in localised areas. Their influence sporadically extends beyond the reference depth, forming a temporary mixing layer (region in which mixing is currently active; cf. Brainerd and Gregg, 1995) which may be mistaken for the mixed layer. Even though a reference depth of 10 m is chosen to avoid the short-term variability, sometimes an underestimation of the MLD occurs due to diurnal solar heating or heavy precipitation affecting depths down
to 15-20 m. For these profiles, the MLD (and ILD) is much more accurately determined by choosing 20 m (or 15 m, if appropriate) as the reference depth. This reference depth, however, cannot be chosen universally since at least summer mixed layers, at least, are frequently shallower than 20 m and can even be as shallow as ~10 m, in which case the method with a reference depth of 10 m would unavoidably result in an overestimation of the MLD and ILD.

### 6.5 Summary – Physical Oceanography

An evaluation of four different threshold values for both temperature and density profiles revealed the extent of suitability of the threshold method for the Coral Sea. Due to the general absence of compensating and barrier layers, the threshold method predicts the ILD ($\Delta T = \pm 0.2°C$) and MLD ($\Delta \rho = 0.035 \text{ kg/m}^3$) reasonably well in this region. Discrepancies mainly occur when short-term sea surface variability (e.g. diurnal heat flux or intense rainfall) extends beyond 10 m depth, or when the ILD and/or MLD are not well defined due to restructuring of the upper ocean.

Analysis of 7.5 years worth of CTD data derived from Argo floats displays a strong seasonality in the MLD throughout the Coral Sea. As a result of larger seasonal variation in temperature and wind stress, MLDs in higher latitudes (20-30°S) exhibit a greater seasonality (10-150 m) compared to those of the tropical area of the Coral Sea (10-90 m). While summer mixed layers are relatively homogeneously shallow (10-50 m) throughout the Coral Sea, winter mixed layers in higher latitudes tend to be significantly deeper (70-140 m) compared to tropical regions (40-90 m).

Multi-decadal MLD trends are not discernible in the WOD and Argo MLD dataset. This absence of evidence of a multi-decadal MLD change may be due to the lower data coverage prior to the Argo project rather than a genuine signal that the mean monthly MLD within the Coral Sea remained constant over the last few decades.

Although not commonly detected in the Argo profiles, barrier layers are formed throughout the year and can be observed anywhere within the Coral Sea. The north-eastern Coral Sea has the highest barrier layer density, which is most likely linked to high precipitation rates during all seasons. Salinity inversions, in turn, are mainly found in the southeast, a turbulent region affected by the eddy-rich Tasman front.
The OHC of the top 250 m displays a latitudinal gradient in most regions. The north-western Coral Sea, a zone affected by the clockwise moving Hiri current, is the main area displaying a strong influence on Argo data by a current, with cooler water mass being transported northwards. Conversely, there are few effects evident by the EAC due to the shallow continental shelf inhibiting movement of Argo floats along the path of the EAC.

The Argo floats program represents a significant advancement for marine studies. Procuring near-continuous CTD data within the Coral Sea since mid-2001, Argo will enable more detailed studies on long-term variability and trends of the MLD and its associated impact on the photic zone and the Great Barrier Reef. At this stage, however, the available CTD data is not sufficient yet to verify whether the upper ocean within the Coral Sea is affected by increases in heat content and/or a thinning of the MLD, both of which is expected to occur in many regions.
7 Geochemical Patterns within the Coral Sea

To this date, there has been surprisingly little effort to monitor the changes in biogeochemistry within the Coral Sea. The aim of this chapter is to gain insights into current patterns, and determine seasonal and longer trends in carbon chemistry within the Coral Sea. Here, all available observational marine carbon data (chiefly $f$CO$_2$ and pH) is presented and analysed, with the data reviewed in this chapter derived from various observational sources, including the World Ocean Database and the Carbon Dioxide Information Analysis Center.

7.1 Introduction

Although the ocean as a sink for anthropogenic CO$_2$ from the atmosphere has received a lot of attention and has been studied throughout the major ocean basins, not many ship cruises have measured CO$_2$ levels in the Coral Sea. One notable exception is the study by Suzuki et al. (2001), in which the CO$_2$ fugacity in the Great Barrier Reef region was examined. They found that $f$CO$_2$ within the GBR lagoon displayed significantly higher levels, presumably due to CO$_2$ release by calcification of corals, coralline macroalgae and planktonic organisms (cf. section 4.5.1), than in the open ocean.

The present study involves the collection of all available Coral Sea $f$CO$_2$-related data in literature and online databases, and their analysis for seasonal and long-term trends in changes in sea surface $f$CO$_2$. A further aim is to evaluate whether the Coral Sea currently acts as a sink of atmospheric CO$_2$.

7.1.1 Atmospheric CO$_2$

Observations of atmospheric CO$_2$ content are essential to determine the state and trends of the oceanic carbon cycle. The atmospheric CO$_2$ concentration ultimately also controls the extent and direction of CO$_2$ uptake by the world’s oceans.

Atmospheric CO$_2$ has been directly monitored since early 1958, with the longest - and still ongoing - time series available from the station in Mauna Loa, Hawaii (e.g. Keeling et al., 1995). Due to the large ratio of (atmospheric CO$_2$ fluxes)/(atmospheric CO$_2$ reservoir), CO$_2$ has a relatively short residence time (6-8 years) in the atmosphere.
(Sarmiento and Gruber, 2006: p. 392) and is comparatively well-mixed throughout the atmosphere. This residence time is not to be confused with the time (>>400 years; cf. Figure 10.2.3 of Sarmiento and Gruber, 2006) required for the atmosphere to adjust to a new equilibrium, or to return to its initial state, if the equilibrium is perturbed, as is currently the case with anthropogenic CO₂.

Some regional differences are occurring due to a 6-month lag of the sea-air exchange of CO₂ (Sarmiento and Gruber, 2006: p. 300). As a result, the atmospheric CO₂ concentrations in the southern hemisphere tend to be slightly lower than in the northern hemisphere (cf. Fan et al., 1999: Fig. 1), the source of most anthropogenic CO₂. The atmospheric CO₂ concentration also displays seasonal cycling due to atmospheric CO₂-drawdown as a result of seasonal variability in photosynthesis of terrestrial biota (Doney et al., 2006), with minima in atmospheric CO₂ concentration generally occurring in late summer/early autumn and maxima in late winter/early spring (Pearman and Beardsmore, 1984; Thoning et al., 1989; Tans et al., 1990: Fig. 4). The amplitude of the seasonal variability in atmospheric CO₂ greatly depends on the latitude and hemisphere, with more pronounced seasonality being noted in the northern hemisphere (as a result of greater landmass) and low seasonality at mid-latitudes in the southern hemisphere (Thoning et al., 1989; Francey et al., 1995; Keeling et al., 1995; Manning et al., 2003). Thoning et al. (1989) determined a mean seasonality of 6.77 ± 0.32 ppm at Mauna Loa from 1974 to 1985, with the amplitude increasing by about 0.05 ppm each year. Pearman and Beardsmore (1984), in turn, measured a seasonal amplitude of around 1.2 ppmv in the mid-troposphere over the Australian and New Zealand region from 1972 to 1981, with highest CO₂ concentrations occurring in October and minima during April.

### 7.2 Methods

#### 7.2.1 Data Sources

Most of the physical and geochemical sea surface data used in this study was obtained from the Carbon Dioxide Information Analysis Center (CDIAC), with some additional data (mainly pH) deriving from the World Ocean Database (WOD, http://www.nodc.noaa.gov) and from the Japanese Oceanographic Data Center (JODC, http://www.jodc.go.jp).
7.2.2 CO2SYS

Most of the WOD data had a very limited number of carbonate system parameters. However, some WOD profiles included pH, total alkalinity (TA) and/or total dissolved inorganic CO₂ (tCO₂, which is the sum of dissolved CO₂, bicarbonate and carbonate). In such cases, the freely available CO2SYS program (Lewis and Wallace, 1998) was used to obtain the missing carbonate system parameters such as $f$CO₂ and $p$CO₂. CO2SYS requires temperature and salinity, as well as at least two of the following geochemical parameters to be able to calculate the missing values: tCO₂, pH, TA, $f$CO₂ and $p$CO₂. CO2SYS also provides estimates for saturation state (Ω) of aragonite and calcite.

CO2SYS can be used for both single and batch inputs. For this study, the single input option was initially employed to investigate the relative importance and influence of the various carbonate system parameters on changes in marine chemistry. The batch-input mode, in turn, was utilised to obtain the missing carbonate system parameters.

To successfully run CO2SYS in the batch mode, the program requests the input to be given in a specific order and saved as a comma-separated values (csv) file. The following data fields (in that order) are always required for each sample of the input file:

- ID fields
- salinity [PSS]
- total phosphate [μmol/kg] (often 0 μmol/kg)
- total silicate [μmol/kg] (often 0 μmol/kg)
- input temperature [°C]
- input pressure [dbar] (normally 0 dbar)
- output temperature [°C] (usually chosen to be equal the input temperature)
- output pressure [dbar] (normally 0 dbar)
- 1st known CO₂ system parameter
- 2nd known CO₂ system parameter
The two known CO\textsubscript{2} system parameters also follow a specific order:

- TA [\mu mol/kg] (always first if used)
- tCO\textsubscript{2} [\mu mol/kg]
- pH
- fCO\textsubscript{2} (or pCO\textsubscript{2}) [\mu atm] (always last if used)

In general, fCO\textsubscript{2} and pCO\textsubscript{2} are comparable to each other. However, unlike pCO\textsubscript{2}, fCO\textsubscript{2} is also taking into account the non-ideality of CO\textsubscript{2} as a gas (Le Borgne \textit{et al.}, 2002). Consequently, fCO\textsubscript{2} tends to be lower than pCO\textsubscript{2} by about 1-1.5 \mu atm (or by 0.3-0.4\%) in equatorial surface waters (Le Borgne \textit{et al.}, 2002).

### 7.2.3 CO\textsubscript{2} Solubility

In cases where the only available geochemical parameter is the mole fraction of CO\textsubscript{2} (xCO\textsubscript{2}), the following equation was used to obtain pCO\textsubscript{2}:

\[ p\text{CO}_2\text{sw} = x\text{CO}_2 \cdot p\text{atm} \cdot (1 - p\text{H}_2\text{O}) \]

where xCO\textsubscript{2} is the mole fraction of CO\textsubscript{2} in water, p\text{atm} is pressure [atm] and pH\textsubscript{2}O is the partial pressure of water vapour. pH\textsubscript{2}O, if not measured, can be obtained using both temperature [K] and salinity [PSS]:

\[ p\text{H}_2\text{O} = e^{(24.4543 - 6745.09/T - 0.000544 \times S) \times (T/100)^{(-4.8489)}} \]

The solubility of CO\textsubscript{2} can be calculated using Henry’s Law [F = s \cdot (\Delta p\text{CO}_2)\text{sea-air}], where s is the solubility coefficient of CO\textsubscript{2} in seawater (mol kg\textsuperscript{-1} atm\textsuperscript{-1}):

\[ s = (T/100)^{23.3585} \cdot e^{(9345.17/T - 60.2409 + S \times (0.023517 - 0.00023656 \times T + 0.0047036 \times (T/100)^2))} \]  

where T is temperature in Kelvin (K) and S is salinity in practical salinity scale (PSS) (Weiss, 1974). K is sometimes also referred to as Henry’s Constant (H).
7.2.4 \( f\text{CO}_2 \)

The change in partial pressure of CO\(_2\) (\( p\text{CO}_2 \)) is a function of change in temperature, salinity, total alkalinity and \( t\text{CO}_2 \), and can thus be described with the following thermodynamic equation:

\[
dp\text{CO}_2 = \left( \frac{\partial p\text{CO}_2}{\partial T} \right) dT + \left( \frac{\partial p\text{CO}_2}{\partial t\text{CO}_2} \right) dt\text{CO}_2 + \left( \frac{\partial p\text{CO}_2}{\partial TA} \right) dTA + \left( \frac{\partial p\text{CO}_2}{\partial S} \right) dS
\]

where \( p\text{CO}_2 \) = partial pressure of CO\(_2\) in seawater; \( T \) = temperature, \( t\text{CO}_2 \) = total CO\(_2\) concentration in seawater; \( TA \) = total alkalinity in seawater; and \( S \) = salinity. The change in fugacity of CO\(_2\) (\( f\text{CO}_2 \)) can be described with an analogous equation. The exact association of all the above parameters is varying both in space and time.

To inter-compare the seasonal and spatial variability of \( f\text{CO}_2 \) derived from multiple years, all \( f\text{CO}_2 \) data was normalised to the year 2001. This was achieved by linking observed atmospheric \( f\text{CO}_2 \) data from the Coral Sea from a given month and year to the respective atmospheric CO\(_2\) value at Cape Ferguson, Queensland, Australia (19.28°S, 147.06°E, 2 m above MSL). Since the atmosphere behaves nearly as an ideal gas, \( f\text{CO}_2 \) (\( \mu\text{atm} \)) can be considered equivalent to CO\(_2\) (ppmv).

The atmospheric CO\(_2\) concentration data from Cape Ferguson, gathered by Commonwealth Scientific and Industrial Research Organisation (CSIRO), is derived from the GLOBALVIEW-CO\(_2\) database (2006). CO\(_2\) measurements at Cape Ferguson were undertaken since July 1991 (Steele et al., 2007), with interpolated CO\(_2\)atm going back to 1979, and the data are freely accessible (via anonymous FTP to ftp.cmdl.noaa.gov, Path: ccg/co2/GLOBALVIEW). The average annual increase of atmospheric CO\(_2\) at Cape Ferguson has been 1.67 ppmv since 1979.

The value of each (ocean and atmosphere) pair of Coral Sea \( f\text{CO}_2 \) measurements was increased by the difference of that year and month’s Cape Ferguson value relative to the 2001 value of atmospheric CO\(_2\) of the month of interest:

\[
f\text{CO}_2\text{Coral}(2001\text{-month}) = f\text{CO}_2\text{Coral}(\text{year-month}) + [f\text{CO}_2\text{Cape}(2001\text{-month}) - f\text{CO}_2\text{Cape}(\text{year-month})]
\]

where \( f\text{CO}_2\text{Cape}(2001\text{-month}) \) and \( f\text{CO}_2\text{Cape}(\text{year-month}) \) refer to the average Cape Ferguson CO\(_2\) value of the month (and year) of interest.
7.3 Results - Coral Sea Geochemistry

7.3.1 pH characteristics

pH data within the Coral Sea is relatively scarce, with WOD containing the largest dataset. Its Coral Sea pH data is mainly concentrated offshore in the open ocean (Figure 7.3.1), with very little pH data available on the Queensland continental shelf (mainly nearby the city of Brisbane).

Figure 7.3.1. Spatial distribution of pH measurements within the Coral Sea and Solomon Sea. All available surface data was included, with the data obtained from the World Ocean Database. The colour scheme relates to the decade the data was gathered.
The first available $p$H data derive from the year 1942. Since then, sampling was undertaken very sporadically (Figure 7.3.2). Early measurements were mainly gathered in the eastern Coral Sea and the Solomon Sea, with a gradual shift of sampling focus towards the western Coral Sea during the 1970s (Figure 7.3.1). The vast majority (79.7%) of $p$H measurements were not supplemented with any additional geochemical parameters. The remaining 20.3% contain total alkalinity and/or tCO$_2$, in which case the missing CO$_2$-related parameters were obtained with the CO2SYS program (see also appendix A3 for a sensitivity analysis).

![Figure 7.3.2](image)

**Figure 7.3.2.** Temporal trend of $p$H sampling undertaken within or in close proximity of the Coral Sea since 1942.

There is a clear trend towards higher $p$H visible towards the western Coral Sea in Figure 7.3.3. Interestingly, this trend seems to contradict a relatively recent publication (Pelejero *et al.*, 2005: Fig. 1), in which present mean annual surface $p$H displays a clear tendency towards lower $p$H westward. All decades showing a spatial trend in WOD $p$H exhibit either a decline eastward, or northward into the Solomon Sea.
Within the Coral Sea, the available pH does not display any correlation with latitude, nor does the data demonstrate a diurnal rhythm. There is, however, a relatively clear seasonal signal evident (Figure 7.3.4), with highest pH values registered during austral summer. Nevertheless, minimum pH values show a bimodal signal, with austral spring and autumn displaying higher minimum values than winter and summer. The greatest data spread is observed during summer (December-January), which could be linked to greater primary productivity (increasing pH) and higher temperatures (lowering pH).
Figure 7.3.4. Seasonality of pH. Colour scheme as in Figure 7.3.1.

7.3.2 Temporal Distribution and Proportions of Carbonate Species

Within the Coral Sea, the output from CO2SYS based on observational WOD data (with pH varying from 8.07 to 8.36) indicates that around 0.23-0.55% of tCO$_2$ remains as CO$_2$* (CO$_{2aq}$ + H$_2$CO$_3$), while most dissociates into HCO$_3^-$ (78-88%) and CO$_3^{2-}$ (12-22%). These values differ a little from the carbonate species distribution found at pH of 8.2 (CO$_2^*$ < 1%, HCO$_3^-$ ~ 90% and CO$_3^{2-}$ ~ 9%) (cf. Kleypas et al., 1999a; Wolf-Gladrow et al., 1999). pH within the Coral Sea frequently reaches 8.3, resulting in higher proportions of CO$_3^{2-}$ and a lower fraction of HCO$_3^-$. Independent of whether the carbonate species distribution has been calculated using pH-tAlk or pH-tCO$_2$ as predictor variables, CO$_2^*$ displays the strongest correlation with pH ($R^2 = 0.95$). CO$_2^*$ exhibits a minor quadratic relationship with pH, with 0.45-0.55% of tCO$_2$ being converted to CO$_2^*$.
at pH values of ~8.1, and 0.25-0.35% of tCO₂ remaining as CO₂⁺ at pH values exceeding 8.2 (Figure 7.3.5).

Figure 7.3.5. Relationship between pH and percentage of DIC species remaining as CO₂⁺ (CO₂aq + H₂CO₃), with a) pH-tAlk and b) pH-tCO₂ used as predictor variables. As pH declines, the oceanic CO₂ content is expected to increase.

There were only six years for which sufficient data was available to derive the time-dependent carbonate species distribution and fCO₂ (Figure 7.3.6). Most measurements containing pH (the most commonly measured chemical parameter) did not include any additional parameters required for the carbonate species derivation. In addition, early data from 1958 very frequently did not include salinity and temperature, resulting in their removal from further analysis.
Figure 7.3.6. A) Scatterplot and B) boxplot of percentage of $\text{CO}_2^*$, calculated using CO2SYS for the six available years for which chemical data was obtainable for at least 2 different carbon parameters. $\text{CO}_2^*$ [%] was derived using $p$H and total alkalinity as predictor variables. In B), each box represents values between the 1st ($x_{25}$) and 3rd ($x_{75}$) quartile, with the horizontal line designating the median value. Any data with a distance greater than the interquartile range (IQR$_{75-25} = 3^{rd} - 1^{st}$ quartile) is labelled an outlier. All remaining values that are not considered outliers are contained by the whiskers (connected to the box by vertical lines). Note that B) only displays years for which data is available.
7.3.3 Seasonal and Spatial $f$CO$_2$ Variability

Direct measurements of $f$CO$_2$ within the Coral Sea are rare (Figure 7.3.7) and can be ascribed to only a handful of individual ship cruises, with the first direct measurements going back to December 1983 (Figure 7.3.7B). Several routes have been duplicated however, with measurements being taken in four successive years (1984-1987) along (26.0°S, 155.7°E) (21.4°S, 170.0°E), and two successive years (1995-1996) along (13°S, 156°E) (5°S, 153.56°E), for example.

There is a relatively clear long-term trend towards higher $f$CO$_2$ values in the Coral Sea since the 1980s, with an average increase of 1.41 ± 0.04 μatm/year from 1983 to 2001. This yearly rate of increase in oceanic $f$CO$_2$ compares very well with the global trend of mean sea surface $f$CO$_2$ (1.5 μatm/year, Takahashi et al., 2009) and mean atmospheric $f$CO$_2$ (1.43 μatm/year, Conway et al., 1994), whereas atmospheric $f$CO$_2$ at Cape Ferguson displays a somewhat higher rate (1.55 μatm/year) over the 1983-2001 period.

No obvious spatial patterns or long-term trends emerge in relation to Δ$f$CO$_2$sea-air (difference between oceanic and atmospheric $f$CO$_2$, Figure 7.3.8). It appears that, throughout the study site, the Coral Sea can act either as a sink or a source at any location, with the possible exception of the Torres Strait in the north-western Coral Sea. The Torres Strait is characterised by very shallow topography (<20 m; Harris et al., 2005), extensive mixing (Wolanski et al., 1995) and high SSTs (Saint-Cast and Condie, 2006). During the ship cruise measurements of $f$CO$_2$ within the Torres Strait, typical SSTs were 26.5°C in winter (June 1999) and 29.1°C in late autumn (November 1995). During November, Δ$f$CO$_2$sea-air was consistently highly positive (>15.0 μatm), with Δ$f$CO$_2$sea-air increasing westward towards the Gulf of Carpentaria. A similar east-west trend was also found in June: whereas in the western Torres Strait (west of 142.5°E), Δ$f$CO$_2$sea-air remained strongly positive (>10.0 μatm), Δ$f$CO$_2$sea-air was commonly near-zero, or even negative (>−6.0 μatm) towards the Gulf of Papua. Therefore, the Torres Strait appears to generally act as a strong source of CO$_2$ to the atmosphere throughout the year, with only the eastern Torres Strait displaying near-neutral patterns during the cooler months.
Figure 7.3.7. A) Geographical and B) temporal distribution of seawater $f$CO2 within the Coral Sea. Note that, to allow for spatial data intercomparison, $f$CO2 in Figure 7.3.7A was normalised to the year 2001 using the atmospheric CO2 time series of Cape Ferguson (ftp.cmdl.noaa.gov). The $f$CO2 data is derived from NOAA, JODC and CDIAC.
Figure 7.3.8. A) Spatial and B) temporal distribution of the difference between oceanic and atmospheric $f$CO$_2$ ($\Delta$CO$_2$sea-air), with negative values implying an uptake of atmospheric CO$_2$ by the Coral Sea. Data sources are NOAA, JODC and CDIAC. South-north and east-west borders at 20°S and 160°E, respectively, and Torres Strait data east of 145°E.
Figure 7.3.9. Seasonality of ΔfCO₂sea-air. The colour scheme is denoting A) the year and B) the region (south-north and east-west borders at 20°S and 160°E, respectively, and Torres Strait data east of 145°E) the data was gathered in.
Within the Coral Sea, most physical and chemical parameters display both seasonal and regional variability, which can have a significant effect on $f_{CO_2}$, depending both on the extent of variability and combination of parameters that fluctuate concurrently.

Although the seasonal signal of $f_{CO_2}$ is not entirely consistent, $\Delta f_{CO_2}$sea-air (Figure 7.3.9) and $f_{CO_2}$sea exhibit quite a strong seasonality, with the higher austral summer $f_{CO_2}$sea values signalling increased outgassing of CO$_2$ into the atmosphere during the warmer months. The highest $f_{CO_2}$sea (>400 μatm) values were observed during November 1995 (Figure 7.3.7B), coinciding with a weak La Niña. A La Niña event usually coincides with warmer than usual SSTs within the Coral Sea, which would be expected to result in increased oceanic $f_{CO_2}$.

Besides atmospheric $f_{CO_2}$, changes in temperature most significantly impact on $f_{CO_2}$ variability ($R^2 = 0.39, P < 0.001$), with a 1°C change resulting in a $f_{CO_2}$ alteration of around 13.1-15.6 μatm. Consequently, a relatively strong seasonal signal is expected. The effect of temperature variability on $f_{CO_2}$ declines with decreasing pH. Besides temperature, tCO$_2$ has the most considerable influence on $f_{CO_2}$ (Takahashi et al., 1993). Conversely, salinity changes have a minor impact on $f_{CO_2}$.

The diurnal timing of $f_{CO_2}$ measurements, which often is considered important due to diurnal changes in numerous CO$_2$ system parameters such as temperature and photosynthesis (Frankignouille and Borges, 2001; Shirayama and Thornton, 2005), also does not appear to impact significantly on $f_{CO_2}$. Nevertheless, the highest $f_{CO_2}$ values (>405 μatm), associated with the Torres Strait (Figure 7.3.7A), do coincide with the cooler night-time. However, since $f_{CO_2}$ measurements in the Gulf of Carpentaria (collected just prior to the Torres Strait data during daytime) are even higher, the $f_{CO_2}$ pattern within the Torres Strait is more likely attributable to location rather than diurnal variability.

$CO_2$ uptake ultimately not only depends on the difference between oceanic and atmospheric CO$_2$ levels but also on the solubility of CO$_2$ in the ocean. The solubility of CO$_2$ decreases exponentially with temperature (Figure 7.3.10A). As a result, CO$_2$ solubility changes seasonally, with the solubility increasing towards cooler months (Figure 7.3.10B). Salinity has only a minor influence on the solubility of CO$_2$, with increases in salinity inducing small declines in solubility. In the long-term, the solubility
of CO₂ does not appear to have changed significantly between 1983 and 2001 (Figure 7.3.11).

Figure 7.3.10. Change in CO₂ solubility (s) with A) temperature and B) season. The solubility of CO₂, obtained with the constants of Weiss (1974), is strongly temperature dependent, with salinity changes only having a minor impact on solubility. SST and SSS data sources are Argo (red), WOD (blue), and others (green – JODC, CDIAC). For further details on the derivation of the CO₂ solubility, cf. equation (1) (section 7.2.3).
Figure 7.3.11. Change in CO₂ solubility (s) with time. CO₂ solubility does not appear to have significantly changed between 1983 and 2001. SST and SSS data sources are Argo (red), WOD (blue), and others (green – JODC, CDIAC). For further details on the derivation of the CO₂ solubility, cf. equation (1) (section 7.2.3).

7.3.4 Predictability of $f_{CO_2}$ in the Absence of Geochemical Data

The seawater $f_{CO_2}$ data shown in Figure 7.3.12 was utilised to investigate the predictability of seawater $f_{CO_2}$ in the absence of any other carbon parameter. If solely SST and SSS are used as predictor variables, $f_{CO_2}$ within the Coral Sea can be described with the following linear regression ($R^2 = 0.38, P < 0.001$):

$$f_{CO_2} = (5.326 \pm 0.124) \cdot SST + (2.595 \pm 0.505) \cdot SSS + (102.9 \pm 19.9)$$  \hspace{1cm} (2)

The prediction can be significantly improved if the data’s location (i.e. longitude and latitude) is taken into account as well ($R^2 = 0.59, P < 0.001$, Figure 7.3.13A):

$$f_{CO_2} = (5.371 \pm 0.144) \cdot SST + (13.831 \pm 0.491) \cdot SSS + (0.803 \pm 0.051) \cdot \text{latitude} - (0.954 \pm 0.027) \cdot \text{longitude} - (128.2 \pm 17.3)$$  \hspace{1cm} (3)

However, the latter regression equation still does not take into account that $f_{CO_2}$ is expected to display a trend towards higher values over time, which is not evident in Figure 7.3.13A. If the observation date (e.g. 20001231 for December 31 2000) is
incorporated as well, the predictive skill is augmented slightly \((R^2 = 0.65, \ P < 0.001, \ \text{Figure 7.3.13B})\):

\[
\begin{align*}
f'\text{CO}_2 &= (6.077 \pm 0.137) \cdot \text{SST} + (16.284 \pm 0.467) \cdot \text{SSS} + (0.457 \pm 0.050) \cdot \text{latitude} - (0.78 \pm 0.026) \cdot \text{longitude} + (3.011 \cdot 10^{-8} \pm 0.118 \cdot 10^{-8}) \cdot \text{date} - (657.4 \pm 26.3) \\
&= (3.807 \pm 0.144) \cdot \text{SST} + (15.808 \pm 0.423) \cdot \text{SSS} + (1.1 \pm 0.050) \cdot \text{latitude} - (0.865 \pm 0.024) \cdot \text{longitude} + (3.723 \cdot 10^{-8} \pm 0.109 \cdot 10^{-8}) \cdot \text{date} + (0.572 \pm 0.019) \cdot (\text{month} - 6.5)^2 - (655.5 \pm 23.7)
\end{align*}
\]

(4)

A further improvement was achieved when incorporating the linearised relationship between \(f'\text{CO}_2\) and month to take into account that \(f'\text{CO}_2\) varies seasonally \((R^2 = 0.71, \ P < 0.001, \ \text{Figure 7.3.13C})\):

\[
\begin{align*}
f'\text{CO}_2 &= (6.039 \pm 0.121) \cdot \text{SST} + (17.193 \pm 0.448) \cdot \text{SSS} + (0.407 \pm 0.043) \cdot \text{latitude} - (0.451 \pm 0.025) \cdot \text{longitude} + (3.529 \cdot 10^{-8} \pm 0.103 \cdot 10^{-8}) \cdot \text{date} - (809.0 \pm 24.4) \\
&= (4.072 \pm 0.124) \cdot \text{SST} + (16.995 \pm 0.400) \cdot \text{SSS} + (0.997 \pm 0.043) \cdot \text{latitude} - (0.587 \pm 0.022) \cdot \text{longitude} + (4.084 \cdot 10^{-8} \pm 0.093 \cdot 10^{-8}) \cdot \text{date} + (0.52 \pm 0.016) \cdot (\text{month} - 6.5)^2 - (796.9 \pm 21.8)
\end{align*}
\]

(5)

A removal of the Torres Strait sea surface data, which do not display strong cross-correlations with \(f'\text{CO}_2\) (cf. Figure 7.3.12), produces a slight improvement in the 1\(^{st}\) \((R^2 = 0.45, \ P < 0.001)\), 3\(^{rd}\) \((R^2 = 0.69, \ P < 0.001, \ \text{equation 6})\) and 4\(^{th}\) \((R^2 = 0.75, \ P < 0.001, \ \text{equation 7})\) regression, whereas no predictive skill enhancement was achieved for the 2\(^{nd}\) regression. The absence of a skill increase for the 2\(^{nd}\) regression can be ascribed to the strong relationship between Torres Strait data and longitude (as evident by the strong reduction of the longitude coefficient), such that the incorporation of ‘data location’ offsets the removal of Torres Strait data. Figure 7.3.14 illustrates predicted oceanic \(f'\text{CO}_2\) for the following regression equations, which were obtained by ignoring all Torres Strait data:

\[
\begin{align*}
f'\text{CO}_2 &= (6.039 \pm 0.121) \cdot \text{SST} + (17.193 \pm 0.448) \cdot \text{SSS} + (0.407 \pm 0.043) \cdot \text{latitude} - (0.451 \pm 0.025) \cdot \text{longitude} + (3.529 \cdot 10^{-8} \pm 0.103 \cdot 10^{-8}) \cdot \text{date} - (809.0 \pm 24.4) \\
&= (4.072 \pm 0.124) \cdot \text{SST} + (16.995 \pm 0.400) \cdot \text{SSS} + (0.997 \pm 0.043) \cdot \text{latitude} - (0.587 \pm 0.022) \cdot \text{longitude} + (4.084 \cdot 10^{-8} \pm 0.093 \cdot 10^{-8}) \cdot \text{date} + (0.52 \pm 0.016) \cdot (\text{month} - 6.5)^2 - (796.9 \pm 21.8)
\end{align*}
\]

(6)

(7)

Figure 7.3.15 compares the observed \(f'\text{CO}_2\) (from Figure 7.3.7) with the predicted \(f'\text{CO}_2\) based on the 6\(^{th}\) regression equation. Figure 7.3.15 clearly shows that the 6\(^{th}\) regression equation is not applicable to the Torres Strait data. Although a regional subdivision may increase the predictive skill (by applying regression equations tailored to the subregions), the close agreement of observed and predicted \(f'\text{CO}_2\) values, and the absence of any strong deviations in Figure 7.3.15 (with the possible exception of the
southwest Coral Sea), does not warrant it at this stage. Thus, the equation was then applied to all available datasets containing the required parameters (SST, latitude, etc.), including Argo data. The temporal evolution of the resultant $f$CO$_2$ values, as well as of the observed $f$CO$_2$ levels, was plotted in Figure 7.3.16.

![Figure 7.3.12. Correlation between seawater $f$CO$_2$ and sea surface temperature ($R^2 = 0.39$). The boxed data (November values, top right, and June values, centre) derive from the Torres Strait.](image)
Figure 7.3.13. Change of predicted seawater $f\text{CO}_2$ based on A) SST, SSS and location (2\textsuperscript{nd} regression equation), as well as B) the date of the measurement (3\textsuperscript{rd} regression equation), and C) the month of the data collection (4\textsuperscript{th} regression equation). Data sources are Argo (red triangles), WOD (blue diamonds) and others (green crosses).
Figure 7.3.14. Change of predicted seawater $f_{\text{CO}_2}$ with removed Torres Strait data based on A) SST, SSS, location and the date of the measurement ($5^{\text{th}}$ regression equation), as well as B) the month of the data collection ($6^{\text{th}}$ regression equation). Data sources are Argo (red triangles), WOD (blue diamonds) and others (green crosses).
Figure 7.3.15. Observed ($fCO_{2sw}$) vs predicted ($fCO_{2pred}$) $fCO_2$ levels, with the colour scheme denoting the area of data collection. The south-north and east-west borders are at $20^\circ$S and $160^\circ$E, respectively, and Torres Strait data east of $145^\circ$E. A line was plotted where $fCO_{2sw}$ equals $fCO_{2pred}$.

Figure 7.3.16. Temporal distribution of observational (blue) and predicted (red) $fCO_2$. Data from the WOD and Argo have been included for the $fCO_2$ estimation.
Clearly, a better accuracy is desirable for $f$CO$_2$ estimation. However, to improve seawater $f$CO$_2$ predictions, other parameters besides physical sea surface data are required. A possibility would be the incorporation of vertical water motion (i.e. up- and downwelling) in the absence of chemical data. This, however, is beyond the scope of the thesis and might be a suitable project for future studies.

Ideally, in the absence of direct $f$CO$_2$ measurements, other geochemical parameters (e.g. TA, pH, tCO$_2$) related to the carbon cycle would have been monitored, in which case a program like CO2SYS could then be used to more accurately determine past and present $f$CO$_2$ within the Coral Sea.

### 7.3.5 Long-term Changes in the Carbon Chemistry

Long-term changes in carbon chemistry are difficult to discern due to the scarcity of the Coral Sea dataset. Both CO$_2^*$ [%] and $f$CO$_2$ show a minor tendency towards higher values in the mid-90s. However, in both cases, these data coincide with ENSO events. pH initially appears to display a trend towards increasing values until 1980, with a temporary shift towards lower values in 1963, but seems to decrease from the late 1980s, with the latter trend mainly based on low values measured in the mid-1990s. The high values of CO$_2^*$ [%], and low values of pH, overlap with the strong El Niño of 1994/1995. As El Niño events usually coincident with cooler than average Coral Sea SSTs, both $f$CO$_2$ and CO$_2^*$ [%] would be expected to decline, concomitant with an increase in pH (appendix A3.1). Thus, unless the cooling is driven by deeper mixing bringing cool but CO$_2$-rich waters to the surface, it is unlikely that the El Niño events induced the shifts during austral summer of 1994/1995. Conversely, the highest $f$CO$_2$ values were measured during a weak La Niña. As discussed earlier (cf. section 7.3.3), the 1995/1996 La Niña may have contributed to higher $f$CO$_2$ values. However, to be able to evaluate whether long-term climate change, multi-decadal variability (e.g. IPO), interannual (i.e. ENSO) climate signals, or simply scarce, random sampling produced the long-term chemistry patterns presented here, a much larger and spatially more homogenous dataset is required.
7.4 Summary - Geochemistry

Within the Coral Sea, no consistent long-term trends in pH are discernible since pH has been measured very sporadically since 1942. However, both $fCO_2$ and pH exhibit some annual seasonality. $fCO_2_{sea}$ values tend to increase towards summer, which is linked to the positive relationship between fugacity and SST. As a result, the Coral Sea’s capacity to act as a sink of atmospheric CO$_2$ is reduced during summer and the region is thus more likely to act as a source of CO$_2$ to the atmosphere compared to winter. Consequently, the Coral Sea appears to be in a net near-neutral CO$_2$ flux state, with the potential exception of the Torres Strait, which appears to be a strong source of CO$_2$ throughout the year. Unexpectedly, no diurnal influence was observed in the available Coral Sea $fCO_2$ data, the levels of which are normally expected to increase at night due to increased respiration and reduced photosynthesis. $\Delta fCO_2$ (the difference between oceanic and atmospheric $fCO_2$) does not appear to have changed since 1983, the year of the first Coral Sea $fCO_2$ measurement. Conversely, there is a trend evident towards higher $fCO_2_{sea}$ over time, consistent with - and comparable to - the increase in atmospheric $fCO_2$ over the same period. These results indicate that the Coral Sea has not changed its behaviour in regard to CO$_2$ uptake since the early 1980s.

An investigation into the capability of $fCO_2_{sea}$ estimation in the absence of any chemistry data revealed that regression equations based on SST, SSS, location (latitude and longitude) as well as the date and month (of the observation) delivers the most accurate approximation ($R^2 = 0.75$) for $fCO_2_{sea}$, although there appears to be an underestimation for older samples. The Torres Strait region exhibits a very distinct relationship, with $fCO_2_{sea}$ strongly linked to the longitudinal position rather than SST. It is also the only region within the Coral Sea that typically acts as a source of CO$_2$ to the atmosphere.

Due to the absence of a large geochemical dataset to resolve long-term, seasonal and spatial patterns within the Coral Sea, a significant increase in sampling endeavours (ship cruises, stationary instruments,...) is highly desirable. Meanwhile, high resolution numerical models may provide more detailed answers to past, present and future geochemical changes within the Coral Sea.
8 Observational versus Model Patterns in Ocean Physics and Geochemistry

Due to the discontinuous and scarce nature of the observational carbon dataset, no statistically significant evaluation of the impact of timescales exceeding seasonal variability on carbon chemistry can be made based on observational data alone. In consequence, a regional high-resolution coupled model (ROMS-PISCES) was chosen to simulate the seasonal and climate variability of the physical and chemical parameters within the Coral Sea. In this chapter, physical and chemical model output for three different atmospheric CO₂ levels is presented to determine large-scale patterns and long-term changes in the various parameters of interest. In addition, a short segment is dedicated to the inter-comparison of model results and observational data.

After a short introduction to the history of numerical modelling (section 8.1), a brief summary of ROMS-PISCES is given in sections 8.2.1 and 8.2.2. A review of the complete documentation and mathematical basis of the numerical models is well beyond the scope of this thesis. However, comprehensive websites can be found at https://www.myroms.org/wiki/index.php/Documentation_Portal (ROMS-Rutgers) and http://roms.mpl.ird.fr/documentation.html (ROMS-Agrif and PISCES). A summary is attached in appendix A4.

8.1 History of Numerical Modelling - Early Developments

Prediction and evaluation of large-scale, complex environmental Earth systems have a long history. At the beginning of the 20th century, Vilhelm Bjerknes (1862-1951), a Norwegian physicist and meteorologist, developed seven so-called ‘primitive equations’ of motion and state to approximate global atmospheric flow (Bjerknes, 1904), and these nonlinear differential equations have been widely used for scientific weather forecasting with atmospheric climate models.

The first numerical weather prediction (NWP) system was developed by mathematician Lewis Fry Richardson (1881-1953) in 1922 (Richardson, 1922). He simplified Bjerknes’ ‘primitive equations’ (and added atmospheric dust as an 8th variable), applied finite difference solutions of differential equations and divided space
into grid cells. However, at the time, his technique was too computationally expensive to be of practical use before the availability of digital computers in the 1940s.

The first barotropic numerical weather prediction model was developed at the Institute for Advanced Study (IAS) in Princeton, with the first simulations being produced in 1950 (Charney et al., 1950) using ENIAC (Electronic numerical integrator and calculator), the world’s first electronic computer (Platzman, 1979). Four years later, the Royal Swedish Air Force Weather Service became the first organisation to generate operational real-time numerical weather forecasts, with output being made three times a week using a barotropic model developed by the Institute of Meteorology at the University in Stockholm (MISU), of which the meteorologist Carl-Gustav Rossby was the founding director (Persson, 2005).

From the 1960s, as computer power grew and numerical models became more sophisticated, barotropic and baroclinic equations were replaced by the more accurate ‘primitive equations’ of Bjerknes and Richardson (Shuman, 1989). The first numerical climate (general circulation) simulation was produced in 1963 (Smagorinsky et al., 1965), followed by the development of the first 3-dimensional global ocean model in 1967 (Bryan and Cox, 1967). This first ocean circulation model, built at the Geophysical Fluid Dynamics Laboratory (GFDL, now located in New Jersey, USA), mainly considered wind stress and thermodynamic forcing. The numerical schemes developed by Michael Cox and Kirk Bryan to solve the equations of motion describing flow on a sphere led to the 3-dimensional Modular Ocean Model (MOM) (Griffies et al., 2000), which is still widely used by ocean and atmosphere modellers.

In the subsequent years, the first fully coupled ocean-atmosphere models were created (Manabe, 1969; Manabe and Bryan, 1969). In their 1969 publication, meteorologist Syukoro Manabe and oceanographer Kirk Bryan demonstrated the importance of ocean heat transport in determining global climate (Manabe and Bryan, 1969). As computing technology progressed, and climate modelling techniques improved, many coupled general circulation models (GCMs) gradually evolved from asynchronous and coarse-grid model simulations into synchronously producing output at higher resolutions (Meehl, 1990). Semi-lagrangian methods and data assimilation (Navon, 2009) were introduced to numerical modelling in the 1980s.
A significant advance in computational capability was the massively parallel processing (MPP) developments in the 1990s (Foster et al., 1996), which enabled much more efficient and faster numerical model simulations. MPP is a type of computing that uses central processing units (CPUs) in parallel to execute a single computer program.

More recently, the coupling of several components to form Earth system models has become very widespread, with biogeochemical modules, for example, now commonly added to ocean-atmosphere GCMs. However, as a result, global simulations remain very computationally expensive. To reduce operational cost, and at the same time increase spatial resolution, regional climate models are now commonly employed to investigate the attributes of relatively small-scale areas (e.g. equatorial Pacific, Coral Sea and Great Barrier Reef). One commonly used high-resolution ocean model is the Regional Ocean Model System (ROMS) model.

8.2 Model Description

The following two sections provide a brief synopsis of the mathematical basis of the numerical models (ROMS-Agrif and PISCES) employed in this study.

8.2.1 ROMS

Two models have been used in this study to investigate the physical and biogeochemical attributes of the Coral Sea. The physical properties of the Coral Sea are explored using ROMS-Agrif (Adaptive Grid Refinement In Fortran; Penven et al., 2006), the IRD version of the Regional Ocean Model System (ROMS) model, originally developed at Rutgers University (http://www.myroms.org/). ROMS is a split-explicit, free-surface, terrain-following ocean model that is solving the ‘primitive equations’ with the Boussinesq approximation and hydrostatic vertical momentum balance (Haidvogel et al., 2000; Marchesiello et al., 2001; 2003; Shchepetkin and McWilliams, 2003; 2005). The present version (ROMS-Agrif) has been tested previously for areas within the Pacific Ocean (e.g. Penven et al., 2006), including coastal areas around New Caledonia.
8.2.2 PISCES

The ocean biogeochemistry is investigated by coupling the Pelagic Interaction Scheme for Carbon and Ecosystem Studies (PISCES; Figure 8.2.1) model (Bopp et al., 2003; 2005) to ROMS, the two models running simultaneously. PISCES, derived from the ecosystem model HAMOCC5 (Hamburg Model of Carbon Cycle version 5; cf. Aumont et al., 2003), is simulating the marine carbon cycle, as well as the main nutrients (Fe, N, P and Si) and biological productivity.

The original PISCES contains a total of 24 prognostic variables (Table 8.2.1), including nutrients (PO$_4^{3-}$, NO$_3^-$, Fe, SiO$_3$ and NH$_4$), four plankton groups (nanophytoplankton, diatoms, micro- and mesozooplankton) and three non-living parameters, dissolved inorganic carbon (DIC), dissolved organic matter (DOM), as well as two size classes of sinking particles, referred to as big and small particulate organic matter (bPOM and sPOM, respectively).

Figure 8.2.1. Basic structure of the PISCES biogeochemical model. The explicitly modelled nutrients are listed in the upper left corner of the boxes (figure from Aumont and Bopp, 2006).
To simplify the biogeochemical model, many parameters and interactions had to be ignored, or their interactions simplified. As C, N and P (and O₂) are not explicitly modelled, a constant Redfield ratio (O₂:C₇₆g:N:P = 172:122:16:1 for marine phytoplankton organic matter; (cf. Takahashi et al., 1985) is imposed (Aumont and Bopp, 2006). That is to say, the above nutrients are not allowed to vary independently in PISCES. Conversely, iron, silicon and calcite are explicitly modelled, thus allowing for their ratios to vary.

More recently, additional prognostic parameters related to the carbon cycle have been incorporated into PISCES (Table 8.2.2). Atmospheric $p$CO₂ is set as an external adjustable constant and, therefore, does not display spatial or temporal variability (i.e. $p$CO₂ atm is invariable during the course of a simulation). Parameters not included in PISCES are benthic biota, as well as aragonite-related variables. Consequently, CaCO₃ and the saturation state of CaCO₃ only refer to the calcitic polymorph. Half of the grazed calcite shells are exported with the biological pump, with the remainder designated to dissolve in the guts of zooplankton.

Another model limitation is that several minor constituents co-determining alkalinity are ignored, i.e. only carbonate (CO₃²⁻ and HCO₃⁻), borate (B(OH)₄⁻) and water (H⁺, OH⁻) alkalinity are used to obtain total alkalinity. However, this is considered to be a very good approximation for $p$H values exceeding 8 (cf. Zeebe and Wolf-Gladrow, 2001).
Table 8.2.1. Original 24 prognostic parameters in PISCES.

<table>
<thead>
<tr>
<th>Category</th>
<th>Component</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>phytoplankton</td>
<td>nanophytoplankton</td>
<td>µmol C/l</td>
</tr>
<tr>
<td></td>
<td>diatoms</td>
<td>µmol C/l</td>
</tr>
<tr>
<td>zooplankton</td>
<td>microzooplankton</td>
<td>µmol C/l</td>
</tr>
<tr>
<td></td>
<td>mesozooplankton</td>
<td>µmol C/l</td>
</tr>
<tr>
<td>chlorophyll</td>
<td>chlorophyll in nanophytoplankton</td>
<td>mg Chl/m³</td>
</tr>
<tr>
<td></td>
<td>chlorophyll in microzooplankton</td>
<td>mg Chl/m³</td>
</tr>
<tr>
<td>nutrients</td>
<td>ammonium (NH₄⁺)</td>
<td>µmol N/l</td>
</tr>
<tr>
<td></td>
<td>phosphate (PO₄³⁻)</td>
<td>µmol P/l</td>
</tr>
<tr>
<td></td>
<td>dissolved iron (Fe)</td>
<td>µmol Fe/l</td>
</tr>
<tr>
<td></td>
<td>nitrate (NO₃⁻)</td>
<td>µmol N/l</td>
</tr>
<tr>
<td></td>
<td>silicate (SiO₃⁻)</td>
<td>µmol Si/l</td>
</tr>
<tr>
<td>dissolved oxygen</td>
<td>dissolved oxygen</td>
<td>µmol/l</td>
</tr>
<tr>
<td>biogenic silica (SiO₂)</td>
<td>SiO₂</td>
<td>µmol Si/l</td>
</tr>
<tr>
<td>diatoms silicon (Si)</td>
<td>Si</td>
<td>µmol Si/l</td>
</tr>
<tr>
<td>iron</td>
<td>iron in big particles</td>
<td>µmol Fe/l</td>
</tr>
<tr>
<td></td>
<td>iron in small particles</td>
<td>µmol Fe/l</td>
</tr>
<tr>
<td></td>
<td>iron in nanophytoplankton</td>
<td>µmol Fe/l</td>
</tr>
<tr>
<td></td>
<td>iron in diatoms</td>
<td>µmol Fe/l</td>
</tr>
<tr>
<td>total alkalinity</td>
<td>total alkalinity</td>
<td>µmol C/l</td>
</tr>
<tr>
<td>dissolved inorganic carbon (DIC)</td>
<td>DIC</td>
<td>µmol C/l</td>
</tr>
<tr>
<td>calcite (CaCO₃)</td>
<td>CaCO₃</td>
<td>µmol C/l</td>
</tr>
<tr>
<td>non-living compartments</td>
<td>semi-labile dissolved organic matter (DOM)</td>
<td>µmol C/l</td>
</tr>
<tr>
<td></td>
<td>small particulate organic matter (sPOM)</td>
<td>µmol C/l</td>
</tr>
<tr>
<td></td>
<td>big particulate organic matter (bPOM)</td>
<td>µmol C/l</td>
</tr>
</tbody>
</table>
### Table 8.2.2. Recently included prognostic parameters in PISCES.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Unit</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>carbonate (CO$_3^{2-}$)</td>
<td>CO$_3^{2-}$</td>
<td>mol/l</td>
</tr>
<tr>
<td>saturation state of CO$_3^{2-}$</td>
<td>Ω$_{\text{calcite}}$</td>
<td>mol/l</td>
</tr>
<tr>
<td>primary production</td>
<td></td>
<td></td>
</tr>
<tr>
<td>nanophytoplankton</td>
<td>mol C/m$^2$/s</td>
<td></td>
</tr>
<tr>
<td>diatoms</td>
<td>mol C/m$^2$/s</td>
<td></td>
</tr>
<tr>
<td>iron production</td>
<td></td>
<td></td>
</tr>
<tr>
<td>nanophytoplankton</td>
<td>mol Fe/m$^2$/s</td>
<td></td>
</tr>
<tr>
<td>diatoms</td>
<td>mol Fe/m$^2$/s</td>
<td></td>
</tr>
<tr>
<td>flux</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DIC</td>
<td>mol C/m$^2$/s</td>
<td></td>
</tr>
<tr>
<td>O$_2$</td>
<td>mol O/m$^2$/s</td>
<td></td>
</tr>
<tr>
<td>export</td>
<td></td>
<td></td>
</tr>
<tr>
<td>organic matter</td>
<td>mol C/m$^2$/s</td>
<td></td>
</tr>
<tr>
<td>Fe export from nano</td>
<td>mol Fe/m$^2$/s</td>
<td></td>
</tr>
<tr>
<td>Fe export from diatoms</td>
<td>mol Fe/m$^2$/s</td>
<td></td>
</tr>
<tr>
<td>Si export from diatoms</td>
<td>mol Si/m$^2$/s</td>
<td></td>
</tr>
<tr>
<td>calcite</td>
<td>mol C/m$^2$/s</td>
<td></td>
</tr>
<tr>
<td>ΔpCO$_2$</td>
<td>ΔpCO$_2$</td>
<td>µatm</td>
</tr>
<tr>
<td>gas transfer</td>
<td>gas transfer</td>
<td>mol C/m$^2$/s/µatm</td>
</tr>
</tbody>
</table>

### 8.3 Methodology

Before ROMS-PISCES can be compiled and run, several preprocessing files have to be invoked to establish the physical and biogeochemical forcing within and at the boundaries of the Coral Sea. The Comprehensive Ocean-Atmosphere Data Set (COADS) (e.g. Woodruff et al., 1987; da Silva et al., 1994), which contains the most complete observational sea surface dataset since 1854, is frequently used to provide boundary conditions in long-term integrations of ocean and atmosphere general circulation models (GCMs) (da Silva et al., 1994). Data parameters incorporated in COADS include zonal and meridional wind components, air temperature, SST, sea level pressure (SLP), dew point depression, cloudiness and ‘present weather’ (da Silva et al., 1994). The physical results presented in this chapter are mainly based on COADS forcing, with the exception of wind forcing which is derived from Quikscat. Quikscat contains satellite-derived wind data, which has a higher resolution (1/4°) compared to COADS (1°). In addition, Quikscat data is newer (1999 onwards) than COADS (1984-2000).

Observational datasets such as the World Ocean Atlas 2005 (WOA05) have a relatively low resolution and therefore large errors compared to the model derived output.
Consequently, the lateral boundary conditions and the initial conditions are given by the results of another numerical model (ORCA). Included climatologies are salinity, potential temperature, momentum in u and v components, and free surface. Biological forcing comprises nitrate, phosphate, silicon, oxygen, DIC, total alkalinity, DOC and iron. The addition of dust forcing is important since dust contains a substantial amount of iron, which can significantly enhance phytoplankton growth and, thus, alter the carbon cycle (cf. Winckler et al., 2008).

After creating all forcing and climatology netcdf files, and compiling the model, ROMS-PISCES was run over a period of 11 model years to ensure that the model has achieved its equilibrium state (cf. appendix A4.5). Throughout the simulation, the data for every 5\textsuperscript{th} day was saved into monthly output files, which were later concatenated into yearly files if necessary. Here, only results from the last (11\textsuperscript{th}) year are presented. In the following sections, output of physical oceanography as well as ROMS-derived biochemistry (i.e. chlorophyll) is solely based on the more realistic open-boundary scenario, whereas PISCES-derived parameters are displayed for both open- and closed-boundary model runs.

8.4 Physical Coral Sea Characteristics

8.4.1 Sea Surface Temperature

Sea surface temperature (SST) within the Coral Sea exhibits a strong north-south gradient in the model, with SSTs increasing towards low latitudes (Figure 8.4.1A). However, SSTs do not increase homogenously along the entire east-west section owing to the presence of several large-scale current systems. Warmer water, associated with the Eastern Australian Current (EAC), flows southwards along the Queensland coast, resulting in southwestern Coral Sea SSTs that are up to 5\degree warmer than in the absence of the EAC. Similarly, the northwestern Hiri current moves slightly cooler water mass clockwise to the north around the Gulf of Papua. Consequently, the ocean heat content within the Gulf of Papua would be significantly lower compared to similar latitudes further east from the Gulf of Papua (cf. section 6.3.2.5).
Figure 8.4.1. Monthly averages of sea surface temperature (SST) within the Coral Sea based on ROMS-PISCES with open boundaries. A clear latitudinal gradient in SST is evident throughout the year, with the average SST decreasing towards the high latitude.
From the temperature and salinity profiles provided by ROMS-PISCES, the mixed layer depth (MLD) has been deduced from the density profiles using a threshold value of 0.03 kg/m$^3$ and a reference depth of 10 m, similar to the procedure used in section 6.2. The MATLAB script used to convert salinity and density into density and ultimately into a MLD, is provided in appendix A4.6.
Figure 8.4.2. Monthly averages of the mixed layer depth (MLD) field within the Coral Sea based on ROMS-PISCES with open boundaries. The mixed layer increases from relatively homogenously shallow (~20 m) depth during austral summer, to values exceeding 100 m during the cooler months. During winter, a strong latitudinal gradient in MLD is present, with the average MLD decreasing in depth towards the low latitude.
Figure 8.4.2 continued.
Figure 8.4.2 shows the seasonality of the modelled MLD. Comparable to the behaviour of the observed MLD variability (cf. section 6.3.2.2), the simulated MLD increases from relatively homogenously shallow (~20 m) depth during austral summer, to values exceeding 100 m during the cooler months. During winter, a strong latitudinal gradient in MLD is present, with the average MLD decreasing in depth towards the low latitude. The larger range in annual MLD variability in the southern Coral Sea is visualised in Figure 8.4.3.

Figure 8.4.3. Seasonal evolution of the ROMS-derived mixed layer depth (MLD) field in the Coral Sea in a latitudinal transect at 157°E. The transect begins at 7°S and ends at 29.5°S. The time indices are displayed in 3-day time steps over a one-year period (360 days) from January 2nd to December 29th. At low latitudes, the MLD is consistently shallower than 70 m whereas at high latitudes, the MLD varies seasonally, with a deepening occurring during the austral winter. Consequently, a zonal gradient of the MLD is formed in winter, with a deeper mixed layer occurring at higher latitudes, whereas in summer, the MLD is homogeneous throughout the Coral Sea.
8.4.3 Modelled vs Observed Physical Attributes

The results from the numerical model ROMS closely agrees with the Argo-observed seasonal and regional patterns of temperature and mixed layer within the Coral Sea. Both observed and modelled MLDs are shallow (<70 m) throughout the Coral Sea during austral summer and are deepening towards the cooler winter months. This mixed layer thickening is more evident in the higher latitudes, with the maximum observed winter MLDs exceeding 200 m in both Argo and ROMS.

There is a clear latitudinal gradient in temperature throughout the year in both datasets. However, as a result of the substantially greater spatial coverage in ROMS, the influence of the dominant currents (SEC, EAC and Hiri current) are more evident in the modelling output, with cooler water moving northwards due to the Hiri current and warmer water southward with the EAC. Although this current-induced temperature variability is not as apparent in the Argo dataset (cf. Figure 6.3.4), an investigation of the spatial variability of the observed ocean heat content did reveal the strong influence of the regional currents, most notably a relatively low OHC in the north-western Coral Sea due to the Hiri current (cf. Figure 6.3.12). The main reason for the Hiri current showing greater presence and influence compared to the EAC in the observational dataset is owed to the Coral Sea bathymetry: while there are numerous Argo floats that travelled northward (due to the Hiri current) through a comparatively deep channel (Townsville and Queensland troughs), floats initially moving southwards with the EAC tended to get stranded on the shallow Coral Sea Plateau. Therefore, there are few Argo data available that recorded properties of the EAC, including the southward stream of relatively warm water mass. If, for example, ocean gliders were employed in the region affected by the EAC, patterns very similar to those visible in the ROMS output would be expected.

Remote sensing allows for much greater spatial coverage than Argo floats. In section 6.3.4, monthly SST data was presented that were derived from NASA’s MODIS-Terra satellite. That satellite data is used to estimate the accuracy of the ROMS SST data, with the difference between the two data sets shown in Figure 8.4.4 (cf. appendix A2.2 for the method). The agreement is generally quite good, especially considering the strong SST variability on interannual (ENSO) and longer timescales (IPO), with ROMS not differing from the mean observations by more than 2.9°C. In the tropical Coral Sea (north of
20°S), the consistency is best (<1.0°C difference in general) throughout all seasons. ROMS may potentially slightly underestimate the SSTs associated with the SEC, albeit generally by less than 0.5°. The greatest dissimilarity is observed in the southwest Coral Sea, partially associated with the EAC. Compared to the satellite observations over the last decade, the ROMS-simulated EAC appears to be located closer to east coast of Australia, resulting in a potential SST overestimation near the coast (except during austral summer) and an SST underestimation further offshore throughout the year.

Figure 8.4.4. Difference between seasonal sea surface temperature (SST) as derived from the NASA’s MODIS-Terra satellite and ROMS. The satellite data is based on measurements between February 2000 and October 2010 (Figure 8.4.5). Negative values imply that the ROMS SST is higher than observed by satellite over that decade. These differences are small relative to the observed mean SSTs within the Coral Sea (e.g. Figure 8.4.5), but interannual variations may be more significant (see below).
Figure 8.4.5. Seasonal mean sea surface temperature (SST, 11 micron day) obtained from MODIS-Terra, with all data from 2000/02/01 to 2010/10/01 included.

A closer analysis of the interannual SST variability within the Coral Sea shows the significant impact of climate signals such as ENSO. In Figure 8.4.6, the mean monthly difference between satellite data and ROMS is shown for July, the month that shows the greatest differences between the two datasets. The equivalent data is also shown for January (Figure 8.4.7), a month known to be strongly influenced by ENSO events.
Figure 8.4.6. Mean difference between satellite-observed and ROMS-modelled sea surface temperature (SST) for July, with negative values indicating regions where ROMS exceeds the satellite SST values.
Figure 8.4.6 continued.
Figure 8.4.7. As in Figure 8.4.6 but for January.
For July, there are few regions that show a consistent bias. Although the modelled SST in the Gulf of Papua tends to be higher than observed by satellite since 2000, the reverse is observed in the two most recent years (2009 and 2010) throughout most of the northwestern Coral Sea. Similarly, the seemingly overestimated model-SSTs on Queensland’s continental shelf agree also quite well with the observations during the last two years. Regions where the bias is consistent throughout the decade include the southeast of Papua New Guinea (SST overestimation) and the south-southwestern Coral Sea (SST underestimation).
In January, ROMS tends to underestimate SSTs throughout most of the Coral Sea compared to prevalent satellite SSTs from 2001, most notably in the year 2002. Interestingly, the difference-patterns observed during weak La Niña years (January 2003, 2005 and 2007) closely resemble each other, with the SSTs being overestimated by ROMS through a northwest-southeast corridor. Also notably, the agreement between ROMS and satellite data is best during these years. In addition, the same pattern of increased accord is also seen for the months of July preceding austral summers characterised by weak La Niñas (July 2002, 2004 and 2006). With the onset of an ENSO event generally occurring mid-year, these results may indicate that the ROMS SST is slightly biased towards a weak La Niña state. Ideally, if detailed interannual SST forcing fields are not available, the SST forcing should be closest to a neutral ENSO state.

To what exact extent these differences are associated with climate and short-term variability, rather than modelling accuracy, is difficult to evaluate due to detailed observational SST fields only being available for the most recent years. The last decade is characterised by weak to neutral ENSO events. Due to this absence of strong ENSO events (with the exception of 2010; cf. SOI in Figure 8.4.8) since 2000, and the relatively short time span of satellite data (~11 years), it cannot be verified whether the SST biases observed here would persist during major ENSO events. Previous studies (e.g. Quinn et al., 1998; Cravatte et al., 2009) that incorporated multi-decadal data indicate interannual and decadal SST changes clearly in excess of 0.5°C. Considering that the ROMS SST presented here was simulated without considering interannual and multi-decadal climate variability, and mean Coral Sea SSTs tend to vary quite significantly due to, for example, ENSO events, the agreement between ROMS and the observations can be considered quite reasonable.
Figure 8.4.8. The Southern Oscillation Index (SOI) for May-July since 1980. The SOI measures the difference in sea level pressure between Tahiti and Darwin. El Niño (La Niña) events are linked to negative (positive) SOI values.

8.5 Ocean Biochemistry

8.5.1 Chlorophyll

The forcing for chlorophyll-a (Chl-a) in ROMS is obtained from SeaWifs observations, the same data source as presented in Figure 5.4.1. ROMS underestimates near-coastal Chl-a, which is expected not only due to its limited capability to represent the coastal region accurately but also, more importantly in this instance, because benthic diatoms and other micro-algae were not included into the ROMS code.

More problematic, due to the vast area affected, are the relatively high offshore chlorophyll levels modelled – generally 0.3-0.6 mg/m³ (Figure 8.5.1). Based on satellite Chl-a data, chlorophyll levels within the Coral Sea are generally very low, normally not exceeding 0.2 mg/m³ (Figure 5.4.1). Mesozooplankton, a closely linked parameter (ROMS keeps the chlorophyll/phytoplanктon ratio constant), is likely overestimated as well, whereas the diatom and microzooplankton distributions appear reasonable.
Figure 8.5.1. Mean chlorophyll-a (Chl-a) for a 1-year model period. Chl-a represents the total Chl-a calculated by ROMS, i.e. chlorophyll produced by non-benthic organisms (i.e. phyto- and zooplankton).

Regions where observations and modelling Chl-a output more closely agree are situated near the model boundaries (i.e. in the southern, eastern and northern Coral Sea), as well as within the surface region of the SEC. This signals that boundary conditions are appropriate for Chl-a, with the high modelled Chl-a values being a result of the model parameterisation within the Coral Sea. This is also supported by the Chl-a output produced from a closed-boundary run, which produces even higher Chl-a concentrations, especially north of 18°S and east of 150°E, and along the boundaries.

To eliminate the possibility that the high chlorophyll levels are a product of the 10-year spin-up rather than the model parameterisation, model output from the 6th (spin-up) and 11th year were compared (from the open-boundary runs). The agreement between the two model years (±0.05 mg/m³ in general), and the absence of a trend or bias between the two years, indicate that little would be gained from using a longer spin-up period.
Given these problems, modelled chlorophyll does not appear to be a good proxy for real chlorophyll, and therefore the model’s related predictive capacity to estimate productivity and carbon fluxes is limited.

8.5.2 CO₂

Model CO₂ patterns vary significantly depending on the chosen model parameterisation. For the present-day scenarios, ROMS-PISCES was forced with an atmospheric $p\text{CO}_2$ value of 380 μatm, corresponding to the present-day $p\text{CO}_2$ concentration (Figure 8.5.2). The Coral Sea appears to be mostly a sink of CO₂ when all borders are kept open (Figure 8.5.3). Only the Gulf of Papua – which is associated with the Hiri current and a warm, shallow ocean - demonstrates a weak seasonal CO₂ efflux during austral summer.

Conversely, during model runs with closed boundaries, a more varied pattern emerges, with a general trend of higher efflux in the lower latitudes being present (Figure 8.5.4). Although the north-south trend is expected owing to the CO₂-temperature relationship, surprisingly, the strongest high-latitude CO₂ sinks appear to be connected to austral spring and summer rather than the cooler winter months.

![Graph showing atmospheric CO₂ evolution](image)

**Figure 8.5.2.** Evolution of atmospheric CO₂ collected at American Samoa (data from Keeling *et al.*, 2008).
Figure 8.5.3. Monthly averages of the difference between oceanic and atmospheric $p$CO$_2$ ($\Delta p$CO$_2$ ocean-atm) within the Coral Sea based on ROMS-PISCES with open boundaries. Negative (blue) values imply a CO$_2$ flux into the ocean as a result of atmospheric CO$_2$ exceeding the oceanic CO$_2$ level.
Figure 8.5.3 continued.
Figure 8.5.4. As in Figure 8.5.3 with closed boundaries.
In both scenarios, the strongest CO$_2$ influx is linked to the shallow Queensland continental shelf area. A possible explanation is the lower oligotrophic state of near-coastal regions, with increased primary productivity potentially resulting in a lowering of
sea surface CO₂ levels. Due to the general absence of observational data on shallow shelf regions, it was not possible to verify whether the obtained numerical output closely reflects the actual geochemical patterns. However, two ship cruises through the Torres Strait do indicate that, at least in the northwest, CO₂ levels in warm, shallow regions should be higher than in the open Coral Sea, a feature not recreated by the model.

There are two model features that negatively impact on the accuracy of ROMS-PISCES in shallow and near-coastal regions. Firstly, the absence of benthic parameters in the model code signifies that CO₂-producing corals and other organisms are not represented. Secondly, the minimum depth was set at 75 m due to model constraints. That is, a maximum depth of 75 m was assigned to regions where the bathymetry is shallower than 75 m. Possible effects might include cooler temperatures throughout the water column (due to distribution of the heat content over a larger area) and consequently lower pCO₂ (since CO₂ is more soluble in cooler water).

The unexpectedly large difference between open- versus closed-boundary model ΔCO₂ fields, and particularly the very low ΔCO₂ values in the open-system scenario, may be linked to the usage of historical forcing fields. To try to compensate for the possibly artificially low ΔpCO₂ in the open-system model (Figure 8.5.3), the open-boundary ΔpCO₂ field was shifted by +40 µatm to have a comparable distribution about 0 to the closed-boundary results (Figure 8.5.5). This method also helped to determine whether the ΔpCO₂ fields for open- versus closed-boundary model outputs have spatial patterns more similar than Figures 8.5.3 and 8.5.4 suggest. The data shift improved the comparison between the two model scenarios. The cooler months (July-November) of the shifted open-system model data now more clearly show the expected decline in ΔCO₂ with increasing latitude due to the negative relationship between oceanic CO₂ and temperature. Another highlighted feature in the shifted output is the incoming SEC (April-August), moving relatively CO₂-poor water westwards. This attribute is absent in the closed-boundary scenario since currents such as the SEC and EAC are not allowed to move freely across the model boundaries, affecting all surface oceanographic parameters.
Figure 8.5.5. Monthly averages of the difference between oceanic and atmospheric $p\text{CO}_2$ ($\Delta p\text{CO}_2 \text{ ocean-atm}$), shifted by $+40$ μatm, based on ROMS-PISCES with open boundaries.
Figure 8.5.5 continued.

The partial success in obtaining expected ΔCO₂ patterns by shifting the open-boundary ΔCO₂ may also indicate that open-boundary model runs rely heavily on forcing fields (especially temperature) to match the period equivalent of the input atmospheric CO₂ (380 µatm for present-day scenarios in this study, representing a post-2000 value). That is, the mean seasonal fields used for the model forcing most likely best correspond
to a period which precedes the time when observed atmospheric CO$_2$ value surpassed 380 µatm by a few decades. The ORCA-derived forcing fields were, in turn, mainly obtained from observational WOA05 fields predominantly derived from in situ data collected in the second half of the 20$^{th}$ century. The ‘improvement’ in the visual results by shifting ΔCO$_2$ by +40 µatm (Figure 8.5.5) indicates that atmospheric CO$_2$ may have been set too high for PISCES to accurately represent the carbon parameters. If an atmospheric CO$_2$ value of ~340 µatm had been used, corresponding to observed atmospheric CO$_2$ in the early 1980s (Figure 8.5.2), this may have produced open-boundary model output that more closely matched expectations. However, problems with the summer months in the open-system model remain.

The summer period (December-March) of the open-boundary model run exhibits the most unexpected result, due to the absence of both a latitudinal ΔCO$_2$ gradient and visible impact by the major Coral Sea currents (including the SEC, EAC and Hiri current). Their nonexistence may indicate insufficient connection between marine temperature and oceanic CO$_2$ (among other parameters) in PISCES, resulting in CO$_2$ patterns that are not strongly correlated to the temperature field. Alternately, PISCES does not adequately model the open system case. Unfortunately, due to time constraints and the model code complexity, it was not possible to determine which parameters caused these potentially spurious results.

8.5.3 pH

Simulated pH patterns also vary depending on the chosen model parameterisation. With open-boundary model runs, pH exhibits a seasonal increase mid-year owing to cooler SSTs towards austral winter (Figure 8.5.6), with a seasonal amplitude of ~0.05 units. The influence of the Southern Equatorial Current (SEC) is quite clearly evident, especially during the cooler months, with waters associated with the SEC and its divergent flows (Hiri current to the north and EAC to the south) being characterised by higher pH levels.
Figure 8.5.6. Monthly averages of the pH field within the Coral Sea based on ROMS-PISCES with open boundaries. As a result of cooler SSTs towards austral winter, pH displays a seasonal increase mid-year. A strong boundary effect is evident, especially at the eastern and southern border.
Figure 8.5.6 continued.
Figure 8.5.7. Monthly averages of the pH field within the Coral Sea based on ROMS-PISCES with closed boundaries. Throughout the model year, a north-south gradient in pH is evident, with consistently higher values being observed in the cooler high-latitudes. The negative relationship between temperature and pH is also evident seasonally, with pH increasing mid-year in both the open ocean and near coastal areas. It is possible that the more distinct increase in near-coastal areas is due to stronger upper ocean cooling.
Figure 8.5.7 continued.
Whereas there is no strong north-south trend in $pH$ in open-boundary simulations, the closed-boundary model output displays a tendency of gradually increasing $pH$ towards the cooler high-latitudes (Figure 8.5.7). In addition, the impact of the SEC and associated currents on $pH$ levels is minor since closed-boundary simulations do not allow entrance of the SEC from the Pacific.

Both open- and closed-boundary $pH$ levels are relatively low compared to observed $pH$, with both simulations reaching maximum mean monthly values of 8.14 units, a value generally exceeded by the WOD $pH$ data.

**8.6 Future Climate Scenarios**

Two different IPCC scenarios for predicted atmospheric $pCO_2$ were used to determine likely changes in the biogeochemistry of the Coral Sea during the 21st century. At present, the atmospheric $pCO_2$ concentration is around 380 $\mu$atm. It is forecast that $pCO_2$ will increase to 650-1000 $\mu$atm by the end of the 21st century (Houghton *et al.*, 2001). To investigate how future rises in atmospheric $pCO_2$ might impact on the Coral Sea, ROMS-PISCES was forced with atmospheric $pCO_2$ ranging from 380 $\mu$atm to 1000 $\mu$atm. It has to be noted here that, even though atmospheric $pCO_2$ was increased, the model was forced with the current physical fields (e.g. temperature and wind stress) for the future climate scenarios such that potential future changes in physical oceanography were not taken into account. This further limits the accuracy and usefulness of the biogeochemical forecast since parameters such as wind stress and SST have a significant impact on the carbon cycle.

An increase of atmospheric $pCO_2$ from 380 $\mu$atm to 650 $\mu$atm results in a decrease of sea surface $pH$ by 0.14-0.21 units within the Coral Sea in the model simulation (Figure 8.6.1). $pH$ is further reduced if a final atmospheric CO$_2$ concentration of 1000 $\mu$atm is assumed. In the latter scenario, a $pH$ decline of 0.28-0.36 units is expected. These values agree well with previous estimates (0.2 to 0.4 $pH$ units by 2100) (Haugan and Drange, 1996; Brewer, 1997; Gattuso *et al.*, 1998; Wong and Matear, 1998; Wolf-Gladrow *et al.*, 1999; Langdon *et al.*, 2000; Caldeira and Wickett, 2005; Kleypas *et al.*, 2006; Blackford and Gilbert, 2007).
Figure 8.6.1. Predicted change in yearly averages of $pH$ for an increase of atmospheric $pCO_2$ from 380 $\mu$atm to A) 650 $\mu$atm and B) 1000 $\mu$atm. $pH$ for both scenarios decreases throughout the study area, with greatest declines occurring in the southwest. If sea surface temperatures in the Coral Sea will increase in future, it would exacerbate the trend towards lower $pH$ levels. Possible future changes in marine physics were, however, not incorporated in the simulations.
Figure 8.6.2. Yearly average of $\Delta p$CO$_2$ (ocean-atmosphere) within the Coral Sea for atmospheric $p$CO$_2$ levels of A) 380 $\mu$atm, B) 650 $\mu$atm and C) 1000 $\mu$atm. Presently, the tropical ocean constitutes a source of CO$_2$ to the atmosphere as a result of high sea surface temperatures (SSTs), whereas the subtropics act as a seasonal sink during the cooler months. With increasing $p$CO$_2$atm, the Coral Sea progressively develops into a net sink in all regions, albeit not during all seasons, due to higher atmospheric CO$_2$ levels.
Figure 8.6.3. Predicted change in yearly average of sea surface $\text{CO}_3^{2-}$, expressed as a percentage decline relative to present day $\text{CO}_3^{2-}$ levels, for an increase in atmospheric $p\text{CO}_2$ from 380 μatm to A) 650 μatm and B) 1000 μatm. $\text{CO}_3^{2-}$ for both scenarios decreases throughout the study area, with greatest declines occurring in the southwest.
The difference between atmospheric and oceanic $p$CO$_2$ ($\Delta$pCO$_{oc-atm}$), in turn, would mostly increase by 0-50 $\mu$atm, resulting in the Coral Sea changing from a source of $p$CO$_2$ in the equatorial region, and from a seasonal source in the subtropical area (mainly during late summer and autumn), to a predominant sink in the entire Coral Sea (Figure 8.6.2). Concurrent with increased ocean acidification and $p$CO$_2$, the saturation state of aragonite and calcite will decline significantly, which would have wide-reaching effects on the coral calcification rates and the general health, and structural strength, of calcifying organisms. Assuming that the ocean’s [Ca$^{2+}$] will remain unchanged in future, we have to expect that the CaCO$_3$ saturation state of the surface ocean will decline by 24-50%, based on a similar decrease in CO$_3^{2-}$ (Figure 8.6.3).

It has to be noted here, however, that these future scenarios are solely based on increased $p$CO$_2$atm. That is, the model was run with current physical data fields such that the simulations did not take into account that the future Coral Sea may become warmer and the mixed layers shallower. Such physical changes would have widespread impacts on the carbon cycle, including higher $p$CO$_2$, lower CO$_2$ solubility, a reduction in the biological pump, and a general tendency towards reduced CO$_2$ uptake by the Coral Sea. According to simulations by GFDL’s climate model version 2.1 (CM2.1; Gnanadesikan et al., 2006), a long-term decline in the Coral Sea MLD of up to 10 m can be expected over the 21$^{st}$ century, with the mixed layer shallowing throughout the Coral Sea (Figure 8.6.4C). On decadal and shorter time-scales, the MLD may become deeper in some regions due to conducive climate patterns (e.g. ENSO) and/or meteorological conditions (e.g. cyclones) (Figure 8.6.4A and B). Seasonally, the MLD is forecast to decline most during the cooler months, with the greatest change occurring in the southern Coral Sea, along the Queensland continental shelf edge and within the GBR (Figure 8.6.5).
Figure 8.6.4. Change in mixed layer depth (MLD) between A) 1991-2000 and 2091-2100, B) 1861-1870 and 2091-2100 and C) 1861-2000 and 2001-2100. Negative values imply a decline in the MLD. The MLD is derived from GFDL’s climate model version 2.1 (CM2.1), using the K-profile parameterisation (KPP) mixed layer scheme of Large et al. (1994; see also Gnanadesikan et al., 2006).
Figure 8.6.5. Seasonal change in mixed layer depth (MLD) between 1991-2000 and 2091-2100. Negative values imply a decline in the MLD. For further description see Figure 8.6.4.

8.7 Model Limitations

The conclusions that can be drawn from the models require careful appraisal of the model limitations. In this instance, the closed-boundary scenarios by PISCES are deemed more suitable for future steady state analysis due to the absence of available\(^1\) forcing files for the boundary area. That is, the same forcing files were used for the future climate model scenarios (section 8.6) as for the current ocean conditions. Consequently, biogeochemical values near the boundary remain at modern values in open-boundary simulations, whereas closed-boundary scenarios appear to be able to more freely adapt to future steady states.

\(^1\) Forcing files for future scenario model runs were not provided with ROMS-PISCES.
However, surprisingly, the PISCES closed-boundary scenarios for the present sea state also appear to correspond more closely to observations and expected patterns than the open-boundary scenarios. It is possible that boundary fluxes for momentum and tracers may not have been specified appropriately in PISCES, resulting in the near-boundary values being artificially forced by the open-boundary model. In addition, simulations with open boundaries possibly require much more than a 10-year spin-up to obtain equilibrium in all biogeochemical parameters modelled by PISCES, although no evidence was found that a longer spin-up is necessary.

The apparent superiority of closed-boundary scenarios does not apply to biochemical output obtained by ROMS, where the open-boundary chlorophyll concentration, albeit still too high, more closely corresponds to observations compared to the closed-boundary model output. Similarly, only temperature fields from open-boundary simulations accurately mirror the impact of the SEC and EAC within the Coral Sea.

Normally, open-boundary scenarios are expected to provide more accurate model output due to the more realistic representation of physical oceanography (e.g. the SEC moving into the Coral Sea from the east, and the EAC leaving the study area from the southwest). Thus, the behaviour of ROMS (more accurate open-boundary output) fits expectations more closely than PISCES. ROMS has been extensively tested by the ROMS-PISCES developers, whereas the coupling of PISCES to ROMS is a relatively new endeavour.

8.7.1 Errors and Omissions

The following is a brief summary of additional issues observed, or features not included, in the model runs:

- Due to an unresolved problem in the code, ROMS consistently outputs the euphotic layer as being zero meters deep. There is potential that this problem may relate to poor or compromised results for modelled chlorophyll and phytoplankton.
- Nitrate occasionally has values below zero at the northern boundary. This remains another unresolved computational issue.
- River inflow has not been enabled. Although river runoff is not that important for most of the Coral Sea, it would have quite a significant impact on the nutrient and
salinity levels in the Gulf of Papua (and to a certain extent on the QLD continental shelf).

### 8.8 Summary - Modelling

The spatial and seasonal data fields of the investigated parameters (SST, MLD, $f$CO$_2$, $p$H) obtained with the coupled regional model ROMS-PISCES exhibit comparable patterns to those based on observational data. SST displays a strong latitudinal gradient throughout the year, whereas the mixed layer changes seasonally from a spatially homogenous pattern during austral summer to deeper winter MLDs that increase towards the south. $p$CO$_2$, in turn, increases towards summer and lower latitudes due to the positive relationship between fugacity and SST. Consequently, the capacity of the Coral Sea to act as a sink of atmospheric CO$_2$ is reduced during summer and is thus more likely to act as a source of CO$_2$ during the warmer season. Based on the significant differences between open- and closed-boundary model outputs, it is not evident, however, whether the Coral Sea is generally a source or a sink of CO$_2$. One notable difference between model and observational results is the relatively low Torres Strait $p$CO$_2$ levels obtained with PISCES (cf. Figures 8.5.3 and 8.5.4). Observations indicate that this region should be characterised by one of the highest $f$CO$_2$ levels, with the area acting as a source of CO$_2$ throughout most of the year. It is likely that the numerical model struggles to accurately represent shallow and near-coastal regions, thus potentially producing results which can differ quite significantly from observations.

Several future scenarios for atmospheric $p$CO$_2$ levels were used to determine likely changes in the geochemistry of the Coral Sea during the 21$^{\text{st}}$ century. The projected increase of atmospheric CO$_2$ from 380 ppmv to 650-1000 ppmv causes the Coral Sea to change from a predominant sink of atmospheric CO$_2$ to a seasonal source in the numerical model. At the same time, sea surface $p$H is declining by 0.15-0.38 units. In addition, the CO$_3^{2-}$ concentration is reduced by 24-50%, which suggests a comparable decrease of the CaCO$_3$ saturation state in the upper ocean. This could have wide-reaching effects on the general health, and structural strength, of calcifying organisms, with calcification rates expected to decline - and dissolution rates anticipated to increase - in the future.
Since no forcing file for future physical oceanography steady states was readily available for ROMS-PISCES, simulations from another model (GFDL’s climate model version 2.1) were utilised to investigate how the MLD will most likely change over time within the Coral Sea. The mean MLD of the 21st century is forecast to become shallower by up to 10 m compared to the mean MLD of the previous decades, with much more significant MLD decreases expected on seasonal and interannual timescales.
9 Conclusions

Several research gaps were highlighted earlier in the thesis, including the lack of studies specifically focussing on the Coral Sea. One purpose of the thesis was to evaluate the seasonal to long-term variability of the mixed layer within the Coral Sea, in addition to finding the most appropriate method to determine the MLD. Furthermore, this research aimed to find spatial and temporal patterns of marine geochemistry, including whether the Coral Sea is currently a source or a sink of atmospheric CO$_2$. Since a low data availability was anticipated, a coupled regional model (ROMS-PISCES) was chosen to complement the observational data. The model’s performance was to be evaluated by comparing the numerical output with the observational results; the model would then be used for projection of future changes in MLD and carbon chemistry due to anthropogenic greenhouse warming and CO$_2$ emissions.

Observational data derived from Argo and the World Ocean Database (WOD) display a distinct seasonality in the mixed layer depth (MLD) throughout the Coral Sea. The annual MLD fluctuations were generally more pronounced in higher latitudes as a result of greater seasonality in sea surface temperature and wind stress. While summer mixed layers are relatively homogeneously shallow throughout the Coral Sea, winter mixed layers in higher latitudes tend to be significantly deeper compared to tropical regions, with MLDs often clearly exceeding 100 m. The same seasonal and spatial patterns were also obtained with the coupled regional model ROMS-PISCES. Due to the scarcity of available observational data prior to the introduction of Argo profiles into the Coral Sea in 2001, no long-term changes in sea surface temperature (SST) and MLD can be detected. More observational data, at better coverage and over a longer period, is required to investigate whether MLDs are indeed thinning within the Coral Sea.

Barrier layers, which inhibit mixing of nutrient- and CO$_2$-rich deep ocean water with the surface mixed layer, do not commonly occur within the Coral Sea. The north-eastern Coral Sea has the highest barrier layer density, which is most likely linked to high precipitation rates during all seasons. Salinity inversions are, in turn, mainly found in the southeast, a turbulent region affected by the eddy-rich Tasman front.

Similar to the mixed layers, observational geochemistry also displays some annual seasonality in the Coral Sea. During the cooler months, the Coral Sea appears to
predominantly take up atmospheric CO₂. However, marine \( f/CO₂ \) (\( f/CO₂_{sea} \)) values tend to increase towards austral summer, which is linked to the positive relationship between fugacity and SST. Consequently, the region’s capacity to act as a sink of atmospheric CO₂ is reduced during the warmer months, with an increased likelihood of CO₂ evasion to the atmosphere. Accordingly, the Coral Sea appears to be in a net near-neutral CO₂ flux state when the seasonality is taken into account. The only region that exhibits more consistent CO₂ flux behaviour is the Torres Strait, which generally appears to be a strong source of CO₂ to the atmosphere. Although \( f/CO₂_{sea} \) was measured very sporadically since 1983, there is a long-term trend towards increasing \( f/CO₂_{sea} \) values evident, with an estimated average yearly increase of \( 1.41 \pm 0.04 \mu\text{atm/year} \) from 1983 to 2001. This rate of increase corresponds well with the observed growth in atmospheric \( f/CO₂ \) over the same period. Although \( pH \) exhibits some seasonality, no long-term trend is observed due to a scarcity of data. Similar to MLDs, future more widespread coverage of geochemical measurements may reveal long-term trends in the carbon cycle that are currently imperceptible.

The output from ROMS-PISCES displays distinct seasonal, spatial and long-term changes in geochemistry. For the simulation representing current CO₂ levels (380 ppmv), seasonal and spatial \( f/CO₂_{sea} \) and \( \Delta f/CO₂ \) (difference between oceanic and atmospheric \( f/CO₂ \)) patterns in general agree well with the observational data. However, modelled \( f/CO₂ \) (and accordingly \( \Delta f/CO₂ \)) in near-coastal regions appears to be too low compared to observational data. This is attributed to the numerical model’s difficulty in accurately representing shallow near-coastal regions of complex topography. However, it is also possible that the coupled model’s numerical code does not take into account that the geochemistry and biological processes of near-coastal regions greatly differ from the offshore ocean. Notably, ROMS-PISCES does not include the interaction with shallow carbonate sediments or the benthic biological carbon cycle. Further model versions may be able to be improved by not only incorporating additional parameters, but also by putting better constraints on the existing variables used.

Two ROMS-PISCES simulations were run to forecast the geochemical pattern for atmospheric CO₂ levels of 650 ppmv and 1000 ppmv. Such an increase, predicted to be reached towards the end of the 21st century, will result in a decrease of sea surface \( pH \) by
0.14-0.38 units. Simultaneously, the Coral Sea may be changing from a seasonal source of atmospheric CO₂ to a predominant sink, as projected by the numerical model. However, the simulations did not take into account possible changes in physical attributes. That is, even for future scenarios, the numerical model was forced by present-day physical oceanographic attributes. Since most published studies are anticipating warmer SSTs and shallower MLDs in future, the consequential reduced CO₂ solubility would partially counteract the ocean’s increased tendency for CO₂ uptake due to higher atmospheric CO₂ levels. Parallel with increased ocean f/CO₂, the CO₃²⁻ concentration will be reduced by 25-50%, with a similar decline expected for the saturation state of aragonite and calcite. Such a substantial change in saturation state will have a significant impact on the general health of calcifying organisms within the Coral Sea. Calcification rates will most likely decline in future, and dissolution and erosion rates will increase.

Since no forcing file for future physical oceanography scenarios was readily available for ROMS-PISCES, numerical output for future MLD trends has been obtained from a second model (GFDL’s climate model version 2.1). Relative to the 1861-2000 period, the MLD is expected to decline by up to 10 m throughout the Coral Sea over the 21st century. On decadal and shorter time-scales, the mixed layer thinning may approach 100 m in the southern Coral Sea while some regions may experience a temporary deepening as a result of favourable climate patterns (ENSO, IPO, etc.) and/or meteorological conditions (e.g. cyclones). Seasonally, the MLD is forecast to decrease most during the cooler months, with the greatest change occurring in the southern Coral Sea, along the Queensland continental shelf edge and within the GBR.

This surface mixed layer thinning would have a very significant – and complex – impact on marine physics, carbonate chemistry and some biological processes. A shallowing of the MLD is usually accompanied by a warmer and more highly stratified upper ocean, inhibiting mixing with the nutrient-rich deeper water bodies. Lower nutrient levels would reduce primary productivity (and therefore lower the CO₂ consumption and carbon export to deep water). Warmer Coral Sea mixed layers, in turn, would increase its f/CO₂ levels, reducing the regional ocean’s capability to uptake atmospheric CO₂ and at the same time more likely becoming a source of CO₂. There are many more factors and interactions that would have to be taken into account to more accurately predict the
impact of mixed layer thinning and rising atmospheric CO$_2$ on biological productivity. Changes in marine carbonate equilibria could have far-reaching effects on organisms that are reliant on calcification and are susceptible to dissolution in water with lowered carbonate ion activity. Due to the complexity and severity of this issue, it is essential that more research aim at monitoring the physical and geochemical state and trends within the Coral Sea to obtain a more accurate and detailed view of how global warming and higher atmospheric CO$_2$ levels will impact on the Coral Sea.
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**A1 Glossary**

**A1.1 Definitions**

Argo: Argo is an array of free-drifting floats, which globally measures around 3,000 vertical temperature and salinity profiles of the upper 2000 m of the ocean. The name was chosen from Greek mythology wherein Jason sailed in a ship called "Argo" to retrieve the Golden Fleece.

Autotrophy: Autotrophic organisms employ inorganic molecules (e.g. inorganic CO₂) and an external energy source (e.g. solar energy) to create complex organic compounds (cf. primary production), e.g. via photosynthesis.

Baroclinity: A measure of stratification in a fluid. In a baroclinic circulation, density is dependent on both pressure and temperature (cf. barotropy).

Barotropy: In a barotropic circulation, density is only dependant on pressure such that isobars and isopycnals coincide with each other. The tropical latitudes are generally barotropic zones (cf. baroclinity).

Barrier Layer: A barrier layer is formed when the MLD is shallower than the I LD and MLD and is defined as being the region between the MLD and ILD. It is generally a result of freshening, e.g. due to heavy precipitation.

Carbon Dioxide Information Analysis Center (CDIAC): Organisation within the US Department of Energy, responsible for compilation, quality assessment, storage and distribution of climate change related data, including CO₂ and other greenhouse gases.

Central processing unit (CPU): A microprocessor chip (a part of a computer), which performs most of the data processing.

CO2SYS: A freely available computer program employed to obtain missing carbonate system parameters (total inorganic CO₂, total alkalinity, ph, $f$CO₂/$p$CO₂) if at least two of these were measured. Program also requires values for temperature and salinity.

Data assimilation: Incorporation of observations (e.g. temperature, salinity, CO₂) into numerical models; commonly used in weather and climate forecasts.

Distal coastal region: Continental shelf, excluding near-coastal areas (cf. proximal coastal region)
Eastern Australian Current (EAC): Warm western boundary current of the south Pacific gyre.

El Niño-Southern Oscillation (ENSO): ENSO is strongly linked to interannual variability in weather and climate, including rainfall, SST and SLP anomalies, throughout all major ocean basins and most continents. ENSO has a frequency domain of 2.5 to 8 years.

Fossil layers: Also called secondary pycnoclines. They mainly appear during spring and are linked to regions of Subtropical Mode Water formation in the southwest Pacific and northeast Pacific Ocean (Sprintall and Roemmich, 1999).

Hadley circulation: A roughly zonally symmetric meridional circulation, rising over the Intertropical Convergence Zone (ITCZ) and descending over the subtropical high-pressure belt. It is driven by meridional differential heating, with the equatorial warm pool supplying most of the thermal energy to drive the Hadley Cell.

Heterotrophy: Process in which living organisms (heterotrophs) obtain energy by breaking down organic molecules from food.

Hovmöller plot: Two-dimensional diagram of how a parameter fluctuates in space-time, with one axis referring to time and the other to a spatial variable.

Indonesian Throughflow (ITF): Ocean current that transports water from the Pacific Ocean through the Indonesian Archipelago into the Indian Ocean.

Inter-decadal Pacific Oscillation (IPO): IPO is a low-frequency (15-30 years) climate index based on Pacific Ocean SST (cf. Pacific Decadal Oscillation). A positive IPO index is linked to warmer than usual temperatures within the tropical Pacific whereas the water in other regions is cooler than average. Conversely, tropical Pacific SST is reduced when the IPO index is negative. Notably, Australian rainfall predictability is dramatically increased during negative IPO phases due to stronger teleconnections of rainfall with ENSO events.

Intertropical Convergence Zone (ITCZ): Tropical zone of convergence of trade winds from both hemispheres. Rising air is resulting in heavy rainfall in
the ITCZ region. The position of the ITCZ is varying seasonally with the movement of the sun.

Isopybar: Surface of constant pressure.
Isopycnal: Surface of constant density.

Japanese Oceanographic Data Center (JODC): Japanese organisation in charge of compilation and distribution of marine data obtained from various Japanese research institutes and organisations.

Kelvin waves: An internal gravity wave that is travelling eastward along the equatorial Pacific Ocean. Low-frequency Kelvin waves are triggered by fluctuations in equatorial wind speed at the ocean surface. Kelvin waves have no meridional (north-south) velocity component.

Latent heat flux (LHF, $Q_{\text{lat}}$): Heat flux from the water surface to the atmosphere due to evaporation. Units are Watt per square metre [$\text{W/m}^2$].

Little Ice Age (LIA): Period of global cooling between around 1400 and 1850 AD. The cooling in the northern hemisphere is well established whereas there is some controversy about to what extent the LIA has affected the southern hemisphere. The LIA coincided with periods of anomalously low solar activity (e.g. Maunder Minimum: 1645-1715 AD) and increased volcanic activity.

Mixed layer: Surface region of quasi-homogenous salinity, temperature and density created by the history of mixing (cf. mixing layer). The seasonal mixed layer is defined as being the maximum depth reached by the mixing layer over a diurnal or longer timescale.

Mixed layer depth (MLD): Zone of very abrupt change in either temperature and/or salinity, which defines the lower limit of the turbulent mixed layer.

Mixing layer: The mixing layer is the zone within the water column, which is currently and actively being mixed by turbulent processes, generally driven by surface forcing (cf. mixed layer). It is characterised by greater vertical homogeneity than the mixed layer.

Pacific Decadal Oscillation (PDO): PDO is a low-frequency (15-30 years) index based on North Pacific Ocean SST (cf. Interdecadal Pacific Oscillation). A
positive PDO index tends to coincide with warmer SST in the Eastern Pacific and colder SST in the North Pacific.

Photosynthesis: Process in which living organisms convert solar energy, CO$_2$ and water into glucose and oxygen (O$_2$).

Practical Salinity Scale (PSS): Scale used to measure the salinity of seawater. PSS is defined as the conductivity ratio of seawater to a standard potassium chloride (KCl) solution. PSS has no units.

Primary Production: Production of organic material from inorganic matter (e.g. CO$_2$) and solar energy, mainly via photosynthesis; equivalent to autotrophy.

Primitive Equations: Set of nonlinear differential equations - used to approximate global atmospheric flow.

Proximal Coastal Region: Area nearby the shore; includes ecosystems adjacent to the coastline, i.e. estuaries, mangroves and salt marshes (cf. distal coastal region)

Redfield Ratio: The ratio of carbon, nitrogen and phosphorus (C$_{org}$:N:P).

Schmidt Number: Ratio of kinematic viscosity to mass diffusivity

Sensible Heat Fluxes: Heat flux as a result of temperature differences between water and air, and between water and rain.

Southern Oscillation Index (SOI): Based on the sea level pressure (SLP) difference between Tahiti and Darwin.

Speleothems: From Greek “cave deposit”; the majority of speleothems are made of calcareous rock (CaCO$_3$); the term is encompassing numerous depositional cave features (e.g. stalactites).

Sverdrup (Sv): Unit of measure of volume transport ($10^6$ m$^3$/s or 0.001 km$^3$/s). The entire global input of fresh water from rivers to the ocean is equal to about 1 Sv.

Turbulent Fluxes: Both latent heat flux and sensible heat flux are characterised as turbulent fluxes.

Walker Circulation: Atmospheric circulatory cell driven by the east-west temperature contrast in the underlying SST along the equatorial Pacific. It is characterised by a large-scale east-west overturning of air across the
equatorial Pacific Ocean, with convection to the west and subsidence to the east.

### A1.2 Glossary of Acronyms

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Agrif</td>
<td>Adaptive Grid Refinement In Fortran</td>
</tr>
<tr>
<td>BLT</td>
<td>barrier layer thickness</td>
</tr>
<tr>
<td>CARS</td>
<td>CSIRO Atlas of Regional Seas</td>
</tr>
<tr>
<td>CDIAC</td>
<td>Carbon Dioxide Information Analysis Center</td>
</tr>
<tr>
<td>Chl-a</td>
<td>chlorophyll a</td>
</tr>
<tr>
<td>CM2.1</td>
<td>climate model version 2.1</td>
</tr>
<tr>
<td>CMAP</td>
<td>CPC Merged Analysis of Precipitation</td>
</tr>
<tr>
<td>CO2*</td>
<td>$\text{CO}_2^{\text{aq}} + \text{H}_2\text{CO}_3$</td>
</tr>
<tr>
<td>[CO2]</td>
<td>CO$_2$ concentration</td>
</tr>
<tr>
<td>COADS</td>
<td>Comprehensive Ocean-Atmosphere Data Set</td>
</tr>
<tr>
<td>CPU</td>
<td>central processing unit</td>
</tr>
<tr>
<td>csv</td>
<td>comma-separated values</td>
</tr>
<tr>
<td>CTD</td>
<td>Conductivity-Temperature-Depth</td>
</tr>
<tr>
<td>DBDB</td>
<td>Digital Bathymetric Data Base</td>
</tr>
<tr>
<td>DIC</td>
<td>dissolved inorganic carbon</td>
</tr>
<tr>
<td>DOC</td>
<td>dissolved organic carbon</td>
</tr>
<tr>
<td>DOM</td>
<td>dissolved organic matter</td>
</tr>
<tr>
<td>EAC</td>
<td>Eastern Australian Current</td>
</tr>
<tr>
<td>ECMWF</td>
<td>European Centre for Medium-Range Weather Forecasts</td>
</tr>
<tr>
<td>ENIAC</td>
<td>Electronic numerical integrator and calculator</td>
</tr>
<tr>
<td>ENSO</td>
<td>El Niño-Southern Oscillation</td>
</tr>
<tr>
<td>EUC</td>
<td>Equatorial Undercurrent</td>
</tr>
<tr>
<td>$\phi$CO$_2$</td>
<td>fugacity of CO$_2$</td>
</tr>
<tr>
<td>GBR</td>
<td>Great Barrier Reef</td>
</tr>
<tr>
<td>HAMOCC5</td>
<td>Hamburg Model of Carbon Cycle version 5</td>
</tr>
<tr>
<td>hmc</td>
<td>high-magnesian calcite</td>
</tr>
<tr>
<td>HYCOM</td>
<td>HYbrid Coordinate Ocean Model</td>
</tr>
<tr>
<td>Acronym</td>
<td>Description</td>
</tr>
<tr>
<td>----------</td>
<td>------------------------------------------------------------------</td>
</tr>
<tr>
<td>ILD</td>
<td>isothermal layer depth</td>
</tr>
<tr>
<td>IPO</td>
<td>Interdecadal Pacific Oscillation</td>
</tr>
<tr>
<td>ITCZ</td>
<td>Intertropical Convergence Zone</td>
</tr>
<tr>
<td>ITF</td>
<td>Indonesian Throughflow</td>
</tr>
<tr>
<td>JGOFS</td>
<td>Joint Global Ocean Flux Study</td>
</tr>
<tr>
<td>JODC</td>
<td>Japanese Oceanographic Data Center</td>
</tr>
<tr>
<td>K</td>
<td>gas exchange/transfer coefficient; $K = k \cdot s$</td>
</tr>
<tr>
<td>k</td>
<td>gas transfer velocity; $k = K/s$</td>
</tr>
<tr>
<td>LHF</td>
<td>latent heat flux</td>
</tr>
<tr>
<td>ML</td>
<td>mixed layer</td>
</tr>
<tr>
<td>MLD</td>
<td>mixed layer depth</td>
</tr>
<tr>
<td>MODIS</td>
<td>Moderate Resolution Imaging Spectroradiometer</td>
</tr>
<tr>
<td>MPP</td>
<td>massive(ly) parallel processing</td>
</tr>
<tr>
<td>NAO</td>
<td>North Atlantic Oscillation</td>
</tr>
<tr>
<td>NASA</td>
<td>National Aeronautics and Space Administration</td>
</tr>
<tr>
<td>netcdf</td>
<td>network Common Data Form</td>
</tr>
<tr>
<td>NODC</td>
<td>National Oceanographic Data Center</td>
</tr>
<tr>
<td>NWP</td>
<td>numerical weather prediction</td>
</tr>
<tr>
<td>OGCM</td>
<td>Ocean General Circulation Model</td>
</tr>
<tr>
<td>OHT</td>
<td>ocean heat transport</td>
</tr>
<tr>
<td>$pCO_2$</td>
<td>partial pressure of CO$_2$</td>
</tr>
<tr>
<td>PDO</td>
<td>Pacific Decadal Oscillation</td>
</tr>
<tr>
<td>PISCES</td>
<td>Pelagic Interaction Scheme for Carbon and Ecosystem Studies</td>
</tr>
<tr>
<td>POC</td>
<td>particulate organic carbon</td>
</tr>
<tr>
<td>POM</td>
<td>particulate organic matter</td>
</tr>
<tr>
<td>ppmv</td>
<td>parts per million per volume</td>
</tr>
<tr>
<td>PSS</td>
<td>Practical Salinity Scale</td>
</tr>
<tr>
<td>$Q_{lat}$</td>
<td>latent heat flux ($W/m^2$)</td>
</tr>
<tr>
<td>$Q_{sen}$</td>
<td>sensible heat fluxes ($W/m^2$)</td>
</tr>
<tr>
<td>QLD</td>
<td>Queensland</td>
</tr>
<tr>
<td>ROMS</td>
<td>Regional Ocean Model System</td>
</tr>
<tr>
<td>Symbol</td>
<td>Description</td>
</tr>
<tr>
<td>--------</td>
<td>-------------</td>
</tr>
<tr>
<td>s</td>
<td>solubility of $pCO_2$ in seawater (concentration/pressure)</td>
</tr>
<tr>
<td>SAM</td>
<td>southern annular mode</td>
</tr>
<tr>
<td>Sc</td>
<td>Schmidt number</td>
</tr>
<tr>
<td>SeaWiFS</td>
<td>Sea-Viewing Wide Field-of-View Sensor</td>
</tr>
<tr>
<td>SEC</td>
<td>Southern Equatorial Current</td>
</tr>
<tr>
<td>SHF</td>
<td>sensible heat fluxes</td>
</tr>
<tr>
<td>SLP</td>
<td>sea level pressure</td>
</tr>
<tr>
<td>SO</td>
<td>Southern Ocean</td>
</tr>
<tr>
<td>SSS</td>
<td>sea surface salinity</td>
</tr>
<tr>
<td>SST</td>
<td>sea surface temperature</td>
</tr>
<tr>
<td>STC</td>
<td>Subtropical Cells</td>
</tr>
<tr>
<td>Sv</td>
<td>Sverdrup</td>
</tr>
<tr>
<td>TA</td>
<td>total alkalinity</td>
</tr>
<tr>
<td>tCO$_2$</td>
<td>total dissolved inorganic carbon (also $\sum CO_2$)</td>
</tr>
<tr>
<td>WOD</td>
<td>World Ocean Database</td>
</tr>
<tr>
<td>xCO$_2$</td>
<td>mole fraction of CO$_2$</td>
</tr>
</tbody>
</table>
A2 Giovanni – Satellite Data

A2.1 Giovanni_multi_plots_Jan.m

%% Giovanni_multi_plots_Jan.m
% How to concatenate Giovanni netcdf files (example for January)
% Global: i=1:4320 ; j=1:2160   Coral Sea: i= 3865:4200 ; j= 721:1020
% grids with no data have the value 65535 (i.e. missing values and landmasses)
% Giovanni gridsize is 1/12 degrees
%
clear
% add these two paths to be able to write netcdfs:
path(path,'C:/mexcdf/snctools')
path(path,'C:/mexcdf/mexnc')
% open the Giovanni files:
ncid1 = netcdf.open('./day/T20010012001031.L3m_MO_SST_9.G3.nc','NC_NOWRITE');
T1=netcdf.getVar(ncid1,3); % extract SST
ncid2 = netcdf.open('./day/T20020012002031.L3m_MO_SST_9.G3.nc','NC_NOWRITE');
T2=netcdf.getVar(ncid2,3);
ncid3 = netcdf.open('./day/T20030012003031.L3m_MO_SST_9.G3.nc','NC_NOWRITE');
T3=netcdf.getVar(ncid3,3);
ncid4 = netcdf.open('./day/T20040012004031.L3m_MO_SST_9.G3.nc','NC_NOWRITE');
T4=netcdf.getVar(ncid4,3);
ncid5 = netcdf.open('./day/T20050012005031.L3m_MO_SST_9.G3.nc','NC_NOWRITE');
T5=netcdf.getVar(ncid5,3);
ncid6 = netcdf.open('./day/T20060012006031.L3m_MO_SST_9.G3.nc','NC_NOWRITE');
T6=netcdf.getVar(ncid6,3);
ncid7 = netcdf.open('./day/T20070012007031.L3m_MO_SST_9.G3.nc','NC_NOWRITE');
T7=netcdf.getVar(ncid7,3);
ncid8 = netcdf.open('./day/T20080012008031.L3m_MO_SST_9.G3.nc','NC_NOWRITE');
T8=netcdf.getVar(ncid8,3);
ncid9 = netcdf.open('./day/T20090012009031.L3m_MO_SST_9.G3.nc','NC_NOWRITE');
T9=netcdf.getVar(ncid9,3);
ncid10 = netcdf.open('./day/T20100012010031.L3m_MO_SST_9.G3.nc','NC_NOWRITE');
T10=netcdf.getVar(ncid10,3);
%
SST_Jan=zeros(336,300,10);
SST_Jan(:,:,1)=T1(3865:4200,721:1020);
SST_Jan(:,:,2)=T2(3865:4200,721:1020);
SST_Jan(:,:,3)=T3(3865:4200,721:1020);
SST_Jan(:,:,4)=T4(3865:4200,721:1020);
SST_Jan(:,:,5)=T5(3865:4200,721:1020);
SST_Jan(:,:,6)=T6(3865:4200,721:1020);
SST_Jan(:,:,7)=T7(3865:4200,721:1020);
SST_Jan(:,:,8)=T8(3865:4200,721:1020);
SST_Jan(:,:,9)=T9(3865:4200,721:1020);
SST_Jan(:,:,10)=T10(3865:4200,721:1020);

for i=1:336;
    for j=1:300;
        for l=1:10;
            if SST_Jan(i,j,l)>40;  % assign NaN values to all grids without data
                SST_Jan(i,j,l)=NaN;
            end
        end
    end
end

SST_Jan_mean=zeros(336,300);
dividor=zeros(336,300);
for i=1:336;
    for j=1:300;
        for l=1:10;
            if isnan(SST_Jan(i,j,l))==0; % for all non-zero values...
                dividor(i,j)=dividor(i,j)+1; % count the number (n) of data available per grid
                SST_Jan_mean(i,j)=SST_Jan_mean(i,j)+SST_Jan(i,j,l); % SST sum
            end
        end
    end
end

for i=1:336;
    for j=1:300;
        if dividor(i,j)>0
            SST_Jan_mean(i,j)=SST_Jan_mean(i,j)/dividor(i,j); % (SST sum)/n
        end
    end
end

Lat=(-30):1/12:(-5-1/12); % Giovanni resolution is 1/12 degrees
Lon=(142):1/12:(170-1/12);
latt_rho=repmat(Lat,336,1);
lon_rho=repmat(Lon,300,1);
lon_rho=lon_rho';
% save the concatenated multi-monthly Giovanni SST average as a netcdf
[dx, dy] = size(SST_Jan_mean);
ncid = netcdf.create('Jan_SST_mean_geo.nc','NC_NOCLOBBER');
dim1 = netcdf.defDim(ncid,'lon',dx);    % Define the dimensions of the variables
dim2 = netcdf.defDim(ncid,'lat',dy);
lon_rhoID = netcdf.defVar(ncid,'lon_rho','double',[dim1 dim2]); % Define lon_rho in the file
lat_rhoID = netcdf.defVar(ncid,'lat_rho','double',[dim1 dim2]);
aervarID = netcdf.defVar(ncid,'SST','double',[dim1 dim2]);    % Assign unit attributes
netcdf.putAtt(ncid,aervarID,'units','°C');     % Assign unit attributes
netcdf.endDef(ncid);    % Leave define mode and enter data mode to write data.
netcdf.putVar(ncid,lon_rhoID,lon_rho);    % Write data to variable
netcdf.putVar(ncid,lat_rhoID,lat_rho);
netcdf.putVar(ncid,aervarID,SST_Jan_mean);    % Write data to variable
netcdf.close(ncid);

A2.2 ROMS_Giovanni_intercomparison.m

%% ROMS_Giovanni_intercomparison.m
% The following is a matlab script written to facilitate the comparison of the ROMS SST
% with the satellite-derived SST, and it includes a upscaling of the satellite data.
clear
% add these two paths to be able to write netcdfs:
path(path,'C:/mexcdf/snctools') %
path(path,'C:/mexcdf/mexnc')

%% ROMS
ncidR = netcdf.open('roms_avg_Y10_380_cat2.nc','NC_NOWRITE'); % open the ROMS file
T=netcdf.getVar(ncidR,18);
lon_rho=netcdf.getVar(ncidR,7);lat_rho=netcdf.getVar(ncidR,8);
lon_rho=lat_rho(1:85,:);lon_rho=lon_rho(1:85,:);
Lon=lon_rho(:,1);
Lat=lat_rho(1,:);

% SST_Roms=zeros(85,73,1,12);
for i=1:85
    for j=1:73
        for l=1:6
            SST_Roms(i,j,1,1)=SST_Roms(i,j,1,1)+T(i,j,32,l+0);
            SST_Roms(i,j,1,2)=SST_Roms(i,j,1,2)+T(i,j,32,l+6);
            SST_Roms(i,j,1,3)=SST_Roms(i,j,1,3)+T(i,j,32,l+12);
            SST_Roms(i,j,1,4)=SST_Roms(i,j,1,4)+T(i,j,32,l+18);
            SST_Roms(i,j,1,5)=SST_Roms(i,j,1,5)+T(i,j,32,l+24);
            SST_Roms(i,j,1,6)=SST_Roms(i,j,1,6)+T(i,j,32,l+30);
            SST_Roms(i,j,1,7)=SST_Roms(i,j,1,7)+T(i,j,32,l+36);
        end
    end
end
```matlab
SST_Roms(i,j,1,8)=SST_Roms(i,j,8)+T(i,j,32,l+42);
SST_Roms(i,j,1,9)=SST_Roms(i,j,9)+T(i,j,32,l+48);
SST_Roms(i,j,1,10)=SST_Roms(i,j,10)+T(i,j,32,l+54);
SST_Roms(i,j,1,11)=SST_Roms(i,j,11)+T(i,j,32,l+60);
SST_Roms(i,j,1,12)=SST_Roms(i,j,12)+T(i,j,32,l+66);
end
end
end
SST_Roms=squeeze(SST_Roms/6);

%% Giovanni
ncid1 = netcdf.open('./Jan_SST_mean_geo.nc','NC_NOWRITE');
T1=netcdf.getVar(ncid1,2); % extract SST
ncid2 = netcdf.open('./Feb_SST_mean_geo.nc','NC_NOWRITE');
T2=netcdf.getVar(ncid2,2);
ncid3 = netcdf.open('./Mar_SST_mean_geo.nc','NC_NOWRITE');
T3=netcdf.getVar(ncid3,2);
ncid4 = netcdf.open('./Apr_SST_mean_geo.nc','NC_NOWRITE');
T4=netcdf.getVar(ncid4,2);
ncid5 = netcdf.open('./May_SST_mean_geo.nc','NC_NOWRITE');
T5=netcdf.getVar(ncid5,2);
ncid6 = netcdf.open('./Jun_SST_mean_geo.nc','NC_NOWRITE');
T6=netcdf.getVar(ncid6,2);
ncid7 = netcdf.open('./Jul_SST_mean_geo.nc','NC_NOWRITE');
T7=netcdf.getVar(ncid7,2);
ncid8 = netcdf.open('./Aug_SST_mean_geo.nc','NC_NOWRITE');
T8=netcdf.getVar(ncid8,2);
ncid9 = netcdf.open('./Sep_SST_mean_geo.nc','NC_NOWRITE');
T9=netcdf.getVar(ncid9,2);
ncid10 = netcdf.open('./Oct_SST_mean_geo.nc','NC_NOWRITE');
T10=netcdf.getVar(ncid10,2);
ncid11 = netcdf.open('./Nov_SST_mean_geo.nc','NC_NOWRITE');
T11=netcdf.getVar(ncid11,2);
ncid12 = netcdf.open('./Dec_SST_mean_geo.nc','NC_NOWRITE');
T12=netcdf.getVar(ncid12,2);

SST=zeros(336,300,12);
SST(:,:,1)=T1(:,:);
SST(:,:,2)=T2(:,:);
SST(:,:,3)=T3(:,:);
SST(:,:,4)=T4(:,:);
SST(:,:,5)=T5(:,:);
SST(:,:,6)=T6(:,:);
SST(:,:,7)=T7(:,:);
SST(:,:,8)=T8(:,:);
SST(:,:,9)=T9(:,:,);
SST(:,:,10)=T10(:,:,);  
SST(:,:,11)=T11(:,:,);  
SST(:,:,12)=T12(:,:,);  

%  
Lat_orig=(-30):1/12:(-5-1/12);  
Lon_orig=(142):1/12:(170-1/12);  
% get same lat/long as ROMS  
lons1=Lon';  % 1x85 vector (ROMS is already reduced)  
lats1=Lat;   % 1x73 vector (reduce Giovanni)  
[lats_m1,lons_m1]=meshgrid(lats1,lons1);  % creates a lat/long 76x85 matrix  
%  
SST_Giov=zeros(85,73,12);  %K=[];  
for i=1:length(lons1)  
    for j=1:length(lats1)  
        for t=1:12  % t=month  
            SST_Giov(i,j,t)=interp2(Lat_orig,Lon_orig,SST(:,:,t),lats_m1(i,j),lons_m1(i,j),'linear');  
            if SST_Roms(i,j,t)==0  
                SST_Giov(i,j,t)=0;  
            end  
            if SST_Giov(i,j,1)<22.9 || i==75 && j==26 || i==55 && j==59  
                SST_Giov(i,j,t)=0;  
                SST_Roms(i,j,t)=0;  
            end  
        end  
    end  
end  
%  
%% create joined netcdf  
[dx, dy, dt] = size(SST_Roms);  
ncid = netcdf.create('linear_Giovanni_Roms_land4.nc','NC_NOCLOBBER');  
dim1 = netcdf.defDim(ncid,'lon',dx);    % Define the dimensions of the variables  
dim2 = netcdf.defDim(ncid,'lat',dy);  
dim3 = netcdf.defDim(ncid,'time',dt);  
lon_rhoID = netcdf.defVar(ncid,'lon_rho','double',[dim1 dim2]);  % Define a new variable  
lat_rhoID = netcdf.defVar(ncid,'lat_rho','double',[dim1 dim2]);  
SST1ID = netcdf.defVar(ncid,'SST_Roms','double',[dim1 dim2 dim3]);  
SST2ID = netcdf.defVar(ncid,'SST_Giov','double',[dim1 dim2 dim3]);  
netcdf.putAtt(ncid,SST1ID,'units','°C');  % Assign unit attributes  
netcdf.putAtt(ncid,SST2ID,'units','°C');  
netcdf.endDef(ncid);    % Leave define mode and enter data mode to write data.  
netcdf.putVar(ncid,lon_rhoID,lons1);  % Write data to variable  
netcdf.putVar(ncid,lat_rhoID,lats1);  
netcdf.putVar(ncid,SST1ID,SST_Roms);  
netcdf.putVar(ncid,SST2ID,SST_Giov);  
netcdf.close(ncid);  
nc_dump('linear_Giovanni_Roms_land4.nc');
A3 CO2SYS Sensitivity Study

The following section is a sensitivity analysis to seek the most sensitive parameter(s) from which to derive fCO₂ from the available temperature, salinity and carbon data.

A3.1 Carbonate Species Distribution

To investigate the sensitivity of various biochemical parameters to changes in 1) salinity, 2) phosphate, 3) silicate, 4) temperature, 5) total alkalinity, 6) tCO₂ and 7) pH, all but one of the 6 input variables (only two geochemical parameters can be used as input variables, cf. section 7.2.2) were kept constant (Table A3.1.1). Three groups were created, with total alkalinity and tCO₂ utilised as predictors in group 1, total alkalinity and pH in group 2, and tCO₂ and pH in group 3 (Table A3.1.2).

For all three groups, temperature significantly influences the proportion of carbon present as CO₂⁺ (CO₂aq + H₂CO₃) when all other predictor variables are kept constant (R² = 0.993-0.998, Figure A3.1.1). It is noteworthy that the trend for group 1 differs considerably from the others, with the temperature-CO₂⁺ correlation being strongly positive and CO₂⁺ [%] (proportion of carbon species present as CO₂⁺) being significantly higher. The former is a result of pH not being a predictor variable and was thus not kept constant by CO2SYS. That is, as temperature is increased, pH as a consequence declines, which in turn increases the proportion of carbon present as CO₂⁺, even though the direct impact of temperature is a CO₂⁺ [%] reduction. The extent of the upward shift for group 1, in turn, depends on the values chosen for the constant predictors.

Table A3.1.1. List of predictor variables, and the chosen constant and range for each parameter. Both constants and ranges were chosen to most closely match or encompass the values likely found within the Coral Sea.

<table>
<thead>
<tr>
<th>predictor</th>
<th>constant</th>
<th>range</th>
</tr>
</thead>
<tbody>
<tr>
<td>salinity [PSS]</td>
<td>35</td>
<td>32.6-36.0</td>
</tr>
<tr>
<td>phosphate [μmol/kg]</td>
<td>0</td>
<td>0.0-5.5</td>
</tr>
<tr>
<td>silicate [μmol/kg]</td>
<td>0</td>
<td>0.0-1.0</td>
</tr>
<tr>
<td>temperature [°C]</td>
<td>26.2</td>
<td>18.6-31.0</td>
</tr>
<tr>
<td>total alkalinity [μmol/kg]</td>
<td>2400</td>
<td>2000-3000</td>
</tr>
<tr>
<td>tCO₂ [μmol/kg]</td>
<td>2100</td>
<td>1900-2400</td>
</tr>
<tr>
<td>pH</td>
<td>8.2</td>
<td>8.0-8.4</td>
</tr>
</tbody>
</table>
Table A3.1.2. List of parameters that were allowed to vary in each subgroup. Each of the three groups utilises salinity, phosphate, silicate and temperature as predictor parameters. In addition, two out of three geochemical parameters (total alkalinity, tCO₂ and pH) are employed as predictors as well, allowing the third variable to always vary freely within that group.

<table>
<thead>
<tr>
<th>Subgroup</th>
<th>Group</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>salinity, pH</td>
<td>salinity, tCO₂</td>
<td>salinity, total alkalinity</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>phosphate, pH</td>
<td>phosphate, tCO₂</td>
<td>phosphate, total alkalinity</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>silicate, pH</td>
<td>silicate, tCO₂</td>
<td>silicate, total alkalinity</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>temperature, pH</td>
<td>temperature, tCO₂</td>
<td>temperature, total alkalinity</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>total alkalinity, pH</td>
<td>total alkalinity, tCO₂</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>6</td>
<td>tCO₂, pH</td>
<td>total alkalinity, tCO₂</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>7</td>
<td>tCO₂, pH</td>
<td>total alkalinity, pH</td>
<td></td>
</tr>
</tbody>
</table>

Out of all predictor parameters, variability in pH most significantly impacts on ocean carbon geochemistry (carbonate species distribution, fCO₂ and CaCO₃ saturation state (Ω) of aragonite and calcite. For fixed values of the other predictor parameters, a pH decline results in a larger proportion of CO₂⁺ being present in the ocean waters (Figure A3.1.2), with their relationship generally being quadratic. The only exception to this is when both pH and temperature are allowed to vary (i.e. as in sub-sample 4 of group 1), as described in the previous paragraph. The net impact is a reduced rate of change in CO₂⁺ [%] as a result of competing effects by pH and temperature as (cf. Figure A3.1.3).

Total alkalinity in general also displays a negative, quadratic relationship with CO₂⁺ [%] (Figure A3.1.4), as long as pH is allowed to vary concomitantly. If pH is set to a fixed value (group 2, as well as subgroup 3.6; cf. Figure A3.1.5), there is no shift in carbonate species distribution with increasing total alkalinity as the latter only impacts on tCO₂. That is, all carbonate species will change in abundance proportionately. Similarly, CO₂⁺ [%] remains invariable if tCO₂ is only allowed to influence total alkalinity, with pH being a constant (Figure A3.1.6). If pH is permitted to co-fluctuate with tCO₂, there is a positive, quadratic relationship between tCO₂ and CO₂⁺ [%].

The direct impact of salinity on carbonate species distribution is negligible (±0.01%). However, similar to temperature, an increase in salinity results in lower pH, although this
negative association is only minor, thus not significantly impacting on the carbon distribution (±0.02%) within the range of salinities usually found in the upper ocean.

Nutrients (phosphate and silicate) do not display strong correlations with any of the other variables (result not shown).

Figure A3.1.1. Co-variation of temperature (predictor variable) and percentage of CO$_2^*$. Total alkalinity and tCO$_2$ were utilised as predictors in group 1, total alkalinity and pH in group 2, and tCO$_2$ and pH in group 3.
Figure A3.1.2. Co-variation of pH and percentage of CO$_2^*$ (groups as in Figure A3.1.1). See also Figure A3.1.3 for a subdivision of group 1.

Figure A3.1.3. Co-variation of pH and percentage of CO$_2^*$ for group 1. Subgroup 4 (all predictors but temperature were forced to remain constant, shown in orange) is the only subcategory displaying a distinctive relationship with CO$_2^*$ [%].
Figure A3.1.4. Co-variation of total alkalinity and percentage of CO₂* (groups as in Figure A3.1.1). See also Figure A3.1.4 for a subdivision of group 3.

Figure A3.1.5. Connection of total alkalinity and percentage of CO₂* for group 3. Subgroup 6, in which pH was kept constant, is the only subcategory not inducing a change in CO₂* [%].
Figure A3.1.6. Relationship between tCO$_2$ and percentage of CO$_2^*$ (groups as in Figure A3.1.1). See also Figure A3.1.7 for a subdivision of group 2.

Figure A3.1.7. Link between tCO$_2$ and percentage of CO$_2^*$ for group 2. Subgroup 5, in which pH was kept constant and total alkalinity allowed to vary, is the only subcategory not displaying a change in CO$_2^*$ [%].
A4 ROMS Documentation

The following are mostly extracts taken from online sources simply for summary purposes. For further details, refer to https://www.myroms.org/wiki/index.php/Documentation_Portal (ROMS-Rutgers) and http://roms.mpl.ird.fr/documentation.html (ROMS-Agrif).

A4.1 Equations of Motion

The Regional Ocean Model System (ROMS) is a free-surface, terrain-following, ‘primitive equations’ ocean model widely used by the scientific community for a diverse range of applications. The algorithms that comprise ROMS are described in detail in Shchepetkin and McWilliams (2003, 2005).

The ‘primitive equations’ are based on the Boussinesq approximation (i.e. where density variations are neglected everywhere except in the gravitational force) and hydrostatic vertical momentum balance (i.e. parallel to gravity) and are expressed in an Earth-centered, Cartesian system of coordinates rotating at an angular velocity. The ‘primitive equations’ in Cartesian coordinates are shown below (cf. The momentum balance in the x- and y-directions are:

\[
\frac{\partial \mathbf{u}}{\partial t} + \nabla \cdot \mathbf{v} \mathbf{u} - f \mathbf{v} = - \frac{\partial \Phi}{\partial x} - \frac{\partial}{\partial z} \left( \mathbf{u}^* w - \mathbf{v} \frac{\partial \mathbf{u}}{\partial z} \right) + \mathbf{F}_u + \mathbf{D}_u
\]

\[
\frac{\partial \mathbf{v}}{\partial t} + \nabla \cdot \mathbf{v} \mathbf{v} - f \mathbf{u} = - \frac{\partial \Phi}{\partial y} - \frac{\partial}{\partial z} \left( \mathbf{v}^* w - \mathbf{v} \frac{\partial \mathbf{v}}{\partial z} \right) + \mathbf{F}_v + \mathbf{D}_v
\]

The list and explanation of variables is given in Table A4.1.1. An overbar represents a time average, whereas a prime represents a fluctuation about the mean.

The time evolution of a scalar concentration field, \( C(x,y,z,t) \) (e.g. salinity, temperature, or nutrients), is governed by the advective-diffusive equation:

\[
\frac{\partial C}{\partial t} + \nabla \cdot \mathbf{v} C = - \frac{\partial}{\partial z} \left( C^* w - \mathbf{v} \frac{\partial C}{\partial z} \right) + \mathbf{F}_c + \mathbf{D}_c
\]

The equation of state is given by \( \rho = \rho(T,S,P) \).
As mentioned earlier, in the Boussinesq approximation, density variations are neglected in the momentum equations except in their contribution to the buoyancy force in the vertical momentum equation. Under the hydrostatic approximation, it is further assumed that the vertical pressure gradient balances the buoyancy force:

\[
\frac{\partial \Phi}{\partial z} = -\frac{\rho g}{\rho_o}
\]

The final equation expresses the continuity equation for an incompressible fluid:

\[
\frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} + \frac{\partial w}{\partial z} = 0
\]

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Du, Dv, DC</td>
<td>diffusive terms</td>
</tr>
<tr>
<td>Fv, Fv, FC</td>
<td>forcing terms</td>
</tr>
<tr>
<td>f(x,y)</td>
<td>Coriolis parameter</td>
</tr>
<tr>
<td>g</td>
<td>acceleration of gravity</td>
</tr>
<tr>
<td>h(x,y)</td>
<td>bottom depth</td>
</tr>
<tr>
<td>u, u0</td>
<td>molecular viscosity and diffusivity</td>
</tr>
<tr>
<td>KM, KC</td>
<td>vertical eddy viscosity and diffusivity</td>
</tr>
<tr>
<td>P</td>
<td>total pressure ( P \approx -\rho_o g z )</td>
</tr>
<tr>
<td>( \phi(x,y,z,t) )</td>
<td>dynamic pressure ( \phi = (P/\rho_o) )</td>
</tr>
<tr>
<td>( \rho_o + \rho(x,y,z,t) )</td>
<td>total in situ density</td>
</tr>
<tr>
<td>S(x,y,z,t)</td>
<td>salinity</td>
</tr>
<tr>
<td>t</td>
<td>time</td>
</tr>
<tr>
<td>T(x,y,z,t)</td>
<td>potential temperature</td>
</tr>
<tr>
<td>u, v, w</td>
<td>the ( (x,y,z) ) components of vector velocity ( \vec{v} )</td>
</tr>
<tr>
<td>x, y</td>
<td>horizontal coordinates</td>
</tr>
<tr>
<td>z</td>
<td>vertical coordinate</td>
</tr>
<tr>
<td>( \zeta(x,y,t) )</td>
<td>the surface elevation</td>
</tr>
<tr>
<td>QC</td>
<td>surface concentration flux</td>
</tr>
<tr>
<td>( \tau_s^x, \tau_s^y )</td>
<td>surface wind stress</td>
</tr>
<tr>
<td>( \tau_b^x, \tau_b^y )</td>
<td>bottom stress</td>
</tr>
</tbody>
</table>

These equations are closed by parameterising the Reynolds stresses and turbulent tracer fluxes as:
The vertical boundary conditions can be prescribed as follows:

**top** \( (z = \zeta(x,y,t)) \):

\[
\begin{align*}
\frac{\partial \hat{u}}{\partial z} &= \tau^x_s (x, y, t) \\
\frac{\partial \hat{v}}{\partial z} &= \tau^y_s (x, y, t) \\
\frac{\partial C}{\partial z} &= \frac{Q_c}{\rho_0 \epsilon \rho} \\
w &= \frac{\partial \zeta}{\partial t}
\end{align*}
\]

and **bottom** \( (z = -h(x,y)) \):

\[
\begin{align*}
\frac{\partial \hat{u}}{\partial z} &= \tau^x_b (x, y, t) \\
\frac{\partial \hat{v}}{\partial z} &= \tau^y_b (x, y, t) \\
\frac{\partial C}{\partial z} &= 0 \\
- \hat{w} + \nabla \cdot \nabla h &= 0
\end{align*}
\]

### A4.2 Split-Explicit Time-Stepping

For computational economy, the hydrostatic ‘primitive equations’ for momentum are solved using a split-explicit time-stepping scheme which requires special treatment and coupling between barotropic (fast) and baroclinic (slow) modes. A finite number of barotropic time steps, within each baroclinic step, are carried out to evolve the free-surface and vertically integrated momentum equations. In order to avoid the errors associated with the aliasing of frequencies resolved by the barotropic steps but unresolved by the baroclinic step, the barotropic fields are time averaged before they replace those values obtained with a longer baroclinic step. A cosine-shape time filter, centered at the new time level, is used for the averaging of the barotropic fields (Shchepetkin and McWilliams, 2005). In addition, the separated time-stepping is constrained to maintain exactly both volume conservation and consistancy preservation properties which are needed for the tracer equations (Shchepetkin and McWilliams,
The time-stepping algorithm in ROMS allows a substantial increase in the permissible time-step size due to enhanced stability (Shchepetkin and McWilliams, 2005). This is achieved by a specially designed predictor-corrector time step, where once the velocity is computed for the new sub-step (predictor or corrector), it is immediately used for the computation of tracers, and vice versa, with similar properties for the sea level free-surface and barotropic momentum. This scheme closely couples the fields, suppresses computational modes, and has a dissipation-dominant truncation error for the physical mode (as opposed to a dispersion-dominant error of the commonly used leapfrog or forward-backward time steps). As a consequence ROMS yields physically meaningful (i.e.: smooth on the grid scale) vertical velocity fields, which is known to be difficult with a hydrostatic, primitive-equation ocean model. The expanded regime of stability allows a larger time steps, by a factor of about four, which more than offsets the increased cost of the predictor-corrector algorithm. Yet a further gain in computational efficiency comes from putting the relatively expensive transport parameterisation outside the predictor-corrector cycle, thus halving their computational cost. Numerical time stepping uses a discrete approximation to \( \frac{\partial \Phi(t)}{\partial t} = F(t) \), where \( \Phi \) represents one of \( u, v, C, \) or \( \varsigma \) and \( F(t) \) corresponds to all forcing terms on the right-hand-side. Not all versions of ROMS use the same time-stepping algorithm.

In the vertical, the ‘primitive equations’ are discretised over variable topography using stretched terrain-following coordinates (Figure A4.2.1) (Song and Haidvogel, 1994). The stretched coordinates allow increased resolution in areas of interest, such as thermocline and bottom boundary layers. The default stencil uses centred, second-order finite differences on a staggered vertical grid. Options for higher order stencil are available via a conservative, parabolic spline reconstruction of vertical derivatives (Shchepetkin and McWilliams, 2005). This class of model exhibits stronger sensitivity to topography which results in pressure gradient errors. These errors arise due to splitting of the pressure gradient term into an along-sigma component and a hydrostatic correction (for details, see Haidvogel and Beckmann, 1999). The numerical algorithm in ROMS is designed to reduce such errors (Shchepetkin and McWilliams, 2003).
Figure A4.2.1. Surface plots of the vertical coordinate (z) for the shallowest (z=32, left) and deepest (z=1, right) depth levels within the Coral Sea. ROMS utilises the sigma coordinate system, i.e. stretched, terrain-following vertical coordinates. In the horizontal, orthogonal curvilinear coordinates are employed for the free-surface model. For the Coral Sea study, ROMS was run with 32 vertical levels and a horizontal grid resolution of 1/3°.

In the horizontal, the primitive equations are evaluated using boundary-fitted, orthogonal curvilinear coordinates on a staggered Arakawa C-grid. The general formulation of curvilinear coordinates includes both Cartesian (constant metrics) and spherical (variable metrics) coordinates. Coastal boundaries can also be specified as a finite-discretised grid via land/sea masking. As in the vertical, the horizontal stencil utilizes a centred, second-order finite differences. However, the code is designed to make the implementation of higher order stencils easily.

ROMS has various options for advection schemes: second- and forth-order centred differences; and third-order, upstream biased. The later scheme is the model default and it has a velocity-dependent hyper-diffusion dissipation as the dominant truncation error (Shchepetkin and McWilliams, 1998). These schemes are stable for the predictor-corrector methodology of the model. In addition, there is an option for conservative parabolic spline representation of vertical advection which has dispersion properties similar to an eight-order accurate conventional scheme.

There are several subgrid-scale parameterizations in ROMS. The horizontal mixing of momentum and tracers can be along vertical levels, geopotential (constant depth) surfaces (chosen here), or isopycnic (constant density) surfaces.
The vertical mixing parameterization in ROMS can be either by local or nonlocal closure schemes. The local closure schemes are based on the level 2.5 turbulent kinetic energy equations by (Mellor and Yamada, 1982) and the Generic Length Scale (GLS) parameterization (Umlauf and Burchard, 2003). The non-local closure scheme, used in this study, is based on the K-profile planetary (KPP) boundary layer formulation by Large et al. (1994). The K-profile scheme has been expanded to include both surface and bottom oceanic boundary layers. The GLS is a two-equation turbulence model that allows a wide range of vertical mixing closures. Several stability functions (Galperin et al., 1988; Canuto et al., 2001) have been also added to provide further flexibility.

ROMS is a very modern code and modular code written in F90/F95. It uses C-preprocessing to activate the various physical and numerical options. The code can be run in either serial or parallel computers. The code uses a coarse-grained parallelization paradigm which partitions the computational 3D grid into tiles. Each tile is then operated on by different parallel threads. Originally, the code was designed for shared-memory computer architectures and the parallel compiler-dependent directives (OpenMP Standard) are placed only in the main computational routine of the code. An MPI version of the code has been developed so both shared and distributed-memory paradigms coexist together in a single code. Currently, the data exchange between nodes is done with MPI.

ROMS has extensive pre- and post-processing software for data preparation, analysis, plotting, and visualization. The entire input and output data structure of the model is via NetCDF which facilitates the interchange of data between computers, user community, and other independent analysis software.

### A4.3 Preprocessing

In order to be able to compile ROMS, the model has to be preprocessed by running several MATLAB files in a specific order in the run directory (RUN_dir):

1. make_grid.m
2. make_forcing.m
3. make_QSCAT_clim.m OR make_clim.m
4. make_clim_orca05.m
Most of these files will call another script, `romstools_param.m`, in which most of the necessary changes can be made when running ROMS at various locations or grids. `make_grid` creates the grid file for the area of interest (NOTE: the MATLAB output will provide the user with values for the model dimensions, LLm0 and MMm0, which will have to be substituted into `param.h` before model compilation); `make_forcing` first provides the matrices with zeroes and definitions of variables. It then fills the matrices with data derived from the Comprehensive Ocean-Atmosphere Data Set (COADS) (e.g. Woodruff et al., 1987; da Silva et al., 1994), which contains the most complete observational sea surface dataset since 1854. COADS is frequently used to provide boundary conditions in long-term integrations of ocean and atmosphere general circulation models (GCMs) (da Silva et al., 1994). Data parameters incorporated in COADS include zonal and meridional wind components, air temperature, SST, sea level pressure (SLP), dew point depression, cloudiness and ‘present weather’ (da Silva et al., 1994). The file `make_QSCAT_clim` is then invoked to override the COADS-derived wind data within the netcdf forcing file. Quikscat contains satellite-derived wind data, which has a higher resolution (1/4°) compared to COADS (1°). Furthermore, Quikscat data is newer (1999 onwards) than COADS (1984-2000). Both `make_forcing` and `make_QSCAT_clim` provide ocean surface forcing, which includes solar shortwave radiation, surface net heat flux sensitivity, SST, SSS, surface freshwater flux (E-P), surface net heat flux and surface momentum stress in u- and v-components.

The lateral boundary conditions and the initial conditions are added with either the `make_climorca05` or the `make_clim` file (see appendix A4.3.1). Parameters included into the climate netcdf file are salinity, potential temperature, momentum in u and v components and free surface. To add biological forcing to the climate file, `make_clim_pisces` is invoked. The latter file will include nitrate, phosphate, silicon, oxygen, DIC, total alkalinity, DOC and iron into the climate file. `make_dust`, finally, will create an additional netcdf file, `roms_frcbio.nc`, which contains dust forcing. The addition of this forcing file is important since dust contains a substantial amount of iron, which
can significantly enhance phytoplankton growth and, thus, alter the carbon cycle (cf. Winckler et al., 2008).

### A4.3.1 ORCA vs WOA/Levitus

There are two file options for the climate forcing; one is `make_clim`, which invokes the World Ocean Atlas 2005 (WOA05) dataset, and the other is `make_clim_orca05`, which will call model output data derived from ORCA. ORCA, in turn, derived its output from the ocean general circulation model (OGCM) OPA (Océan PARalléllisé), which is a coarse resolution, primitive equation model (Madec et al., 1998; Foujols et al., 2000). For most model runs, `make_clim_orca05` was chosen over `make_clim` since the latter has a very low resolution and therefore large errors compared to the model derived output. Specifically, `make_clim` does not provide a very good structure for currents, thus being a disadvantage compared to `make_clim_orca05`.

### A4.3.2 Output of Preprocessing

Altogether, the preprocessing results in the output of six netcdf files, five of which will be required during compiling of ROMS:

1. `roms_grid.nc` ← `make_grid.m`
2. `roms_forcing.nc` ← `make_forcing.m AND make_QSCAT_clim.m`
3. `make_ini.nc` ← `make_clim_orca05.m AND make_clim_pisces.m`
4. `roms_oa.nc` ← `make_clim_orca05.m AND make_clim_pisces.m`
5. `roms_clim.nc` ← `make_clim_orca05.m AND make_clim_pisces.m`
6. `roms_frebio.nc` ← `make_dust.m`

The file `roms_oa.nc` (oa = objective analysis), generated by `make_clim_orca05.m` and/or `make_clim.m`, is an intermediate file, wherein hydrographic data is stored on a vertical grid instead of a horizontal grid. It is not used in ROMS and can thus be removed.
### A4.4 Model Run

#### A4.4.1 Compiling and Running

Before compiling ROMS, the file `cppdefs.h` may have to be checked to see whether ROMS has been configured correctly. For model runs on regional scales, “REGIONAL” needs to be defined. If open boundaries are required on any of the four borders (east, west, south, north), then the appropriate border(s) will have to be defined (cf. “Open Boundary Conditions” within `cppdefs.h`). If biological output is desired, then “BIOLOGY” should be defined as well.

Care has to be taken that the physical grid and array dimensions (LLm0 and MMm0) are defined correctly in the file `param.h`. Both values are provided when running the MATLAB file `make_grid.m` during preprocessing. In order for the correct dimensions to be read into the compiler, the configuration name (e.g. Coral Sea) in `param.h` and `cppdefs.h` will have to match. Otherwise, an error message will be received when attempting to run ROMS.

If parallelisation is desired to speed up the model run, either MPI or OpenMP will have to be defined in `cppdefs.h`, with appropriate changes in `param.h` to specify the amount of nodes and processors to be used.

Once `param.h` and `cppdefs.h` have been checked and updated, the file `jobcomp.h` is invoked in linux in RUN_dir to compile the model using all netcdf files obtained during preprocessing:

```
./jobcomp
```

After the model has been successfully compiled, there are several options to run the model, the most basic one being:

```
./roms roms.in >roms.out
```

If the run is successful, two main netcdf files will be created:

- `file_name_his.nc`
- `file_name_avg.nc`

Their filename and output frequency is given in `roms.in`. Make sure to either remove all output files from the output folder or change the names of the output files (in `roms.in`) if ROMS is run more than once since the previous files will be overridden.
Note that >roms.out is not strictly necessary to add but is useful to keep track of the output during and after the run since the progress of the model run will be saved under roms.out. Similar to the netcdf files, either move or change the name of the output-file (e.g. roms1.out) since it will be overridden as well by the next run.

In addition to the above output files, two biological output files will be created if BIOLOGY has been defined in cppdefs.h:

- file_name_diabio_avg.nc
- file_name_diabio_his.nc

### A4.4.2 Multiple Output Files during a Model Run

Before running a model, the output rate has to be specified (e.g. output for every 5\textsuperscript{th} day is to be saved into netcdf files). For model runs in excess of a year, or for model runs over a large area, it is recommended to create monthly output files (e.g. 1-month worth of data with output given for every 5\textsuperscript{th} day), which has several benefits. Firstly, it avoids the creation of excessively large output files (>1 GB). In addition, unscheduled termination of running jobs frequently occurs, resulting in loss of data or incomplete output files. Monthly output files are not only smaller in size but they also assure the user that, in the event of an unscheduled job termination, the model can be restarted and completed more efficiently and quickly: ROMS can simply be resumed after the last successfully completed month, which saves a lot of computing time. If, after the completion of a simulation, yearly output files are preferable, the monthly files can be concatenated (joined) with freely available software (e.g. ncrcat, nco.sourceforge.net/nco.html) to form a yearly file.

To create multiple monthly (or yearly) output files, a pbs file, roms_run.pbs, can be utilised when submitting a job, i.e. instead of “.roms /roms.in”, “.roms_run.pbs” is invoked at job submission. This pbs script enables the user to easily adjust the desired output type (monthly vs yearly), amount of months and/or years (length of model run), and the timing (date of first/last model output).
**A4.5 Spin-up**

In general, complex 3-dimensional models such as ROMS have to be run for several model-years before an equilibrium state is achieved under the applied forcing. For a seasonal run with no interannual or climate forcing, seasonal variation is expected but there should be no change in the forcing beyond the seasonal signal. In the case of ROMS_Agrif, constant forcing for the Coral Sea is achieved after the fourth model year. This spin-up is short compared to global models, which frequently require 100-3000 modelling years due to the much larger area. For the Coral Sea, the spin-up time is also reduced when the area is forced at all borders (i.e. east, west, south and north are specified as open boundaries).

In the Coral Sea, statistical equilibrium is achieved after about one model year run. The volume averaged kinetic energy (\(E_{kin}\)) and the surface averaged \(E_{kin}\) stabilise first, whereas temperature and salinity will take longer, around 2-3 years for the surface ocean in Coral Sea. Conversely, a spin-up of 100-1000 years would be required to reach equilibrium in the deep ocean due to slow currents and small gradients. The ROMS-Pisces output presented in this thesis is derived from the 11\(^{th}\) model year, after a spin-up period of 10 years.

**A4.6 MLD_obtainer_geotrue.m**

```matlab
%% MLD_obtainer_geotrue.m
% how to obtain MLD from salinity and temperature profiles using the threshold method
% - Jasmine Jaffres, September 2010

%% how to obtain density
% Density (\(\rho\), kg/m3) is calculated using the One Atmosphere International Equation of State of Seawater, 1980
% T = temperature [°C]; S = practical salinity
% area: 142<lon<(170+1/3); -29.5<lat<-6.9022;
clear
% add these two paths to be able to write netcdfs:
path(path,'C:/mexcdf/snctools')
path(path,'C:/mexcdf/mexnc')

ncid = netcdf.open('roms_avg_Y10_380_cat2.nc','NC_NOWRITE'); % open the ROMS file
T=netcdf.getVar(ncid,18);
S=netcdf.getVar(ncid,19);
```
lon_rho=netcdf.getVar(ncid,7); lat_rho=netcdf.getVar(ncid,8);
Lon=lon_rho(:,1);% Lon=142:1/3:(170+1/3);
Lat=lat_rho(1,:);% ~Lat=-30:1/3:-6;
%
% ?w = density of the Standard Mean Ocean Water (SMOW)
pw=zeros(86,73,32,72); density=zeros(86,73,32,72);
for i=1:86
    for j=1:73
        for k=1:32
            for l=1:72
                pw(i,j,k,l) = 999.842594 + 6.793952*10^{-2} * T(i,j,k,l) - 9.09529*10^{-3} * T(i,j,k,l)^2 + 1.001685*10^{-4} * T(i,j,k,l)^3 - 1.120083*10^{-6} * T(i,j,k,l)^4 + 6.536332*10^{-9} * T(i,j,k,l)^5;
                density(i,j,k,l) = pw(i,j,k,l) + (8.24493*10^{-1} - 4.0899*10^{-3} * T(i,j,k,l) + 7.6438*10^{-5} * T(i,j,k,l)^2 - 8.2467*10^{-7} * T(i,j,k,l)^3 + 5.3875*10^{-9} * T(i,j,k,l)^4)* S(i,j,k,l) + (- 5.72466*10^{-3} + 1.0227*10^{-4} * T(i,j,k,l) - 1.6546*10^{-6} * T(i,j,k,l)^2)* S(i,j,k,l)^{3/2} + 4.8314*10^{-4} * S(i,j,k,l)^2;
            end
        end
    end
end
%
how to obtain depth (rather than grid numbers)
% % use script zlevs.m from the ROMS toolbox to obtain depth
h=netcdf.getVar(ncid,3); % h = bathymetry
zeta=netcdf.getVar(ncid,13,[0 0 0],[86 73 72]);
theta_s=6;theta_b=0;hc=10;N=32; % constants set in roms.in
type=1; % type 1 = rho point; type 2 = w point
[M,L,time]=size(zeta); %[M,L]=size(h); % length/size of h [x,y]=[86 73]
%
% Set S-Curves in domain [-1 < sc < 0] at vertical W- and RHO-points.
cff1=1./sinh(theta_s);
cff2=0.5/tanh(0.5*theta_s);
if type==2
    sc=((0:N)-N)/N;
    N=N+1;
else
    sc=((1:N)-N-0.5)/N;
end
Cs=(1.-theta_b)*cff1*sinh(theta_s*sc)+theta_b*(cff2*tanh(theta_s*(sc+0.5))-0.5);
%
% Create S-coordinate system: based on model topography h(i,j), fast-time-averaged
% free-surface field (zeta) and vertical coordinate transformation metrics compute
% depths of the three-dimensional model grid.
hinv=1./h;
hinv3D=zeros(M,L,time);
for l=1:time
    hinv3D(:,:,l)=hinv;
end
h3D=zeros(M,L,time);
for l=1:time
    h3D(:,:,l)=h;
end
cff=hc*(sc-Cs);
cff1=Cs;
cff2=sc+1;
z=zeros(M,L,N,time); % z=zeros(N,M,L);
for k=1:N
    z0=cff(k)+cff1(k)*h3D;
    z(:,:,k,:)=z0+zeta.*(1.+z0.*hinv3D); % depth (z) in meters
end

how to obtain the MLD
% For the threshold method, deltaT = 0.03 kg/m3 was used to obtain the MLD
d10=zeros(86,73,72);
density10=zeros(86,73,72);
densityMLD=zeros(86,73,72); % density at the depth of the mixed layer
for l=1:72
    for j=1:73
        for i=1:86
            d10(i,j,l)=find(z(i,j,:,l)>-10,1); % gives vertical grid number where depth<10m
            density10(i,j,l)=density(i,j,d10(i,j,l),l); % density at 10 m depth
            densityMLD(i,j,l)=density10(i,j,l)+0.03; % density at depth of MLD
        end
    end
end

find depth (m) where densityMLD=density
grid_d_MLD=zeros(86,73,72);
MLD=zeros(86,73,72);
for l=1:72
    for j=1:73
        for i=1:86
            if density(i,j,:,l)>1001 % to avoid overlap with 100_0 ppm level
                grid_d_MLD(i,j,l)=find(density(i,j,:,l)<densityMLD(i,j,l),1);
                MLD(i,j,l)=z(i,j,grid_d_MLD(i,j,l),l);
            else
                grid_d_MLD(i,j,l)=0;
                MLD(i,j,l)=0;
            end
        end
    end
%% how to save MLD in a netcdf file
[dx, dy, dt] = size(MLD);  % Get the dimensions of data to be written to file
ncidM = netcdf.create('MLD_380_geo.nc','NC_WRITE');  % Create netcdf files
dim1 = netcdf.defDim(ncidM,'lon',dx);  % Define the dimensions of the variables
dim2 = netcdf.defDim(ncidM,'lat',dy);
dim3 = netcdf.defDim(ncidM,'time',dt);
lon_rhoID = netcdf.defVar(ncidM,'lon_rho','double',[dim1 dim2]);  % Define a new
variable lat_rhoID = netcdf.defVar(ncidM,'lat_rho','double',[dim1 dim2]);
MLD_ID = netcdf.defVar(ncidM,'MLD','double',[dim1 dim2 dim3]);
netcdf.putAtt(ncidM,MLD_ID,'units','m');  % Assign unit attributes
netcdf.endDef(ncidM);  % Leave define mode and enter data mode to write data.
etcdf.putVar(ncidM,lon_rhoID,lon_rho);
netcdf.putVar(ncidM,lat_rhoID,lat_rho);
etcdf.putVar(ncidM,MLD_ID,MLD);
netcdf.close(ncidM);
A5 Digital Excel Data Files

Digital data on which much of this thesis is based can be provided upon contacting the author.
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