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Abstract

The international competitiveness and success of the Australian sugar industry, which is

one of the world's largest exporters of raw sugar depends on increased cane yield and

advanced farming practices. One of the key drivers for a sustainable sugar industry is

therefore, to increase cane yield through designing efficient breeding programs, that aim

at producing new and improved varieties of cane. Selection for superior genotypes is the

most important aspect of sugarcane breeding programs, and is a long and expensive

process. It consists of a number of stages where at each stage some genotypes are

chosen for further selection and some are discarded fl.-om future selection. Designing a

selection system is a complex task, with varying parameters at each stage. While studies

have investigated different components of selection independently, there has not been a

whole system approach to improve the process of selection.

The aim of this research was to develop a tool for the optimisation of selection systems.

The problem of designing an efficient selection system has two components: firstly,

evaluating the performance of selection systems and secondly, deciding on a combination

of selection variables that will select the most promising genotypes. These two

components were designated sub-objectives, one and two respectively.

To address the first sub-objective, data on previous selection trials was collected and

used to predict gain for different selection designs. The value that is used to compare the

performances of different selection systems is what was called in this thesis, the genetic

gain for economic value G, a measure based on the estimate of a potential economic

value of a genotype if planted as a cultivar. The connection between G and choice taken

for selection variables at various stages is complex and not expressible by a simple set of
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formulas. Instead, a computer based stochastic simulation model SSSM (Sugarcane

Selection Simulation Model) was developed.

To eliminate as many simplifYing assumptions as possible and bring the study as close to

real life as possible, the quantitative genetics of sugarcanes relevant to selection was

studied. Furthermore, a specific sugarcane-breeding region was targeted, the Burdekin

region (Australia). To ensure the accuracy of the SSSM, it performance was verified and

the sensitivity analysis was performed to identifY those variance parameters to which it is

most sensitive.

By, developing the SSSM this study approached the problem as an integrated system,

where if one parameter changes the state of the whole system changes. Furthermore, by

creating an accurate selection simulation model a new methodology for evaluating

alterative sugarcane selection strategies was obtained. A new methodology that tests the

performance of different selection designs prior to their field trials and also tests the

impact any change in the estimated variance components may have on selection, will be a

potential money saver for the industry. Furthermore, the SSSM can be directly applied to

any region targeted by sugarcane breeding programs or to other clonally propagated

crops.

The second sub-objective was addressed by the development of the optimisation

algorithm called ASSSO (Algorithm for the Sugarcane Selection Simulation

Optimisation), a combination of dynamic progrmmning and branch-and-bound. The

ASSSO was applied to the Burdekin region to identifY selection designs that maximise

selection outputs. Apart from providing a new approach to the problem of optimising

selection system, the ASSSO also presents a new application of dynamic programming

and branch-and-bound.

The ASSSO identified a number of alternative selection systems that are significant

improvements to the practices currently used in the Burdekin region. Nevertheless, the

purpose of this research was not to suggest that the intuitions and experiences of plant

breeders can be replaced by the set of guidelines obtained using a computer simulation,
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but rather to validate the benefits of a joint venture between mathematicians and plant

breeders.
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within-family genetic variance;

environmental variance;

genotype by environment interaction variance;

competition variance;

genotype by competition interaction variance;

error vanance;

additive genetic variance (breeding value);

(52
D

(52
I

cov(g, v)

cov(g,c)

H 2

dominance part of the non-additive genetic variance;

epistasis part of the non-additive genetic variance;

covariance between genotype and enviromnent;

covariance between genotype and competition;

broad sense heritability of a trait;
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Pg,c

PCCS,TCH

Ei

Ri

Ci

Gi

G

G

Gz

Uz,Po

A

B
C
C

N
M_

M z

P

narrow sense heritability of a trait;

response to selection;
selection differential;
proportion of the genetic variability attributable to the between families;
genetic correlation between a plot size and pure stand;

genetic correlation between genotype and competition;

phenotypic correlation between CCS and cane yield (TCH);

economic value of genotype i ;

return from sugar produced when growing genotype i cOlmnercially;

costs associated with growing genotype i commercially;

genetic effect for economic value of genotype i;

mean genetic effect for economic value of a population;

genetic gain for economic value;

the highest genetic gain for economic value given all optimisation constraints;

the highest genetic gain for economic value obtained through stages 1,2,3,... , z ;

upper bound for selection stage z given the starting population of genotypes Po ;

alternative combination of parameters to be used at stage z ;

budget available to perform selection system;

cost of stage z ;

cost of stages 1,2,3,... , z ;

the total number of nodes to be branched;
planting material required to plant stage z ;

planting material available for stage z ;

population of genotypes selected tln'ough stages 1,2,3,... , z ;
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