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CHAPIER 4

FORMULATION OF THE JOURNAL SELECTICN PROLLIM

4.1 ntroduction

The problem we consider is that of allocatirg a serials budget
for one decision period (which may equal one or more subscription
periodeg) in such a way that the total expected document exposure
time purchased is a maximum. The use of bi-valent decision variables
is appropriate for such a problem. Hence we define variables xj,
where X, takes the value unity if the jth journal is purchased, and

is zero otherwise,

It is assumed that the equitable distribution of resources among
the M departments is part of university policy, and so we consider

constraints of the general form;

P, = L, S —" (1)
i L

in addition to the prescribed budget constraints. Here, Pi is the
expected document exposure for the ith department, and Li is the

minimnum document exposure that the ith department should, in fairness,

expect.

4.2 The Objective Function

As discussed in Section 3.2, any set of acquired volumes of
primary periodicals will have a certain potential exposure, the

realization of which depends on a number of factors, including:

(1) Availability and effectivencss of secondary periodicals;

(2) Accessibility of periodicals stocks;



(3} Cowdition of periodicals stocks.

These factors are all subject to some contrel by the librarian,
who must make decisions regarding the selection of secondary
pericdicals, and the storage, discarding, and binding of primary

periodicals.

Since the aim is to magimize expected document exposure, the

selection of a primary periodical will be influenced by the following:

(1) Whether or not it will receive coverage in the secondary

pericdicals held by the libravy,
(2) How long it should, or can, remain on open access}

(3) When, if ever, it will be bound.

Conversely, decision making in these three areas must be

influenced by the set of primery periodicals selected for subscription.

Ideally, then, the selection of primary periodicals should be
treated as part of a wider decision problem which includes the
selection of secorndary periodicals, and the detzrmination of storage,

discarding, and binding policies.

Although it might be possible, in principle, to formulate an
analytical approach to this decision problem, the practical

difficulties are enormous, as briefly illustrated below.

(a) Secondary Periodicals

Suppose there are § secondary periodicals, and define bi-
valent decision variables Yk for their selection. Then Cj’
the expected document expogure of the -jth primary periodical,

mist be a function of Lhe variables Yk
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YS), (2)
and the objective function is then a sum of terms of the form

4 %y TIRREE YS). (3)

That is, the objective function is non-linear in the decisinn

variables. 1If the function Cj (Y i3 Ys) takes the

1?
particularly simple form of a linear combination of the variables,
s
Cj = rj * }: rjk Yk’ (4)

k=1
the problem presented by this non-lincarity can be handled, at
least in principle. However, in a problem which is gzlreedy
very large, the extra dimension introduced by the non-linearity
would almost certainly make solution a practical impossibility.
In any case, the simple form (4) for Cj will not held in
general, because heavy overlap usually exists among the coverages
provided by different secondary periodicals, and so the rjk
are not really d=fined quantities - the incremental contributions

of a secondary periodical depends on which secondary periodicals

have already been accepted.

1t appears, therefore, that the selection of primary and
secondary periodicals will have to be treated as two separate
(but inferacting) decision problems, each with a prescribed

budget.

Although no models of the process exist, it seems
reasonable to assume that the clffectiveness of the acquisition
of secendary periodicals in increasing documient exposure is

directly related to the degree of coverage of all candidate



(b)
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periodicals that is achieved by that acquisition. I1f we
accept this principle, the selection problem for secondary
periodicals might be formulated as that of allocating a
prescribed budget so that the proportion of candidate journals

covered is a maximum, subject to equity constraints.

An algorithm for the solution of this problem has not been

found.

Storage and Discarding Policies

The expected document exposure of the jth primary journal
must also be a function of the decision variables T; , the age
at which a volume of the journal is moved into closed-access
storage, and T? » the age at which a volume is discarded
altogether. The objective function is then a sum of terms of

the form,
c
Y. B (Tj O g (5)

The form taken by this functional dependence is not known
with certainty. However considerable effort has been put into
the development of policies for discarding material and for
transferring items to closed stacks. The assumption is
generally made that usage decays exponentially with time, and
we have already pointed to the severe criticism, by Line and

Sandison, of such models.

1f the Cj were simple linear functions. the problem
might be feasible; however there is no support in the literature

for such an assumption. More complicated functional dependence
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could be handled, at least in principle, by the use of piece-
wise linear approximations. However this would present extreme

dimensionality problems.

Thus, for reasons of practicality, we coanclude that journal
selection is to be considered separately from the determination

of discarding and ¢losed-access policies.

(c) Binding

The binding of journal volumes makes it easier for users to
locate desired articles on ithe shelves, and might also reduce lesses
due to mutilation and theft. However there is a negative effect due
to the absence of journals during the binding period. Hence the
expected docunment exposure of the jth journal is a function of the age
T? at which a volume of that journal is to be bound. The objective

function is then a sum of terms of the form

- D
xj cj (rj). (6)

There is no indication in the literature of the form which this
function might take, although it seems rcasonably clear that it will
not be linear. The only reported attempt (Buckland and Weodburn, 1968)
to develop a procedure for determining optimal serial binding policies
assumes that all titles are to be bound, at the same age. Clearly,
not all journals are worth binding, while some require binding more
urgently than others. However considerable work is still required, te
provide a quantitative assessment of the contribution that binding of

journals can make to document exposure.

Under these circumstances, there appears at present to be
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4.4 Intev-Library Loans

The connection between journal selection and the operation of

inter~library~leoans requives special comment.

Referring to Figure 2.5, we note that the serials selection
policy bhelps to determine the rate and content of inter-library loan
requests., Clearly, the higher the level of demand that can be
satisfied divectly, the lower the rate of indirect satisfaction

required via inter-library loans.

In considering the overall performance measure of decument
exposure, it is not in general strictly possible to isolate the inter-
library loans operation from the serials acquisition subsystem. It
may be advantageous, for example, not te subscribe to a journal which
is always readily available on loan from another library. On the
other hand, significant journals which are not readily available
through inter-library-loans could be more important candidates for

subseription,

One might be tempted to take the narrow economic view, so that
a title is purchased if its expected use for the period during which
it will be stored by the library is high enough so that inter-library
borrowing costs to satisfy those requests are greater than the sum of
the purchase cost and the storage cost. While this approach might
minimize costs for the library, it will not necessarily maximize
document expogure, since the rcalized demand for articles in a given
journal will be lower if the journal is not held by the library,
because more effort is required on the part of the user, and longer

delays ave anticipated.
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The problem might be approached as follows:

The total potential exposure of all candidate jeurnals could be
written:
B C.X + G G =)
Z i Z i 4%
i j €
¥ Qp ] Qp
where Cj is the potential exposure of the jth journal, when that

journal is held by the library, and Cé is the potential exposure

when the jourmal is not held.

In general, C; =3 Gj, the equality applying only when, for
example. the journal is held by another local library from which it

can be obiained with an absolute minimum of effort and delay.

Similarly, the expected document exposure could be written in

the form

F = £ c.x, + f£' Z g, (1 = X,)
Z T § W= Bels
£ jc
| Qp i Qp
where £ is the exposure realization rate for journals that are held;

£f' is the exposure realization rate for journals that are not held.

Serious difficulties must be overcome, before further progress

can be made,

For example, we wrote, earlier,

C., = eN
j i’
where e is a constant., However in the case of C%, there is an
additional factor, less than unity, reflecting the veduced potential

of a journal that is not held by the library. Further, this factor

can be expected to vary from journal to journal, because some
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journals may be more readily available than others.,

Also, the factors f and f§'!' are not constant parameters, but
are themselves influenzed by the results of decisions concerning the
acquisition of periodicals, snd the budget allocated Lo inter-library-
loans operations. That is, if an unalytical formulation could be
achieved, the factors £ &and ' wouid be functions of decision
variables, so that practical difficultics arising from the size of

the problem could make an analytical solutiovn impossible.

Consgiderable effort is still required to clarify this area of

library management.

At the present time, the only practical approach seems to be
that of considering the journal selection problem separately from the
operation of inter-library-loans, and formulating an empirical

strategy for the distribution of resources between the two areas.

4,5 Subscription, Processing and the Total Budret

Costs which are directly related to the selection of primary

journals are:

(1) Subscription costs (including the costs associated with

obtaining and despatching material for exchange);

(2) Processing costs associated with:
booking-in new issues as they arrive;
handling payments of subscriptions;
effecting cancellations, and initiation of new
subscriptions;

cataloguing new titles;












49.

might be obtained by direct costing studies, or by referring to

library standards (Robertson and Hensman, 1975).

4.6.1 Subscription Costs

The 'established data' for subseription costs which might be
availahle wonld relate only to those titles already received. Fven
these data will be difficult to extract from accounts of payment,
unless the data processing system is explicitly designed to provide
it, as anyone acquainted with the cash flow problems of library

acquisjitions would readily confirm.

Subseription agents (e.g., EBSCO) usually provide pre=-
publication lists of expected subscription prices, based on current
information from publishers. It would appear that these lists
provide the only preactical source of data and that one must accept
the likelihood of unpredictable errors. The data must be
standardized by expressing them all in the same currency, using
exchange rates prevailing at scme prescribed date. A further
problem is that there may be some candidate journals which are not
cévered in these lists. Price estimates may then have to be obtained

by direct negotiation with publishers.

It is reasonable to assume that actual costs will be, on the
average, higher than those indicated by the above sources. On the
other hand, the budgets that will actually be realized are not
guaranteed to be higher than the levels used in determining policies,
Therefore the cost data should be inflated by some factor which is
the same for all! titles. Regular price index studies such as that

of Brown (1976), cannot be used directly to provide this factor,
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since they relate to variations in acltual subscription prices [rom
year to yecar (i.e., the prices information actually provided in the

journal issues themselves).

The 'inflation' factor might be estimated by a study which
compares journal price information as provided in the issues of
journals taken in the current year, with the prices indicated in the
previous year by the sources wentioned above. (If the decision
period is longer than one ycar, then similar studies could be wade to
provide 'lumped' estimates.}  Standard sawpling techniques could be

used to determine the sample size necessary to give a good estimate.

Individual journal subseription costs can still be expected to
vary, in a random manner, from the estimates obtained and used in the
solution of the selection problem. Therefore tests will be regquired
in order to evaluate the sensitivity of the solution to such
variation, and to determine the necessity, or otherwise, for mecre

strenuous efforts to obtain better data.

4,6,2 Productivities

The problem of defining the potential demand for seriale
literature reduces, in the current model, to that of finding values

for the productivities n

ij’

The determination of these productivities, and their use in
journal selection, is an old topie, dating back at least to the work
of Bradford (1948). Consequently there is a considerable amount of
literature devoted to the subject. Some cf this work (e.g., Brookes,
1968; Leimkuhler, 1967) is concerned with the distribution of

productivity among journals, and a theoretical understanding of how






some of Lhe bias can be removed from citation analysis it will prove
to be a valuable research tocl in this area. TFor example, the
journal ‘impact' factor (Garfield, 1972) defined as the pnumber of
citations rcceived by the journal, divided by the number of articles
published in the journal, could provide a basis for weighting a

journal's productivikty in accordance with its prestige.

Productivity measurements are made.by searching a subject index
of published articles, according to some prescribed subjeckt interest
profile. ‘The retrieval of information in this way las been the
subject of concentrated attention for many years, and the range of
data bases that have been compiled for avtomated searching has become
quite larpge (Vickers, 1973; Leggate, 1975; Dammers. 1975; Smith,
1976). So far as journal selection is concerned, the degree to which
the total lirerature is covered by indexing and abstracting data
bases could still be an important limitation and is a subject for

further study.

In cases of incomplete coverage, one must rely on individual

bibliographies compiled over time by the librery users.

Processors of data bases provide output in three classes. As
new material is added to up-date the data-base, it can be searched
to provide current-awareness 'alerts' either as a personalized
gervice to individual subscribers (SDI - Selective Dissemination of
Information), or as a broader coverage in accordance with group
profiles of organizations. Thirdly, retrospective searches of the

data bases can be made as 'one-off' operations.



The main organizational options are:

(1) Subgcribe direct to commercially available searches,
conducted and retailed either by the original compilers of

the data bass, or by leasing organizations,.

(2) lease data-base tapes from the organizations, and conduct

in~house processing for members of the orgauization.

Vickers (1973) provided an analysis of costs incurred by
organizations operating under different options. Because of the very
wide range of subjects involved in the academic library system, option
(2) weuld be precluded by the high level of fixed costs (leasing of

tapes; processing establishment).

A complete survey of available subscription services has not
been possible, but Vickers' (1973, p. 273) table of the variable costs
(to the supplier) of retrospective searches may be indicative of the
scale of costs for subscription services. These range from a high of
$133.70 (U.S. dollars) for a search of a file of 1,000.000 items, to
a low of $3.30 to search a file of 40,000 items. These costs cover
search formulation, computer processing, output printing and
reproduction, output checking, distribution and telecommunication.

A common unit for the assessment of computer: processing costs is the
cost per 'search term' (the search profile is a list of terms
representing the user's interests in the data base, and a statement
of the logical conditions requived for a match). Vickers gives
figures ranging from 17 cents to 107 cents per search term, for

retrospective searches.

Although retrospective searching is an actual or intended part

of the [unction of these information broking systems, SDI is still



the main product (Leggate, 19753). As an indicator of the scale of
operations in this arca, the Georgia Information Dissemination Centre,
in 1972, was running 3,500 SDI profiles against 11 (leaced) data
bases. According to Leggate, most SD1 systems form part of a wmuch
larger computer, informaltion, library or publication operation, and
8Dl costs have Lo be disentangled from the costs of the complete
system. Vickers (1973) found total variable costs per item oulput
ranging from 5 cents to 11l cents, while Claasen (reported in Dammers,
1975) found composite annual processing costs per profile term of

around £1 for a data base such as Chemical Abstracts Condensates.

A tabulation of subscription services in Australia was given by
Smith (1976), indicating some monthly services still available at no
charge, with the most expensive being a weeckly service against
Chemical Abstracts Cendensates provided by CSIRO at $100 - $200 p.a.
More recent information published in Australian Special Libraries,
Vol. 9, indicates SDI scrvices provided by the ANL at $50 p.a., and
retrospective searches of MEDLARS costing $20 for 1971 - 1976 and

*$15 for 1966 - 1971. CSIRO also provides retrospective searches at
comparable prices (J. Tonnoir, personal communication), but outputs

are limited, for example, to 200 items.

Unit costs are decreasing, mainly as a result of the rapid
decline in computer processing costs (Leggate, 1975), although the
component due to the intellectual effort required for search

formulation will act to dampen the rate of decrease.

A recent enquiry in Australia recommended the establishment of
large central data bases (at the National Library) from which SDI

and retrospective search services should be made available as cheaply
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CHAPTER 5

SOLUTLON ALGORTTIMS AND A SAMPLE PRORLEM

LT Introduction

The journal selection problem formulated in Chapter 4 is

presented here for convenience:

Maximize Z = }: NjX, 5

L J
Jch
Subject to ;? (10)
a kX, = B
eq, 31 ’
P
}Z n X, & L, = gq }: Mool = 15 Giks M
. %173 i ; ij
€ €
1€Q, 380
£, = 0 15
]

This is a single-knapsack problem in N zero-one variables, with
M deﬁand-satisfaction constraints. The size of the "knapsack'" is
represented by the budpet, B, while the items selected to be carried
in the knapsack, for maximum value, are represented by the journals

selected, for maximum document exposure.

The Nj and nij are integers, with values ranging from 1 to
several hundred. The ﬂj are costs which, expressed to the nearest
dollar, yield integers ranging from about 5 to several hundred, and B

is an integer with a value of several tens of thousands.

Since ¢ satisfies 0=q=£1, the right-hand sides of the

constraints are, for convenience, rounded to the nearest integer.



57.

The main feature of the problem is its size: N will generally
be of the order of several thousand. This makes it doubtful if the
convenltional techniques of branch and bound, or implicit enumeration,
will be capable of providing a solution within acceptable computation

times.

A small sauple problem in 150 variables with two demand
constraints was generated, to have the main structural features to be
expected of the problem (see below). A locally available coded
version of a modified Balas algorithm (Petersen, 1967) was applied to
the sample, and failed to converge in 2000 iterations. Storage
requirements for this code are also rather excessive: a problem
involving 2000 variables and five demand constraints would require
42K words. (These requirements could almost certainly be reduced by

more efficient coding.)

The main structural feature of the problem is the fact that
productivities can be expected to conform, in some measure, with the
Bradford distribution. That is, there will be a 'core' of highly
productive journals and many other journals whose contributions are
very low. Thus a ranking of journals according to their benefit/cost
ratios will produce a long tail of journals with very low values of
this ratio. This suggests the possibility that good sub-optimal
scluticns might be found quite quickly by an heuristic algorithm
based on the elimination of variables with low benefit/cost ratios,.
Note that this approach is in line with approximate methods suggested
in the literature (e.g., Robertson and Hensman, 1975). The chief new
requirvement here is for a wethod of dealing with the multiplicity of

departments, via the equily constraints.
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An evaluation of the effectiveness of such an algorithm
requires sowe measure of how close to optimality its solutions are.
In the present case, of course, no optimal solutions of the complete
problem are available for comparison., However the simple knapsack
problem obtained by relaxing the equity constraints is amenable to
efficient solution techniques, and provides a standard against which

the heuristic sclution cf the full problem caa be evaluated,

52 The Simple Knapsack Problem

In a recent paper, Nausgs (1976), building on the work of
Ingargiola and Korsh (1973) and Horowitz and Sahni (1974), has
presented an efficient algorithm for the zero-cne simple knapsack
problem. For the test problems used, the new algorithm is consider-
ably mere efficient than the well-known Greenberg and Hegerich (1970)

branch and bound algorithm,

Nauss' apprcach is in two stages. The first stage identifies
those variebles which must have a value of 1, and those which must
have a value of 0, in any optimal solution. These variables are then
effectively eliminated from the problem, and the reduced problem, in

the remaining variables, is solved by a branch and bound algorithw.

Ingargiola and Korsh (1973) developed inexpensive tests whose
execution is based on the fact that, once the variables are arrvanged
in decreasing order of benefit/cost, the socluticn of the continuous

problem obtained by replacing the condition X, = 0, 1 by the

j

condition 0 = X, = 1, becomes analytic. These tests allow

variables Lo be fixed to 0 or 1, in the following manner.



(%:]
o

We consider Lhe problem:

Maximize 2. X
e
N
Subject to ), a X, £ B, (11)
j=l i
fiae = G %
J
Consider two disjoint subsets Il’ 10 of A = {1, - W TS N},
such that 11 = {j i Xj = 1) 3 10 = {j $ Xj =0} . For given 11, 10,
formulate the reduced problem:
Maximize Z c.X + Z €.
v T 0 1) . j
FEILUL, je1y
(12)
Subject to ajxj = B - a.
y : J
JLHUT, jelL,

0 8 X 5 L

Let C(Il,IO) be the value of the solution of the reduced problem (12),

If we have a solution Yl’Y2""’YN to the problem (11), with
N
= . i > " 4
CO j)il chJ., then if CO C(Il,lo), for some choice of 11,10, no

optimal solution 21,22,...,ZN of (11) will have Zj =1 for all

1, and Zj =0 for all jI,. In particular, if I, = {ighs

I0 =P, and COZ> C(Il’IO)’ then on must be O in any optimal
solution to (11). Turthermore, if CU:> c (¢, fjo}) , then Xj

0
must be 1 in any optimal solution to (11).

The reduction algorithm developed by Korsh and Ingargiola is
very efficient as it uses space and time proportional to N. However

Nauss has developed a slightly different algorithﬁ for which
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computation time is aboul two-thirds less. He uses a pegging test
based on the concept of Lagrengean relaxation, which although weaker

than the test of Korsh and Ingargiola, is cheaper to perform.

The reduced problem is solved by a branch and bound procedure
based on an algorithm of Horowitz and Sahni (1974), but with a slight
alteration which is claimed to ZJecrease computalion tiwe for this

stage by about one~third.

5:2,1 Simple Knapsack Algorithm

The complete algorithm, as given by Nauss, is presented here for

convenience. The problem (11) is denoted by (P), and its relaxed

form (i.e., with X, = 0,1 replaced by Oﬁxjél) is denoted by (P).

j
1. Order the variables in decreasing benefit/cost ratios so that
C c. c
e 8 o e i W
! %9 &N

2. Solve (P), getting an optimal solution X with value v(P), and a
shadow price p associated with the budget constraint. 1f X is
feasible for (P), stop: the solution is optimal. Otherwise

denote the index of the fractional varigble by r.

3. Find a lower bound Z%* for v(P) by setting i; =0 in the
solution to (P). Let X* = X. Try to improve Z*% by certain

heuristics. (See Note (3) below.)

4, Eor' 8kl A= Ngoewsinl, If v(P) - e i pa, s Z%, set Il = 11U i

(Xi is pegged to 1).
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begins by overfilling the knapsack, and then variables

are withdrawn until feasibility is obtained,

The algorithm (KNAPLl) was coded in FORTRAN and tested on 50
problems each of 20 variables. In the first set, of 25 problems, the
cj were generated randomly from a uniform distribution over the range
(10,50), while the aj were similarly ?btained from the interval

N
(1,20). In all cases, the budget was set at .5 %, a,. TFor the
5=1

second set of 25 problems, the intervals were changed to (10,100) and

(1,50) respectively.

All of these problems were also solved using the locally
available coded version of Balas' algorithm (Petersen, 1967), to
provide an accuracy check. TFor problems of this size and structure,
performance of the new algorithin was not significantly better than

the Balas code.

The storage and retrieval of candidate prcblems presents &
potential difficulty for branch and bound algorithms. However in the
present case, each candidate problem can be completely defined by the
list of variables set to unity or zero. Hence each candidate problem
is stored in the form of a bit-string. This is accomplished by the
use of byte-packing and -extracting MACRO subroutines (for which I am
indebted to A. Griffiths). It should be noted that no attempts have

been made at this stage to maximize coding efficiency.

5.3 {napsack Problem with Demand Constraints

Here, we consider the following problem:

]
i
(#]

-

Maximize 4
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to be critically defined. As would be expected, the results

obtained so far demonstrate that as q is increased, for a fixed
N

budget, the range of varijation among the quantities Ri = ) ni,X,;
j:l J J
i =1, ..., M, decreases (i.e., the solution becomes more equitable.).
At the same time, the overall value of the sciution, Z, decreases.
That is, a trade-off occurs hetween equity and total return, so the

choice of solution (i.e., a choice of a value for q) is really a

matter for value-judgment by the librarian.

5.4 A Sample Problem

The collection of real data in order to evaluate the approach
described so far, is beyond the scope of the present work. However
progress can be made in testing the algorithm against artificially
generated data intended to reflect the main structural features of a

real data set.

' 5.4.1 Productivities

The chief aid in the generation of these data elements is the
Bradford - Zipf distribution (Section 3.3). The representation of
Brookes (1969) was chosen, in which R(n), the cumulative sum of

articles in the n most productive journals, is given by

G:1B 5 LEn&¢c,

1

R(n)

il

R(n) I loge (E) ) cEns=EN,

where: @, B, k, s and ¢ are parameters characteristic of the

bibliography being considered:
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o ig the number of articles in the most productive journal,
B is a constant less than 1

k is a constant vhose value may be quite large (e.g., 1000);
s is a parameter which is related to the breadth of the

subject area being considered. Generally, sz=1l, and s =1
for very narrow subjects;

c is related to s, and has not yet been found to be less
than 3. 1t defipmes a 'nuclear zone' of highly preoductive

journals.

A graphical. representation of the distribution is presented in

Figure 5.1.

R(n)

FE [

c 1ogen
Fig. 5.1

The Bradford Distribution

The parameters are connected by relations which must be

satisfied for continuity at n = c¢. These are:

e (13)

c
g‘ = log, (;).

Eight university departments were considered in the sample
problem, for which the following paramecters were arbitrarily chosen

(to gatisfy (13)):



TABLE 5.1
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N c a B k s
1 80 15 51 .757 300 4
2 200 50 71 .621 500 10
3 150 15 43 .757 250 4
4 120 25 45 .701 300 6
5 200 40 08 .621 600 8
6 350 30 97 .621 500 6
7 400 55 98 .657 900 12
8 100 20 29 721 180 5

The eight distributions are illustrated in Figure 5.2.

An important feature of the problem is, of course, the overlap

between subject areas.

than one department.

Thus certain journals are of interest to more

Overlap was again arbitrarily specified, and is

represented in the following matrix:

IABLE 5.2

1 3 4 5 6 7 8
1 0 5 0 0 0 0
2 5 20 15 5 5 5
3 30 15 15 5 25
4 0 0 10 20
5 20 0 0
7 80 0
8 0
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The total cost of the entire set of candidate journals was
found to bLe §$79,994, while the greatest possible return was 12,649

articles.,

5.5 Results
5.5.1 The Simple Knapsack Problem. Algorithm KNAPL

In agreement with the finding of Ingargiola and Korsh (1973),
the reduced preblems yielded by the first stage of the algorithm are
generally not solved very easily, even though the number of variables
is usually not large (e.g., 100). Superficial examination of the
variables of some of these reduced problems ssems to indicate that
this could be because there is very little variation in benefit/cost

among them. That is, they are difficult to choose from.

On the other hand, it haz been found that in all cases where
the algorithm is allowed to continue to optimality, the second stage
is foﬁnd to yield enly a very small improvement in the solution, and
quite often, no improvement at all., Examples are shown in Table 5.3,
where 2* represents the result of stage 1, and Z: is the final

pt.

optimal solution.

TABLE 5.3

o
B z &
opc

10,000 5893 5894
22,000 8538 8538

For this reason, the following termination procedure was included in

the code.
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Normally, a branch is abandoned if its continuous solution is
not greater than the incumbent value Z*. After 500 branches have
been examined, in this way, the continuous solution of each ensuing
branch is compared with (Z* + 1), rather than with Z*. That is, the
algorithm demands a possible improvement of at least 2 in the value

of the solution befors it will persist with the branch.

In practice, this has always forced termination almost immediately

after the 500th branch. The final result obtained, Zz is in fact

piia?

no worse than one less than the true optimal value - a negligible

difference in view of the large values involved.
Two main runs of the algorithm KNAPL were performed:

(a) A series of solutions was obtained for 21 values of the budget
ranging from $10,000 to $45,000, This required approximately
90 seconds of CPU time, including input and output. DNote that
the variables were already ordered according to benefit/cost

before being input.

The results are shown in detail in Table 5.4, and graphically

in Figure 5.4.

Table 5.4 includes the following information:

*
Z : the best solution obtained in stage 1;

BRANCHES : the number of branches examined;
u
FRAC 3 the ratio opt. where Z(Max) is the largest
Z(Max)

possible return (12649);

NRed the number of variables in the reduced problem;

% 3 the value of c¢,. That is, the total value of

; j
id,



Th.

thoge variables which were pegged to unity in

stape 1. DNote Lthat these variables might give an
objective method of defining a 'core' list of journals -
a recurring theme in the literature of journal

selection (see, e¢.g., Scales, 1976).

Brad. © the budget available for the reduced problem.

(b) A similar series of solutions was obtained for 20 values of the
budget, ranging from 19000 to 20900, in increments of 100,

Total CPI time for this run was 102 seconds.

This time, additional output was obtained in the form of the

eight values of the return to each department,

i,

These returns were expressed in terms of the proportions they

represent of the maximum possible returns to each department:

These results are presented in Tables 5.5 and 5.6. Table 5.5
provides the same data as in Table 5.4, while Table 5.6 shows
the values of FRACi, i=1, ..., M. A graphical representation

is given in Figure 5.5.

It is interesting to note that these solutions for the problem
unconstrained by equity considerations display a range of variation

in departmental satisfaction ranging from about .5 to about .7.



B BRANCHES | 7 g FRAC N z° B

opt. Red. Red.
10000 88 5893 5894 | L4660 86 5616 922
12000 502 6441 6441 | .5092 93 6027 | 1515
14000 501 6938 €939 | .s5486 | 192 6163 | 2915
16000 501 7385 7385 .5838 98 7073 | 1401
18000 501 7797 7797 6164 49 7603 957
20000 0 8183 8183 | .6469 1 8178 27
22000 442 €538 8538 | .6750 27 8434 599
24000 501 8863 8868 | .7011 | 135 8461 | 2354
26000 1 9175 9175 .7253 2 9162 89
27000 502 9315 9316 | .7365 | 198 8757 | 3548
28000 502 9452 9%s52 | 7473 28 9371 598
29000 501 9583 9583 | .7576 48 9409 | 1318
31000 501 9830 9831 JTIe | 268 9057 | 5517
33000 501 10064 | 10064 .7956 60 9894 | 1471
35000 501 10281 | 10281 .8128 42 10157 | 1156
37000 501 10481 | 10481 | .8286 | 102 10229 | 2462
39000 501 10666 | 10666 | .8432 62 10527 | 1521
41000 502 10829 | 10839 | .8569 20 10791 569
43000 501 10998 | 10998 | .8695 34 10935 812
4500 98 11149 | 11149 | .8814 13 11131 246
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TABLE 5.5

B BRANCHES | 2" '.:p . | vmac Yoo | & s
12000 501 7994 7994 .6320 71 7699 1466
19100 502 8013 6013 6335 103 7611 1972
16200 501 8031 8032 .6350 110 7620 2021
19200 501 8051 8051 .6365 117 7615 2143
19400 501 8070 8070 .6380 114 7660 2019
18500 501 8089 8089 6395 108 7676 2047
19600 501 8108 8108 .6410 77 7831 1401
19700 501 8127 8127 6425 38 8022 551
19800 501 8145 8145 .6439 132 7680 2317
19900 5062 8164 8164 L6454 54 7995 884
20000 0 8183 8183 6469 1 8178 27
20100 501 §201 8201 L6484 50 8017 876
20200 502 8219 8219 .6498 92 7942 1431
20300 501 8237 8237 6512 126 7810 2167

* 20400 8256
20500 501 8273 8273 6540 141 7821 2301
20600 501 8291 8291 6555 130 7867 2176
20700 501 8309 8309 .6569 118 7920 2024
20800 501 8327 8327 .6583 103 7949 1996
20900 501 8344 8345 6597 208 7600 3742
(* TFirst continuous solution also integer.)
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TABLE 5.6

: ’m;;;:i_—WMT_“%RACi(19500) l FRéCi(ROOGO) FRﬁCi(ZOEOOJ
1 L7076 vd 245 . 7215
2 L6061 6061 . 6137
3 L6263 6497 .6589
4 6778 .6851 7132
5 .6810_ .6810 L6810
6 .6169 .6196 .6232
7 L6418 .6516 .6588
8 .5093 .5296 .5465

5.5.2 'Yhe Problem Including Equity Constraints. Algorithm JNLSEL.

Again., atiention is focussed on expenditure in the region of
20,000 dellars. From Table 5.4, we note that the equity factor q
certainly cannot exceed .6469, and in fact should be rather less

because seme trade-off should occur between egquity and total return.

The algorithm JNLSEL was executed once, with a fixed budget of
$20,000, and produced output for 20 values of q ranging from .635
to .654, in increments of .001. Total CPU time required was
25 seconds, including input and output. Again, the variables were

already sorted in ovder of benefit/cost, before input.
The results are presented in detail in Tables 5.7 and 5.8.

%
Here, Z vrepresents Lhe best solution value found; OPT is the

u

*
ratio 2 /éopt.’

EX? is the total expenditiure required for that
solution; and FRACi, 1 =1, ..., M, have the same meaning as in

Table 5.6.
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Firstly, by giving an indication of the relative levels of
potential document exposure that can be acquired for any given
investment. This would provide a framework against which the serials

acquisition budget could be decided.

Secondly, by listing feasible sets of titles which, if acquired,

would constitute efficient subsecription policies.

Thirdly, by giving quantitative meaning to the concept of equity
in the provision of journal literature. Support of this nature could

be very valuable in discussions with heads of departments.

Finally, by providing a basis for comparison against which the

effectiveness of current policies could be evaluated.

There is no suggestion that output from the solution process
should provide an inflexible recipe for subgeription. Rather, the
results of analysis are intended only to provide quantitatjive support

for the librarian's decision-making.

It is likely that the present approach would be of greatest help
to the libraries of small provincial universities. Librarians in
such situations can be fzced with the problem of providing for just
as pgreat a diversity of subject interests as are the libraries of the
major universities, but on much smaller budgets. Hence their

selection problems are likely to be more critical.

So far as implementation of this approach is concerned, a number

of questions remain to be answered.

The major difficulty lies with tha collection of data relating

to journal productivities, As indicated in the text, there is
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proportion of all relevant articles that is actually acquired, is
taken to be the same for all departments. HNowever, there may arise
circumstances under which the librarian sees fit to weight the
dopartments differently. Such an approach should be quite feasible,

using the algorithms devcloped here.

We have considered ciuity requirements in relation to university
departments, rather than to individuals. Hence it is quite possible
that certain individuals could ultimately receive much better
treatment than others. Ar expanded problem which considers the
equity of individuals is certainly feasible in principle. However
the data requirements could be considerably greater. Also, specizal
gituations can occur, such as that of the individual whose requirements
can be almost wholly met by the acquisition of one title only, so that
in any given solution his equity will be either close to zero, or

close to 100%.

Since the evaluation of a journal is based on itse past
productivity, there seems to be no way in which new titles can be

incorporated in the present formulalion.

Finally, how often should the exercise be carried out? The
jmplication has been made that the analysis can provide an efficient
subgeription policy for the ensuing 'decision period', at the end of
which it is repeated, and appropriate changes are made. As time
passcs, there may be relative changes in journal prices and
productivities, and changes in users' interests. Thus a subscription
policy that was appropriale at one time might not be so suitable a
couple of years later. The librarian's perception of how quickly
circumstanaes are changing, and the effort involved in the exercise,

should determine the frequency with which the analysis is performed.
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