The maximum measured concentration of Pu at the ER-20-5 site is \( \sim 10^{-15} \text{ M} \). This value is lower than the solubility limits of \( 10^{-8} \text{ M} \) that have been experimentally determined for the Pu (\( \alpha \)) species likely to be present in NTS ground water. The calculated solubility limits \( (10^{-2} - 10^{-13} \text{ M}) \), obtained by assuming that Pu(\( \alpha \)) is in thermodynamic equilibrium with a solid Pu phase, bracket the maximum measured Pu concentration. It thus seems that the Pu concentrations in the ground water at ER-20-5 were too low to lead to the precipitation of a solid Pu phase. Our results indicate that <1% of the observed Pu is in the dissolved fraction of the ground water. This finding and the previously reported results of Pu sorption experiments are most consistent with Pu migrating as colloidal material and not as a dissolved phase. The concentration of Pu measured is small, and represents only a small fraction of the total Pu associated with the Benham test nuclear.

Based on 40 years of re-drilling underground nuclear test cavities and collecting melt glass samples for test diagnostics, it has been observed that the majority (\( \sim 98\% \)) of the refractory radionuclides (such as Pu) are incorporated into the melt glass that forms at the bottom of the test cavity. In field studies where ground water can be eliminated as a possible transport mechanism, radionuclides were detected at a maximum of a few hundred metres from the original detonation point, and were attributed to gas movement through fractures, or fracture injection of vaporized material at detonation time. The possibility that Pu from the Benham test site was blasted and deposited >1.3 km away, in two distinct aquifers separated by 300 m vertically and 30 m horizontally, seems highly unlikely. However, some fraction of the Pu may have been initially injected through fractures a few hundred metres and subsequently transported by ground water.

Molbo, Belmont and Tybo nuclear tests were all detonated after Benham. Although shock waves resulting from underground nuclear blasts can induce radial fractures out to a maximum distance of a few hundred metres (ref. 30), it is unlikely that these detonations blasted material from Benham to ER-20-5, as they were all smaller detonations and by inference shallower. In addition, Pu from these subsequent three tests was not detected in ground water at ER-20-5.

The high pumping rates (0.03 m \( ^3 \text{min}^{-1} \)) employed may create shear stresses sufficient to generate an increase in the concentration of colloids and thus prevent a quantification of the ambient colloidal load and, by inference, a determination of the minimum or maximum concentration of Pu in the ground water. But the isotope ratio of the Pu measured in ground water from ER-20-5 nevertheless clearly establishes that the radionuclide originates from a specific nuclear event, \( \sim 1.3 \text{ km} \) to the north. The present work thus demonstrates that Pu is not immobile in the subsurface, but can be transported over significant distances. Pu transport models that only take into account sorption and solubility may therefore underestimate the extent to which this species is able to migrate in ground water.
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process (recruitment by juveniles) as well as patterns of adult abundance, revealing the relationship between the two. We show that coral-reef assemblages that are similar in terms of abundance may nonetheless show profound differences in dynamics and turnover, with major implications for their ecology, evolution and management.

The continuous expanse of Australia’s Great Barrier Reef (GBR) provides a unique opportunity for exploring the effects of scale dependency in marine systems. The GBR Marine Park is the largest underwater reserve in the world, stretching over 2,000 km and comprising some 2,500 individual reefs separated by distances ranging from a few hundred metres to tens of kilometres. Understanding patterns of recruitment among reefs by larvae is crucial for managing this system. Previous studies of coral recruitment on the GBR have been limited to adjacent sites or to very few reefs, and have used a variety of techniques that preclude statistical comparisons at larger scales. Here we measured rates of recruitment on 33 reefs that stretch from 10° to 23°S (Fig. 1). We used a hierarchical sampling design to measure spatial variation in recruitment and adult abundance, at four scales spanning 5–6 orders of magnitude (Fig. 2). This approach provides a powerful framework for quantifying the proportion of the total variation among samples that is attributable to each spatial scale. We distinguish here between two ecologically distinct groups of corals: spawners and brooders. (Most corals on the GBR are spawners, that is, they release sperm and eggs simultaneously. In contrast, brooders release fertilized larvae. The dominant brooders on the GBR are three species of *Acropora* in the subgenus *Isopora*, and eight species of *Pocillopora*, *Seriatopora* and *Stylophora* in the family *Pocilloporidae*.)

The density of recruits varied at all spatial scales for both spawners and brooders, with distinctive patterns occurring in each group. Recruitment by spawners varied by more than 25-fold among sectors in both years, compared with a more modest five- to eightfold variation for brooders (Fig. 3). In year 1, the two types of recruit were equally abundant at the northern- and southern-most sectors (1 and 6, respectively), whereas spawners were 3–5 times more numerous elsewhere. In year 2, spawning recruits exceeded brooders in all sectors. For spawners, 52–55% (depending on the reef) of recruits were spawners, compared with 17–23% for brooders.

**Figure 1** Map of the GBR, indicating the location of 33 reefs at which recruitment and abundance of corals were measured. Eighteen reefs in six sectors were sampled in 1995/6 (year 1), and a further 15 reefs in 1996/7 (year 2). Sectors of the GBR are numbered 1–6 from north to south.
on year) of the variation in recruitment was attributable to the largest spatial scale (sector), reflecting the marked latitudinal differences in density (Fig. 4). In contrast, variability in recruitment by brooders among sectors accounted for only 25–29% of the total variation. Variability was low at the scale of adjacent reefs for both spawners and brooders (0–6% of the total variation for spawners, and 3–13% for brooders). At smaller scales within reefs, variation increased once more: 21–22% and 25–36% of the total variation occurred among sites on a reef for spawners and brooders, respectively. Finally, variation among replicate panels within sites accounted for 18–26% of the total variation in spawners, compared with 32–36% in brooders. The partitioning of variation among spatial scales was highly consistent over two years for both spawners and brooders (Fig. 4), despite a threefold difference among years in the total amount of recruitment (24.8 ± 1.1 (s.e.) recruits per panel in year 1 compared with 86.9 ± 4.2 recruits in year 2).

Recruitment by spawners varied most among sectors and least among reefs in both years (Fig. 4). This pattern is driven presumably by large-scale hydrodynamic or meteorological phenomena, such as the latitudinal gradient in water temperature along the east coast of Australia. At a much smaller scale, the mean number of recruits varied among sites by more than 200-fold for spawners and 100-fold for brooders in all sectors in both years. This level of variation (see also Fig. 5) is unlikely to have been due to spatial variation in mortality after settlement, as the panels were exposed for only 8 weeks and there were few signs of predation or competitive interactions on them (particularly on the undersurfaces of panels where the recruits were counted). We propose therefore that most of the variation in patterns of recruitment (Fig. 4) occurred at the time of settlement, at both large and small scales. Furthermore, the greater variation among reefs and sites for brooders (39% of the total variation in both years compared with 22–27% for spawners) is consistent with their generally shorter larval duration and lower levels of gene flow (refs 12–14 and D. J. Ayre and T.P.H., unpublished data).

Sectors, reefs, sites and panels that had large numbers of spawners did not necessarily receive large numbers of brooders (Figs 3, 5). Similarly, large-scale patterns of recruitment by reef fishes also differ among species (refs 15–16). These disparities have important implications for rates of re-colonization by different taxa after disturbances (for example, as a result of cyclones, mass bleaching or outbreaks of crown-of-thorns starfish), and for the design and management of coral-reef reserves. Clearly, sectors or reefs that are ‘sources’ or ‘sinks’ for one taxonomic group may show the opposite pattern for another, depending on factors such as stock size, larval duration, planktonic mortality, and settlement behaviour.

In contrast to patterns of recruitment, the abundance of adult spawning corals (number of colonies per transect) did not vary significantly among sectors or reefs (Fig. 3), with 91% of the total variation occurring among sites and among replicate transects (Fig. 4). Adult brooding corals varied threefold among sectors, accounting for 29% of the overall variation. As with spawners, the density of adult brooders did not differ significantly among adjacent reefs, and the remainder of the variation occurred at smaller scales. Spawners were more abundant than brooders in all sectors and on all reefs (Fig. 3). Nearly identical patterns were found for adult cover. These results show that the total abundance of adult spawning corals on reef crests along the GBR is relatively homogeneous among reefs and sectors, despite substantial differences in recruitment at large scales (Figs 3, 4). The same pattern occurs at an oceanic scale: corals in the Caribbean Sea can achieve high adult numbers and cover that are comparable to the GBR, yet rates of re-colonization there are ~2 orders of magnitude lower (typically <1 per panel after a few months). The lack of conformity between adult abundance and recruitment implies that rates of post-recruitment survival are higher in geographic regions or sectors of the GBR.

![Figure 2](image-url) A hierarchical sampling design used to measure spatial variation in the recruitment and abundance of corals in sectors along the GBR, each 250–500 km apart. Within each sector, we selected three mid-shelf reefs at random, separated by ~10–15 km (Fig. 1). On each reef, we chose four sites on the reef crest that were 0.5–3 km apart. Within-site variation at a scale of a few metres was measured among replicates (10 replicate panels for measuring recruitment, and 10 10-m-long transects for measuring adult abundance). Panels were deployed synchronously on mid-shelf reef crests (approximately 1 m below datum), ten days (~1) before the predicted annual mass-spawning of corals, and retrieved eight weeks later. Panels were unglazed tiles (11 × 3 cm) attached individually to the substratum by a bolt that held them 2–3 cm above the reef surface. Note that the panels were deployed on different reefs in separate years as our objective was to measure the effects of spatial scale rather than the predictability of recruitment at any particular site or reef. A total of 1135 panels were relocated and recruits on their undersurface were counted. Juvenile corals were identified to family or genus where possible, and classified as spawners or brooders. In year 1, the abundance of adult spawning and brooding corals was measured using ten 10-m-long intercept transects, placed alongside the recruitment panels. All colonies were identified, counted and measured to the nearest centimetre. The number of recruits each year, cover of adults and the number of adults were analysed separately for spawners and brooders using a three-factor nested analysis of variance, with sectors, reefs and sites as random factors. Heterogeneity of variances was removed using log (x + 1) transformations.

![Figure 3](image-url) Amounts of recruitment (number per panel) and adult abundance (number of colonies per 10 m transect) of spawning and brooding corals on reef crests in six sectors of the GBR (numbered 1–6 from north to south, see Fig. 1). Error bars indicate one standard error among replicate panels and transects.
that have fewer recruits. Comparative studies of recruitment and survival of reef fishes also support this hypothesis.\(^2,21\) Alternatively, spatial variability in recruitment could be effectively neutralized if locations that usually have small numbers of recruits occasionally receive a much larger input. Such a scenario should produce a multitude of cohorts that have accumulated over many years.\(^22–24\)

Large-scale variation in recruitment has profound implications for management of coral reefs. For example, the lower recruitment rates onto Caribbean reefs are likely to result in slower rates of recovery from natural or man-made disturbances than on the GBR.\(^25,26\) The high predictability in the number and cover of adult spawners at the scale of sectors and reefs on the GBR (Fig. 4) does not mean uniformity of processes (for example, recruitment and mortality) that control abundance. We conclude that management of natural resources based on sound knowledge of process and mechanisms will be far more robust than the traditional approach that has centred on monitoring patterns of abundance.
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Figure 4 Components of variation at four spatial scales. Variation in numbers of a, spawning recruits; b, brooding recruits; c, spawning adults; and d, brooding adults. The overall variation is partitioned among scales, and expressed as a percentage of the total. Bars with asterisks indicate the spatial scales where there is significant variation, that is, where substantial differences occurred among sectors, reefs, and/or sites (*, \(P < 0.05\); **, \(P < 0.01\); ***, \(P < 0.001\)). Pairs of adjoining bars for recruits in (a) and (b) are for two separate years, 1995/6 and 1996/7, and different reefs.

Figure 5 The correlation between recruitment of spawners and brooders (both log$_{10} + 1$-transformed), plotted here at the scale of individual panels (\(n = 1,135\) panels for two years combined; \(r = 0.27, P < 0.001\)). The correlation is significant owing to the large sample size. There was only a weak correlation between the two types of recruit at any spatial scale (site, \(n = 127, r = 0.27, P = 0.002\); reef, \(n = 33, r = 0.42, P = 0.014\); sector, \(n = 11, r = 0.53, P = 0.09\)).
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Differences between the left and right eye’s views of the world carry information about three-dimensional scene structure and about the position of the eyes in the head. The contemporary Bayesian approach to perception implies that human performance in using this source of eye-position information can be analysed most usefully by comparison with the performance of a statistically optimal observer. Here we argue that the comparison observer should also be statistically robust, and we find that this requirement leads to qualitatively new behaviours. For example, when presented with a class of stereoscopic stimuli containing inconsistent information about eccentricity of gaze, estimates of this gaze parameter recorded from one robust ideal observer bifurcate at a critical value of stimulus inconsistency. We report an experiment in which human observers also show this phenomenon and we use the experimentally determined critical value to estimate the vertical acuity of the visual system. The Bayesian analysis also provides a highly reliable and biologically plausible algorithm that can recover eye positions even before the classic gaze parameter recorded from one robust ideal observer. The disparity in position between left and right retinal images of a point in the field of vision can be used to determine the positions of the eyes in the head; g, the gaze angle of the fixation point from the median plane of the head, and d, the distance to the fixation point. It is often more convenient to use the alternative dimensionless parameters $\alpha = \frac{Ig}{d}$ and $\beta = \frac{Ig}{d}$, where $I$ is the interocular separation. Because the vertical component of disparity V depends on $\beta$, its analysis to describe the recovery of viewing parameters from V measurements is

The experimental tool we used to investigate V analysis is the induced effect. This is produced when one eye’s view of a frontoparallel plane is magnified in the vertical dimension. The effect is a perceived rotation of the plane about a vertical axis through an angle that is approximately proportional to the applied magnification. The size of the effect in human observers is consistent with their performing V analysis to derive an incorrect eccentric gaze position and interpreting H information accordingly. A convenient way to measure the induced effect is to have the observer vary a second magnification applied in the horizontal dimension which also produces a perceived slant about a vertical axis, an effect called the geometric effect. The horizontal magnification can be adjusted until the geometric and induced effects cancel and the surface appears frontoparallel.

Human and ideal observer performances were compared on this nulling task. The random-dot stimuli used were designed to probe the robustness of V analysis by using specified outlier populations. Half of the dots in the right image were given a vertical magnification $m$, selected from the range 0–12%, and the other half were given a vertical magnification $-m/2$ in the range 0–6%. As $m$ increased, the two populations of points were therefore consistent with increasingly different viewing geometries.

Figure 1 shows Monte-Carlo simulations of the performance of a non-robust and a highly robust ideal observer on the nulling task. Figure 1 shows Monte-Carlo simulations of the performance of a non-robust and a highly robust ideal observer on the nulling task. For an ideal observer, the nulling magnification required can be shown to equal its estimate of the viewing parameter $\alpha$, so estimated $\alpha$ values from both observers are plotted against magnification $m$.