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Abstract

Axial developments of the local void fraction, irfeecial area concentration and bubble Sauter
mean diameter were measured in subcooled boilowg @f water in a vertical internally heated annulus
using the double-sensor conductivity probe tectmigdeasurements were performed under varying
conditions of heat flux, inlet liquid velocity andlet liquid temperature. A total of 10 data setsrav
acquired. Based on these measurements with théopsedata obtained in the present test loop, the
influence of flow condition on the profiles of Idcawo-phase flow parameters was discussed. The
measured average void fraction and interfacial aeeentration were compared with the predictions b
existing correlations for drift-flux parameters amtterfacial area concentration. Also, the recently

proposed bubble layer thickness model in subcoodéithg was evaluated for the measurement data.
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g; interfacial area concentration
(O distribution parameter

Dy bubble diameter

Dy hydraulic equivalent diameter
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heater diameter

Sauter mean diameter
mass flux

gravitational acceleration
mixture volumetric flux
superficial gas velocity
superficial liquid velocity
boiling number

Jacob number
Reynolds number
subcooling number
Weber number

Zuber number

pressure

heat flux

inner radius of outer round tube
radius of inner heater rod

radial coordinate

temperature

weighted mean drift velocity
inlet liquid velocity

gas phase velocity

relative velocity

thermal equilibrium quality

axial coordinate

Greek symbols

a void fraction

AT inlet subcooling

AP pressure difference
Y7 dynamic viscosity
v kinematic viscosity
P density

o surface tension
Subscripts

crit critical

F friction

f

liquid phase



fi fluid inlet

vapor phase

h heating
m mixture
in inlet

1. Introduction

Accurate predictions of void fraction and interfcarea concentration in subcooled boiling
regime are essential for boiling water reactor (BVéRfety analysis. The void fraction affects thathe
transfer rate in the reactor core, the stabilityd ahe core reactivity. Also, the interfacial area
concentration takes a significant role in the eatiom of heat transfer capability, and is one & kKey
parameters in the current nuclear reactor safediysis codes such as RELAP5, TRAC, and CATHARE
in which two-fluid model is employed. In such codéee void fraction is solved as a dependent vigiab
while the interfacial area concentration shouldjiven as a constitutive relation. Currently, thieifacial
area concentration is implemented as flow regingeddent empirical correlation in most safety analys
codes with two-fluid model [1]. This approach, haeg does not mechanistically represent the changes
in interfacial structure and may lead to the nuoaroscillations in system behavior due to itsistand
flow regime dependent nature. Recently, the intéafaarea transport equation has been introduced to
improve the two-fluid model [2]. It can replace thraditional flow regime maps and regime transition
criteria. Thus, the interfacial area transport ¢iguais expected to contribute to a great improvetie
the predictive capability of code in safety anadysi

In order to develop a reliable interfacial areans$ort equation applicable to subcooled boiling
flow, fundamental experiments to obtain accurate dats for the distributions of local two-phasmenf
parameters are indispensable because the relatddl mevelopment and its validation depend on the
availability of quantitative information on the sudwled boiling flow field. Especially, in view ohé
importance to the interfacial area transport eguataccurate data sets on the local void fractiot a
interfacial area concentration are required inoussichannel geometries and flow conditions.

Over the past 20 years, extensive experimentaliestudn the local measurements of these
parameters in two-phase flow have been carriedHmiever, most of the studies have been restricted
an adiabatic bubbly flow due to the practical infpoce in many engineering applications. In subabole
boiling flow, most of previous works have dealt arstandably with the measurements of gross effects
rather than local effects. The earliest experiniergttempt the measurement of local void fractias Wy
Delhaye et al. [3]. They developed a fast micrastieouple that could enable the detection of thepwa
or liquid phase, and measured the local void fomcéind temperatures of liquid and vapor in steatemwa
flow. The local void fraction was estimated frone tprobability density function of the temperature
signals. Sekoguchi et al. [4] used the single-sensaductivity probe to measure both radial andalaxi
distributions of local void fraction in subcooleddalow quality boiling flow of water through cylindal

tubes. Hasan et al. [5] measured radial profilegaid fraction in subcooled boiling of R-113 thrdug



vertical annulus. The void fraction was measuredé loylindrical hot-film sensor. Roy et al. [6] maeesd

the local void fraction and the bubble size in sudded boiling flow of R-113 through a vertical arumsi

The void faction was measured by optical fiber probhe local interfacial area concentration wase als
estimated using the measured void fraction and leubize. Zeitoun et al. [7] also measured the void
fractions and mean bubble sizes at various axi@tions in subcooled flow boiling. The bubble mean
diameter which can be used to calculate interfamiah concentration was determined using high-speed
photography, and the void fraction was measured lsingle-beam gamma densitometer. Based on the
measured data, they proposed a correlation for nbedoble diameter. Recently, Garnier et al. [8]
performed the measurements of local two-phase fflarameters in R-12 flow boiling in a vertical chahn
The void fraction and interfacial area concentraticere measured by an optical probe. Also, Led.et a
[9] measured the radial profiles of local void fian and velocities of both phases in subcooledirpi
flow of water in a vertical concentric annulus wéthheated inner tube. A double-sensor conductpritpe

was used for the measurements of local gas phaameters.

As stated above, most attempts have been madédolotal measurement of void fraction,
whereas a few works have been done for the infatfatea concentration measurement in spite of its
crucial role in interfacial transfer mechanism. Eaver, the data on axial development of local tlase
flow parameters, which are very important to eveduthe interfacial area transport equation, are
extremely limited so far. From this point of vielhermal-hydraulics and Reactor Safety Laboratory in
Purdue University have been performing extensiveedrments to obtain accurate data sets on local
two-phase flow parameters in subcooled boiling f[d®]. As a continuation of this activity, this diu
also aims to construct a reliable database to mibgelnterfacial area transport mechanisms. Udieg t
double-sensor conductivity probe method, the adé@lelopments of local void fraction, interfaciatar
concentration and bubble Sauter mean diameter meesured in subcooled boiling flow of water in an
internally-heated annulus which is scaled-down fiepprototypic BWR. Combining these new data with
the previous data [10] obtained in the present exmamtal facility, the influences of inlet liquid
temperature, heat flux and inlet liquid velocity e distribution of local flow parameters are dssed.

In addition, the measured area-averaged void fmactind interfacial area concentration are compared
with the predictions using existing correlations deift-flux parameters and interfacial area corcaion.
Also, the recently proposed bubble layer thickmasslel [11] to formulate a one-dimensional interdci

area transport equation in subcooled boiling flewested to evaluate the applicability of the model

2. Experiments

The test loop of present experiment has been dagigm measure the relevant two-phase
parameters necessary for developing constitutivdetsofor the two-fluid model in subcooled boiling i
BWR. It is a scaled-down loop from a prototypic BWibased on proper scaling criteria for geometric,
hydrodynamic, and thermal similarities. Based angtaling method by Situ et al. [12], the loop getygn
and the thermal-hydraulic conditions in prototyBM/R and present scaled test loop were evaluateel. Th

results of evaluation are presented in Table 1 evllee subscript R denotes the ratio of the valoes f



present experiment to that for the prototype. I tdible, the typical ranges of the similarity pagtams
covered in the present experiments are also taalili the present test loop, the geometrical anityl is
almost preserved, but the hydrodynamic and thesimallarities are not preserved due to the limited
capability of the experimental equipment. Howewsnce the geometrical similarity is preserved, the
obtained data would provide the information on gehbasic flow characteristics in the channel a& th
BWR core.

A schematic of the test loop is shown in Fig. 1e Tésst loop mainly consists of a test section, a
main tank and a circulating pump. The main tanldedhe subcooled water, and has a cartridge heater
and heat exchanger to control the inlet subcoadhtest section. Distilled and degassed water ftioen
main tank is pumped by a positive displacement putopis through a magnetic flow meter and is then
divided into four separate lines. Each line runsatéitting that is connected to the bottom of tkeett
section. The test section contains a heated segtleere subcooled boiling occurs. The two-phase
mixture at the test section outlet flows back tiglnaseparation tank to the main tank. The test sedion
a vertical concentric annulus that is formed byamgparent polycarbonate tube of 38.1 mm ID on the
outside and a cartridge heater of 19.1 mm OD oririgide. The heater has an overall length of 260 m
with a heated section of 1730 mm in length. The imam power of the heater is 20 kW which
corresponds to a maximum power of 0.193 MW/the details of the experimental facility are dised
in the papers of Situ et al. [10, 12]

The test section inlet temperature was measuredl thgrmistor probe with a sensor accuracy of
% 0.1°C. The volumetric flow rate entering the test smttivas measured by a magnetic flow meter. It
has an accuracy oft 1% full scale reading. The differential pressurénseen the inlet and outlet of the
test section was measured by a differential pressall with an accuracy oft 1% full scale reading.
Heat flux was calculated from the power appliedh® heater rod and the heated surface area, and the
accuracy of it was estimated to hie 1% of the rated heat flux.

The local two-phase parameters were measured jotligle-sensor conductivity probe method.
The details of the method are given by Hibiki et[&B]. The measurement accuracies for void fractio
and interfacial area concentration were estimatedbé * 12.8 and * 6.95, respectively. The
measurements were taken at four axial locatiors/bf; = 31.3, 52.6, 68.7, and 89.4. At each axial plane,
the probe was traversed betwadfR-R;) of 0.05 and 0.90 to obtain the radial profileslatal flow
parameters. Herg, andDy, are the axial distance from the beginning of mgasection and the hydraulic
diameter, respectively, amgdR, andR, are the radial location measured from the heaidace, the inner
radius of outer tube, and the outer radius of hieath respectively.

Experiments were carried out at different levelfiedt flux, inlet liquid velocity and inlet liquid
temperature. The system pressure was maintainenaispheric pressure. For the determination of
experimental conditions, the experimental rangegrefious works on local measurements in subcooled
boiling flow were examined. Table 2 summarizes geemetries and experimental conditions of those
works including the present experiment. Also, tRpegimental ranges which have been covered by some

experiments in Table 2 are represented in Fig. @&&the data are shown in the plane of Jacob nuatber



measuring position versus inlet liquid Reynolds hem The Jacob number at measuring position could
not be calculated for some experiments in Tablds, only data in which Jacob number can be
calculated are shown in the figure. Except for Garmet al.’'s work [8], test conditions of previous
experiments were limited to low flow ranges compangth the condition of the prototypic BWR shown
in Table 1. Also, it was found that most experinaémtorks have not been performed in a system sc¢aled
a prototypic BWR. The experiment of Garnier eff8).was intended to construct the database to bd us
for development of models which describe the bgitimo-phase flow in pressurized water reactor (PWR)
condition. From these considerations, the flow esngf present experiment were extended to higber fl
up to the inlet liquid Reynolds number of 1.27%i0order to approach the typical condition in ptgpic
BWR within the capability of experimental equipme#t total of 10 data sets were acquired. The
experimental conditions are given in Table 3 whgteT;,, v, AP andP;, are, respectively, the heat flux,
the inlet liquid temperature, the inlet liquid veity, the pressure difference between inlet andeguhe
inlet pressure. The experimental conditions of ®itual.’'s works [10] are also tabulated in the eabl
Those data will be used later in explaining theeshefency of the distribution of local flow parameter

flow condition and evaluating the existing models.

3. Resultsand Discussion
3.1 Void fraction

Fig. 3 shows various profiles of the measured leoa fraction,a, in which some data sets by Situ
et al.'s work [10] are also included. The graphghia figure are organized to understand the effetts
heat flux, inlet liquid temperature and inlet liquielocity. In each graph, the radial profiles @¢dl void
fraction at a fixed axial location are representBuke graphs in the first, second, and third rowsasthe
void fraction profiles measured afDy = 52.6, 68.7 and 89.4, respectively. Thus, thalalévelopment
of the void profile can be seen by comparing thepbs in each row. The effect of heat flux on thavo
fraction profiles can be seen in the first columeve the inlet liquid temperature and the inletilig
velocity keep being constant. The second and tteidmns also show the dependencies of void profiles
on the effects of inlet liquid temperature andftifiiguid velocity, respectively. In some componégtres,
some data sets are not shown, which means thaibideowas detected.

As shown in the first column of the figure, the didraction not only increases in value, but also
propagates along the radial direction as the Haatifcreases. The radial locations of maximum void
fraction move towards the outer wall as the flowaleps along the axial direction. At lower axiahpé
of z/Dy = 52.6 where the bulk subcooling is higher, thakpeoid fraction is observed near the heater
surface explicitly due to a large number of bubldeserated from the nucleation sites on the heater
surface. On the other hand, the location of maxinuaid fraction shifts to near-center of flow cross
section at higher axial plane where the bulk suligds lower. In lower bulk subcooling conditiomore
bubbles can survive condensation while migratirgata the outer wall, which can causes large bubbles
near the center of heater surface and outer wabuiple coalescence. The degree of shifting by the

decrease of bulk subcooling is shown to be morequmced in low flow condition of; =0.5 m/s than in



high flow condition ofv; =1.0 m/s because the axial increase of bulk teryeras larger for lower flow
condition at same heat flux conditions. For thevftmndition of ofq”=99.2 kW/nf, Tix=98 °C, v;=0.5 m/s,
the significant slug/cap bubbles were detected/&; = 68.7 and 89.4. This fact indicates that large
slug/cap bubbles were formed by bubble coalesc&inee local void fraction is governed by bubbleesi
and bubble number density, this means that thé ahifeak void fraction toward outer wall is maimye

to the grown bubbles by bubble coalescence. Thetsfbf inlet temperature and inlet velocity casodie
seen in the second and third column, respectivdljower inlet temperature and lower inlet velocitige
condensation rate is smaller and more bubbles\airfis such, the local void fraction grows with the
decrease of inlet temperature and inlet velocity.

Fig. 4 shows the axial development of the areaamest void fraction, &> as a function of the
thermal equilibrium quality. The thermal equilibmuguality was calculated by the heat balance adhass
channel assuming no heat loss. The symbols in4rigdicate the experimental data, and the solid and
broken lines denote the average void fractionsutated by the drift-flux model proposed by IshiB]1
and Hibiki et al. [11] which are listed in Table s expected, the average void fraction increakama
the flow direction due to the increase of nucleabedbles on the heater surface, the decrease of
condensation rate and the contribution from upstreegion. The figure shows the typical average void
fraction development in subcooled boiling flow wiadine low void fraction region is followed by thigim
void fraction region in which the average void ffan increases significantly. At about less tharfd®f
average void fraction, the rate of increase of ayewoid fraction is small. Above 10 %, the average
fraction increases at a higher rate. For the flowditions ofq”=99.2 kW/nf, T;,=98.0°C,v;=0.50 m/s at
z/Dy = 68.7 and 89.43=150.0 kW/nj, T;n=99.0°C,v;=1.00 m/s at/Dy = 89.4, andy"=193.0 kW/n,
T,=95.0°C,v;=1.00 m/s at/Dy = 89.4, the average void fractions are too highafsubcooled boiling
flow, and the corresponding thermal equilibrium|gies are high. These indicate that the boilingimees
are around the saturated bulk boiling flow for #nélsw conditions, and also significant slug/capbles
were observed. Especially, for the flow conditidngd=99.2 kW/nf, T;,=98 °C,v;=0.5 m/s atz/Dy =
89.4, the thermal equilibrium quality is 0, whidtosvs that the boiling regime reaches the saturaid
boiling.

The average void fractions for data sets in TablgeBe compared with the predictions by several
existing correlations which are based on the drift-model. The drift-flux model is expressed alidas
[14].

<

>
_ 9 =-C<i>+V.
<a> 17V (1)

In Eq.(1).jg j» Co andVy; are the superficial gas velocity, the mixture voddric flux, the distribution
parameter and the void-fraction-weighted mean dvi#tocity, respectively, and < > denotes the
area-averaged value. The distribution parameterth@d/oid-fraction-weighted mean drift velocity are

defined as follows.
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If the distribution parameter and the weighted meaft velocity are given, the average void fraatican

be calculated from Eqg. (1) with measured supetfigés velocity and physical properties. In thisdgtu
six correlations for distribution parameter and gitéd mean drift velocity [11, 14, 15, 16, 17, 18]
were evaluated to examine the applicability of éhosdels to subcooled boiling flow. They are listed
Table 4. Among them, the models of Kawanishi et[&F] and Chexal et al. [18] were empirically
developed based on the large database obtainemiénrange of pressures, flows, and void fractians f
steam-water flow. Their models were developed Hjin§ the average values from the global
measurements. Hibiki et al. [11] have developed distribution parameter considering the effect of
channel geometry in boiling flow. Using the voidadtion data obtained from local measurements in
subcooled boiling flow, they proposed the distribatparameter applicable only to a boiling flowan
internally heated annulus.

Fig. 5 shows comparisons between the experimelattal and the predictions by the various
correlations in Table 4. In the figure, the distitibon parameter is also compared because it is more
dominant than the drift velocity in the determinatiof average void fraction. On the other hand,|&§ &b
shows the average deviation between the predietimwhthe data and the applicable geometry for each
correlation. The prediction error foo andC, are defined as

= |< a >mea -<a >cal| ><100

< a >mea (3)

Prediction error for< a > [%]

Co,mea - CQ cal

Prediction error forC, [%] = x100. 4

By averaging the prediction errors for whole déta,average deviation is obtained.

The experimental distribution parameter can berdeted from Eq. (2), provided that the
local void fraction and the local gas and liquidoeities are available. In this study, since ncaldijuid
velocity data are available, the profile of the tane volumetric flux in the estimation of distrifmm

parameter using the measured local void fracti@p@oximated by
._n+1 . 2r |
J T<l >{1“1‘ } (5)

R-R
The exponentn is assumed to be 7 in this study [11].

In the processing of present experimental datay tré velocity signals from the spherical
bubbles were collected. Because the slug/cap bsiilde faster, the superficial gas velocity usethi
calculation should be lower than the true gas wlpwhich causes the under-estimation of averamjd v
fraction. Thus, the data sets which include sigaiit slug/cap bubbles were excluded in the comparis

As shown in Fig. 5, most of the correlations predie present data well for average void
fraction higher than about 1 %. However, for averagid fraction lower than about 1 %, only the nede

of Hibiki et al. [11] and Ishii [19] could predithe measured data with a good accuracy. For Cletxal



al.’s model [18] which satisfies the limiting cotidn on the distribution parameter at near-zeraueaf
void fraction, the dependency of the distributicargmeter on void fraction is too strong in low void
fraction region and the distribution parameterighly under-estimated leading to overestimatiovatl
fraction. Also, for other models, the distributiggarameters are over-estimated, which causes the
underestimations of void fractions in low void fiiaa region. Generally, the distribution parameter
depends on channel geometry. The effect of chagemhetry on distribution parameter may be attrithute
to the difference in the position where void pegkappears between flow channels. For boiling in an
internally heated annulus, the void peak exists tieawall of the inner heater rod, whereas fooand
tube, the void peak appears near the wall of the.tAs indicated by Hibiki et al. [11], the efféststrong

in low void fraction range. Using the data obtaifiedn profile measurements of local void fractionain
internally heat annulus, they correlated the distion parameter. On the other hand, the correiathy
other investigators have been developed basedeodata obtained in round tubes and/or tube bundles.
Also, the weighted mean drift velocity by Ishii [I®as been confirmed experimentally that the madel

be applicable to developing bubbly flow [20]. Asckuthe models of Hibiki et al. [11] and Ishii [19]
reproduce the present data very well. Also, Figodfirms that the models predict the experimenghd

very well except for the conditions where the digant slug/cap bubbles were detected.

3.2 Bubble layer thickness

Subcooled boiling can be characterized by the ext& of two distinctive flow regions, a bubble
layer as two-phase region and a subcooled liquitbre Considering the boundary between the bubble
layer and subcooled liquid regions to be the imtetion of the abscissa and zero value of void ifvact
Fig. 3 shows that the bubble layer thickness irsreavith heat flux and inlet temperature, and desae
with inlet liquid velocity. To predict the one-dim&onal interfacial area concentration mechaniyica
the subcooled boiling flow, Hibiki et al. [11] hawgtroduced the bubble layer thickness model tadavo
many covariances in cross-sectional averaged auialf transport equation, and then formulated the
one-dimensional interfacial transport equation laytiioning a flow region into two regions; boiling
two-phase (bubble layer) region and liquid singh&ge region. In the model, the square void pedkan
bubble layer region was assumed to predict the leubier thickness of the subcooled boiling floviheT
bubble layer thicknesses were derived analytidallgn annulus in terms of the distribution parameted
the geometrical parameters of flow channel. Soptiteble layer thickness can be estimated providad t
the distribution parameter is given. They also psmul the distribution parameter which is presemed
Table 4. In this study, the present data are coaapaith the predictions by the bubble layer thidse
model in order to evaluate the model. Typical rssate shown in Fig. 6. In the figures™ “ A" and
“e"indicate the measured void fraction profiles, d@hd solid lines with hatched area are the calcdlate
void fraction profiles by the model. It can be sdbat the bubble layer thickness model assuming the
square void peak near a heater surface can apmteithe measured void fraction profiles reasonably
well. Thus, the bubble layer thickness model isstaered to be applicable for predicting the bubbéyer

thickness to be used in the formulation of the dimensional interfacial transport equation in sued



boiling flow.

3.3 Interfacial area concentration

Fig. 7 shows typical profiles of the measured locdérfacial area concentration (IAC). The
experimental condition in each graph of the figiwsame as that in the corresponding graph in Fig.
Because the double-sensor conductivity probe metvaxideveloped under the assumption of spherical
bubble shape [21], the measurements of the lotelfatial area concentration and bubble Sauter mean
diameter are generally not accurate for cap or blugples. For data sets in Fig. 3, significant &lag
bubbles were observed in the flow conditions| 6f99.2 kW/nf, T;»=98.0°C,v;=0.50 m/s at/Dy = 68.7
and 89.44"=150.0 kW/ni, Tx=99.0°C,v;=1.00 m/s atz/Dy = 89.4, andy’=193.0 kW/nf, T;»=95.0°C,
v;=1.00 m/s atz/Dy = 89.4. Thus, the corresponding data are not shiowig. 7. Accordingly, the
Sauter mean diameter data for such conditionsatrehrown in section of 3.4.

As shown in Fig. 7, the local interfacial area camtcation distributions exhibit similar trends teet
local void fraction distributionsI'he local interfacial area concentration reaches®imum at about the
same location as the void fraction peak. The iatéal area concentration is as high as 1100near the
heater surface, which indicates the high heat teanate associated with the subcooled boiling red
convection of the bubbles because the local tratspd mass, momentum and energy are proportianal t
the interfacial area concentration. The interfageta concentration depends on the bubble number
density and the bubble size. Considering the radbtismall change in bubble sizes compared with the
change in interfacial area concentrations (seelEjg.the major cause for the high interfacial area
concentration in the vicinity of the heater surfécéhe presence of many bubbles generated onetiuerh
surface. As the bulk subcooling increases alongrakiél direction, the bubbles are condensed aad th
interfacial area concentration decreases alongrddel direction. As can be seen in the figure, the
influences of flow conditions on the interfaciakarconcentration are similar to those on the w@idtion,
that is, the interfacial area concentration grovith \&n increase of heat flux, an increase of ikitgtid
temperature, a decrease of inlet liquid velocity arflow development along the flow direction.

As can be seen in Table 2, the flow range of piteegperiment covers up to 2 m/s of inlet liquid
velocity which is very higher than those of prexd@axperiments that have been performed in low press
conditions. It is expected that the local interddGrea concentration near the wall of heater sarfa
high flow condition will be higher than that in loflew condition for the same local void fractiondaeise
the higher turbulences induced by wall and bubbtadd enhance the bubble breakup. This is shown in
Fig. 8 where the local interfacial area concentrediatz/Dy = 89.4 of Fig. 7 are plotted against local
void fractions. The local interfacial area concatitms are shown to increase slightly with inleguld
velocity for the same local void fraction. Howevestrong dependency of local interfacial area
concentration on liquid flow is not found for tHewi range of present experiment.

Fig. 9 shows the axial development of the areaamest interfacial area concentratiom><as a
function of the thermal equilibrium quality. Thensols in the figure indicate the experimental data]

the solid and broken lines denote the area-averagedacial area concentrations calculated byntioglel

10



proposed by Hibiki et al. [24] which is shown inbla 6. The trend of average interfacial area
concentrations is shown to be similar to that afraged void fraction. It is expected if considerthg
similarity in the profiles of local void fractionnd interfacial area concentration. The area-average
interfacial area concentration increases mainlg assult of more phase change along the flow daect
because the pressure drop along the flow chanrelesa than 0.03 MPa as indicated in Table 3.

The average interfacial area concentrations withbbuflow regime for data sets in Table 3 were
compared with the predictions by several existingralations. Even though many correlations were
proposed for adiabatic two-phase flow, the coriefst based on steam-water data have been limited so
far mainly due to the lack of experimental dataitdden et al. [22] have evaluated the available
correlations developed on the basis of adiabaticligaid flow. They compared the predictions bygbo
correlations with the data obtained in steam-waterdensing flow. It was shown that those correfetio
were unable to predict their measured data acdyratethis study, four existing correlations [72,23,

24] were evaluated to examine the applicabilitytafse models to subcooled boiling flow, which were
developed based on steam-water data or could HiEapp to developing flow. They are listed in Tabl
6.

The model of Zeitoun et al. [22] was developed Haee the data obtained in the subcooled
steam-water flow in an unheated annular test seclibey also found a strong dependency of inteafaci
area concentration on void fraction and proposexdhem form of simple correlation as a function ofd/
fraction only. Zeitoun and Shoukri [7] measured thierfacial area concentration in subcooled bgilin
flow in a vertical annulus using the high-speedeaidystem. Considering the effects of heat fluxsama
flux and liquid subcooling, they developed the etation for mean bubble diameter which can be
expressed as the equation in Table 6 using thewisl geometric relation between the interfaciaaar

concentration, &>, the void fraction, &> and the Sauter mean diameted,>.

<D, >=6<a>/<a > (6)

Hibiki and Ishii [23] developed a semi-theoreticabdel from the interfacial area transport equatmn
predict the interfacial area concentration of adimb gas-liquid flow. They validated the model for
extensive range of channel geometries, flow comadiitiand physical properties. Although the model was
developed based on the data which were obtainedruhd fully developed adiabatic flow conditione th
correlation deduced the flow parameter dependendaterfacial area concentration from the intedhci
area transport equation considering the hydrodymasffiect. Thus, in view of the importance of the
interfacial area transport equation, their modeb wested to check the applicability to the subabole
boiling flow. Recently, Hibiki et al [24] proposede model which could be applicable to the predictf
interfacial area concentration in subcooled boiflogv. Using the available subcooled boiling dadtey
modified the previous correlation [23] to extend #pplicable range to the subcooled boiling flow.

Fig. 10 shows comparisons between the experimelatal and the predictions by the correlations
listed in Table 6. Also, Table 7 shows the averdgeation between the prediction and the data bad t

applicable geometry for each correlation. The mtgati error for «> is defined in the same way as Eq.

11



(3), and the average deviation is obtained by ayegathe prediction errors for whole data. The niade
Hibiki et al. [24] predicts the measurement datdeqwell, which also can be seen in Fig. 9. Ondtieer
hand, Hibiki and Ishii’ model [23] predicts the dateasonably well. However, the interfacial area
concentrations are underestimated for very low \Voattion range, and overestimated for high void
fraction range. As pointed out in the study of Hilat al. [24], this error was caused by the apjnation

for dependency of interfacial area concentratiowaid fraction, which was found to be differentlweéen
adiabatic bubbly flow and subcooled boiling flowsibg the data [10] obtained in subcooled boilirogl
they determined the proper void fraction dependesplicable to subcooled boiling flow. Actually,
above two correlations were derived from the iateid] area transport equation based on the assumpti
that the increase rate of bubble number densitytdumibble nucleation and the decrease rate oflbubb
number density due to bubble condensation are ZEm® assumption can also be regarded as the
equivalence of contributions by bubble nucleatiod aondensation. Thus, the fact that above coioekat
works well implies the bubble condensation effemhpensates for bubble nucleation effect in subabole
boiling flow for the experimental conditions in Tlab3. The correlation of Zeitoun and Shoukri [7]
underestimates the measured interfacial area ctratiens. Their correlation was developed on th&sha
of measured bubble size in low flow condition conggbwith the present experiment as shown in Table 2
They observed that the bubble coalescence wassifisshdownstream of the net vapor generation point
and was caused by the increase in bubble size allolé growth-collapse period. This observation may
imply that many large bubbles like slug bubblestd along with small bubbles near the heater cairfa
in that region. The existence of slug bubbles caulseer interfacial area concentration for the same
average void fraction when compared with that ibldy flow regime. In the present experiment, the
interfacial area concentration was acquired onlypumbbly flow regime. This difference can be partly
attributed to the underestimation of the preserta.ddhe correlation of Zeitoun et al. [22] also
under-predicts the data. In condensing flow in aheated annulus, there are no small sizes of dafach
bubbles which cause large local interfacial areaceatrations near the heater surface. In additiom,
maximum bubble size observed in their experimers imathe order of 7 mm which is larger than the
bubble sizes in the present experiment (see FigTlie lower prediction by the correlation basedton

data obtained in condensing steam-water flow caralbsed by these considerations.

3.4 Sauter mean diameter

Fig. 11 shows the profiles of measured local bulgdeter mean diametdds,, The experimental
condition in each graph of the figure is same as itihthe corresponding graph in Fig. 7. As showthe
Fig. 11, the changes in the Sauter mean diametditgsr are relatively small compared with the chesg
in the void fraction and interfacial area conceliraprofiles. The Sauter mean diameter increasas n
the heater surface and then decreases as bubblestoveard the outer wall. Near the heater surfdue,
bubble size increases due to the bubble growttherheater surface and the bubble coalescence away
from the heater surface. The bubble size decrehsedo the condensation as bubbles move toward the

subcooled liquid region. As the average void fiatincreases, the radial profile of Sauter meamdiar

12



tends to be uniform. For high average void fractonditions where the bubble layers extend to chlann
outer wall, the bubble diameters near the outel aval about 2 mm independent of flow conditionsisTh
implies that the bulk temperature is around satmgemperature and bubbles would not condense, Als
as can be seen in second graph of third row inHigthe profiles of Sauter mean diametev;a2.0 m/s
are nearly uniform when compared with those fordoinlet liquid velocity than 2.0 m/s. The bubble
breakup in the bubble layer seems to be more daomnit@n the bubble coalescence at this high flow
condition. The effects of flow conditions on thelia profile of Sauter mean diameter is similathose
on the void fraction profile. The bubble Sauter mehameters increase with the heat flux and inlet
temperature, and they decrease with the inletdig@locity. Sauter mean diameter also increasagyalo
the flow direction. The bubble coalescence andbiligble expansion due to the local pressure reductio
contribute to the growth of bubble size along tbe/fdirection.

The area-averaged Sauter mean diameter can bdataitusing models listed in Table 6 since the
area-averaged Sauter mean diameter is given by6lEqThe experimental data with bubbly flow regime
in Table 3 were compared with the predictions by thodels in Table 6 and Eqg. (6), and the average

deviations are represented in Table 7.

4. Conclusions

Fundamental experiments for obtaining an accuratewledge of distributions of local
two-phase flow parameters are essential for theeldpment of a reliable interfacial area transport
equation. From this point of view, the axial dest®ent of local void fraction, interfacial area
concentration and bubble Sauter mean diameter meesured in a BWR-scaled vertical annulus for the
subcooled boiling flow of water. At atmospherictgys pressure, the local measurements were performed
at four axial locations af,/Dy of 31.3, 52.6, 68.7, and 89.4 as well as radizdtions between/(R-R,) of
0.05 and 0.90 using the double-sensor conductprtpe method. A total of 10 data sets were acquired
under four heat fluxes of 50, 100, 150 and 193 k¥Vthree inlet liquid temperatures of 95, 98 and@9
and three inlet liquid velocities of 0.5, 1.0 an@ 2n/s. From the scaling consideration for a prqutiot
BWR, the flow range of present experiment was ejedrio 2.0 m/s.

Combining these measurement data with the previdas [10] obtained in the present
experimental facility, the influences of flow cotidns on the radial profiles of local two-phasewflo
parameters and their axial developments were disclis

The measured area-averaged void fraction and &ui@ifarea concentration were compared with
the predictions by the existing correlations fafteftux parameters and interfacial area concemiratSix
correlations for drift-flux parameters were evahdhtto examine the applicability of those models to
subcooled boiling flow. Most of the correlationggict the data well for average void fraction higthan
about 1 %. However, for average void fraction lotem about 1 %, only the models of Hibiki et 41]
and Ishii [19] could reproduce the measurement dath The prediction accuracies of the models were
estimated to bet8.4 % for average void fraction antB.5 % for distribution parameter. For the

area-averaged interfacial area concentration, dgisting correlations were evaluated. Among the etgd
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only the semi-theoretical model of Hibiki et al.4]2could predict the measured interfacial area
concentrations quite well for the entire testeddvioaction range with the accuracy«i3.4 %

The bubble-layer thickness model for the subcobleiting in the internally heated annulus was
also compared with the experimental data. The modeld approximate the bubble-layer thickness for

the subcooled boiling flow in an internally heatethulus reasonably well.
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Table 1. Prototypic BWR conditions and experimentaiditions in the present experiment

Quantity Prototype Present experiment
Pressure (MPa) 7.17 0.101
Saturation TemperaturéQ) 287 100

Heater Diamete),,q (M) 0.0123 0.0191
Hydraulic DiameterDy (M) 0.0150 0.0191
Heated Length (m) 3.81 1.73
Heater Power (kW) 77.2 20.0

Heat Flux (KW/m) 526 193

Bubble diameter, (mm) 3.18 5.01

Dy/Dy 0.212 0.263

Bubble Rise Velocityy, (m/s) 0.172 0.222

Liquid Inlet Velocity,v; (m/s) 1.93 0.502 ~ 2.02
Reynolds Numbe\ge 2.24x10° 3.16x10°~1.27%10°
Weber NumberNye 4.00 4.00
Subcooling Numben\s;, 0.650 19.1 ~32.2
Zuber (Phase Change) Numbsy, 4.72 10.6 ~42.2
Inlet Subcooling {C) 9.49 7.96 ~14.6
(Do/Drodr 1.01

(Dy/Dr)r 1.24

(Nwar 1.00

(VelVi)R 1.23 ~4.96
(Nsudr 29.3~49.5
(Nzo)r 5.83~16.7
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Table 2. Experimental works on local measuremenssibcooled boiling flow

_ Geometry _ q” G ATsup Vi
Investigators luid N
Dy (mm) (kPa) (kw/m®) (kg/nfs) (°C) (m/s)
Circular
Sekoguchi et 11.0, W 137-196 47-163 295-669 15.0-55.0 0.31-0.71
ater
al?[4] 13.6, 196-1570 116-465 318-1815 11.0-98.0 0.38-2.10
15.8 785 291-1745 898 15.0-97.0 1.00
Hasan et al. Annular
R-113 184-253 42-140 579-801 20.0-37.0 0.40-0.56
[5] 22.2
Annular
Roy et al. [6] — R-113 269 79-126 579, 801 29.8-37.1 0.41,0.56
Zeitoun et al. Annular
Water 117-168 287-706 151-412 11.6-31.1 0.16-0.43
[7] 25.4
Garnier et af. Circular
R-12  1458-3010 58-135 1007-5060 - 1.05-4.30
[8] 19.2
Annular
Lee et al. [9] 185 Water 100-153 88-351 470-1061 10.2-21.4 0.50-1.10
) Annular
Situ et al. [10] 191 Water 110-128 99-151 475-1184 8.3-13.1 0.50-1.24
Present Annular
) Water 110-131 50-193 478-1917 8.0-14.6 0.50-2.02
experiment 19.1

& Inlet subcooling is not available
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Table 3. Experimental conditions

Set q” Tin Vi AP Pin
(KW/m?) (°C) (m/s) (kPa) (kPa)

1 98.7 95.0 0.665 22.1 129.1
2 99.6 95.0 0.970 16.8 132.2
3 101 95.0 1.190 12.7 134.4
4 151 95.0 0.662 29.9 129.1
5 149 95.0 0.994 20.1 132.1
Situ et al. [10] 6 150 95.0 1.240 21.0 132.9
7 150 98.0 1.230 20.6 135.8
8 151 98.0 0.987 19.9 133.6
9 98.1 98.0 0.997 20.2 133.1
10 99.2 98.0 0.502 16.5 126.2
11 99.6 95.0 0.498 19.1 128.2
12 193 95.0 2.016 23.7 141.3
13 193 98.0 1.999 24.6 146.3
14 193 99.0 1.993 24.6 148.1
15 150 99.0 1.988 25.1 145.0
Present 16 193 95.0 1.004 20.7 132.3
experiment 17 50.0 99.0 1.000 21.5 131.9
18 100 99.0 0.996 21.1 135.0
19 150 99.0 0.995 215 136.8
20 50.0 98.0 0.502 20.8 128.4
21 50.0 99.0 0.505 20.2 129.2
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Table 4. Existing correlations of drift-flux pararaes

Investigators

Correlations

Ishii [19] and
Hibiki et al. [11]

C, = (1.2— OW)[ + eX[é— 3,1@)0-212)]

14

olo. -

ng:ﬁ(w] (1—(0'))1'75 for bubbly flowregime
f

Chexal et al. [18]

C,6=C, for vertical stearr water flow
1-exptC, <a>)
1-exp(C,)

Cou= LITK,+A-K)) <a >], L:[

C, = 4P I[P, - P, K= B+(1- 5)(%]

f
r=@1+157p, lp; )/(=B,), B,= min(0.84 )
A =1/[1+ expt Re/60000)]
Re=Rg, if Reg>Rg , Re Reif Re Re
Vg =V G for vertical flow

v 14{%1 ceo

av
f

for Re,2 0C,= (k<a >}, for Rg< 0G,= min(0.7,(d<a > °f°
for p, / p,<18 C,=0.4757[Inp, fo, )}’

for Re;>18 C,=1if C;2 1, Kl-exp[-C;/(1-C,)]} if C;<1
C,=,[150/(p, Ip,)

C,=1if C,21 1/[1- exp¢tC; )] if C,< 1

C,=(D,/D,)*®, C,=C,/1-C,), D,=0.09144m

C,=max(0.5, 2expt Re /60000]) for upflow

Kawanishi et al. [17]

C,=1.2-0.2/p,/p; for<j>> 0

0.5

D _

v, =o.35{w] for P< 15MPa< j>> 0.24D< 0.0
P

Beattie et al. [16]

-0.237
C,=1+2.6/f, f=552% 10’{56} + 88 I0

f

GE [15]

Zuber and Findlay [14]

Y4
oo —
v, :1_4[%2109)] for bubbly flow
P
G =11 for<a>< 0.65
(o, -p) )"
v, zg(uJ for <> < 065
Jer
C,=1.13
(o, -p) )"
A =1.4J{—g 2 Py J
Jer
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Table 5. Prediction error and applicable geomedryekisting correlations of drift-flux parameters

Correlation Average deviation Average deviation ]
Applicable geometry
for <a > for C,
Ishii [19] and
o +8.40% +8.50% annulus
Hibiki et al. [11]
Chexal et al. [18] + 34.5% +35.7% pipe, bundle
Kawanishi et al. [17] +20.5% +37.8% pipe
Beattie et al. [16] +30.2% +53.5% pipe
GE [15] +32.5% +30.4% pipe, bundle
Zuber and Findlay [14] +21.3% + 30.4% pipe
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Table 6. Existing correlations of interfacial acncentration

Investigators

Correlations

Hibiki et al. [24]

— 0.335 0.830 0.239p\ - 0.138
N, =3.68NX¥ < g >080 N o=\

Y3, 43
Lo <5> Lo Ps
N, =<g>Lo N, =—, N, =———, =—
E] DH € Vf I\/L pg
Lo= L
ghp

@=0i)es{-an, ) -2) - ef-an., )

z
A=0.000584

Hibiki and Ishii [23]

N, =3.02N%*< g > No=*

Zeitoun and Shoukri [7]

)1.326

149.2(pf/,0g

04877 16
Ng, 'N

0.324
NRef NJa +

< a o 6<qag> Re¢
Jo/gbp 0.0684p, /p,)""
. 0.55 01
Zeitoun et al. [22] <g >=3.24<q > ( gApj Hi
' o G
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Table 7. Prediction error and applicable geometny éxisting correlations of interfacial area

concentration
Correlation Average deviation Average deviation ]
Applicable geometry
for <g > for <D, >

Hibiki et al. [24] +13.4% +13.3% pipe, annulus, bundle
Hibiki and Ishii [23] +31.8% +26.4% pipe, annulus, bundle
Zeitoun and Shoukri [7] +40.2% +71.7% annulus
Zeitoun et al. [22] +48.7% +99.1% annulus
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