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ABSTRACT

Various biometeorological indices and temperature measures have been used to assess heat-related health

risks. Composite indices are expected to assess human comfort more accurately than do temperature measures

alone. The performances of several common biometeorological indices and temperature measures in evaluating

the heat-related mortality in Brisbane, Australia—a city with a subtropical climate—were compared. Daily

counts of deaths from organic causes [International Statistical Classification of Diseases and Related Health

Problems, 9th Revision, (ICD9) codes 001–799 and ICD, 10th Revision, (ICD10) codes A00–R99] during the

period from 1 January 1996 to 30 November 2004 were used. Several composite biometeorological indices were

considered, such as apparent temperature, relative strain index, Thom discomfort index, the humidex, and wet-

bulb globe temperature. Hot days were defined as those days falling into the 95th percentile of each thermal

stress indicator. Case-crossover analysis was applied to estimate the relationship between exposure to heat and

mortality. The performances of various biometeorological indices and temperature measures were compared

using the jackknife resampling method. The results show that more deaths were likely to occur on hot days than

on other (i.e., control) days regardless of the temperature measure or biometeorological index that is consid-

ered. The magnitude of the odds ratios varied with temperature indicators, between 1.08 [95% confidence

interval (CI): 1.02–1.14] and 1.41 (95% CI: 1.22–1.64) after adjusting for air pollutants (particulate matter with

aerodynamic diameter less than 10 mm and ozone). Average temperature performed similarly to the composite

indices, but minimum and maximum temperatures performed relatively poorer. Thus, average temperature

may be suitable for the development of weather–health warning systems if the findings presented herein are

confirmed in different locations.

1. Introduction

Heat stress is a significant health concern and has been

previously associated with substantial excess mortality

(e.g., Fouillet et al. 2006; Smargiassi et al. 2009), as has
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been documented during heat waves in Europe, the

United States, and Australia (e.g., Semenza et al. 1996;

Fouillet et al. 2006; Tong et al. 2010). Previous studies

have used a variety of heat stress measures (e.g., maximum

and minimum temperatures, apparent temperature, and

biometeorological and human comfort indices) to assess

the vulnerability of populations to heat stress (e.g.,

Höppe 1999; Spagnolo and de Dear 2003; Nicholls et al.

2008; Barnett et al. 2010).

An essential requirement for normal body function is

that the human body constantly regulates its internal

temperature with the surrounding environment through

several mechanisms of heat exchange. When the body

reaches thermal equilibrium with the surrounding en-

vironment, thermal comfort occurs (Kerslake 1972).

According to the American Society of Heating, Re-

frigerating, and Air-Conditioning Engineers (ASHRAE

2004), thermal comfort is ‘‘that condition of mind which

expresses satisfaction with the thermal environment.’’

The perception of thermal comfort (or thermal stress) is

complex and results from synergistic effects of envi-

ronmental, physiological, and behavioral variables such

as temperature, humidity, air movement, solar radia-

tion, metabolic rate, age, physical activity, and clothing

(Budd 2008). Accounting for all of these elements is

hardly manageable because of the complexity of the

measures, the limited availability of the input variables,

and, in some cases, the invasiveness of such techniques.

Therefore, for the purpose of modeling the impact of

heat stress in epidemiological studies, simplified mea-

sures of thermal stress are generally used.

Although a large number of measures to estimate

thermal stress have been developed, a single tempera-

ture measure (such as average or maximum tempera-

ture) continues to be the most common proxy for

thermal discomfort in epidemiological research. Pre-

vious studies have also used indices (such as apparent

temperature) that combine temperature and humidity

because this has been suggested to approximate better

how the temperature actually affects the body (O’Neill

et al. 2003; Watts and Kalkstein 2004; Budd 2008). More

complex indices based on wind component, solar radi-

ation, and atmospheric pressure have also been em-

ployed (Kalkstein et al. 1996; Höppe 1999; Sheridan and

Kalkstein 2004).

Rarely is more than one measure of thermal stress

used in a study; thus, the predictive ability of various

measures and their suitability to a specific geographic

location are not yet well understood (e.g., Conti et al.

2007; Zanobetti and Schwartz 2008; Anderson and Bell

2009). Metzger et al. (2010) recently compared several

heat-stress measures in New York for the period be-

tween 1997 and 2006 and found similar results regardless

of the measure used. Barnett et al. (2010) compared

several temperature measures in many U.S. cities for

the period between 1987 and 2000. Although they found

large differences in the best temperature measures across

different regions, age groups, and seasons, overall none of

the measures was deemed superior. They also observed

that these temperature measures had similar predictive

ability as a result of their strong correlation. They pro-

posed that the best temperature measure for new studies

can be chosen based on practical concerns, such as mini-

mizing the amount of missing data. In a similar way,

Hajat et al. (2010) used four different approaches to

define heat-dangerous days in four cities with various

climates. Little agreement on the selection of heat-

oppressive days was found among these approaches,

and the selected days were not systematically associ-

ated with a higher number of deaths. Another study

found differences in the impacts of several tempera-

ture measures on health (Nicholls et al. 2008). More

research is needed to clarify this issue.

During extremely hot days, higher concentrations

of air pollutants, such as ozone (O3) and particulate matter

with diameter of less than 10 mm (PM10), have been pre-

viously documented (e.g., Roberts 2004; Papanastasiou

et al. 2010). Meteorological conditions on such days can

foster the formation of photoreactive pollutants, such

as ozone (Hart et al. 2006). In addition, PM10 can occur

in higher concentrations because of increased pro-

duction of secondary aerosols during days with high

ambient temperatures (Morawska et al. 2002). Air

pollution is known to have adverse effects on human

health and can confound/modify the heat–mortality

relationship (Ren et al. 2008; Stafoggia et al. 2008).

Therefore regional assessments of the role of air pollut-

ants during hot weather conditions are important. Pre-

vious studies that compared the performances of several

biometeorological indices rarely adjusted for the pres-

ence of air pollutants (e.g., Barnett et al. 2010; Metzger

et al. 2010).

To date, systematic assessments of the efficiency of

several indices and temperature measures, as well as

comparisons of their ability to predict heat-related deaths

on a specific population, have rarely been conducted.

The aim of our study is to compare the performances of

several relatively simple and frequently used biometeo-

rological indices and three measures of temperature in

evaluating heat-related health impact after adjusting for

air pollution.

In the next section we present the datasets and indices

that we used in this study. We also describe the statistical

methods used, and then the results. Next, we discuss our

results in the context of international and local rele-

vance, and suggest future research directions.
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2. Materials and methods

a. Data sources

The Office of Economic and Statistical Research of

the Queensland Treasury provided daily mortality

counts for the Brisbane, Australia, local governmental

area (LGA) for the period between 1 January 1996 and

30 November 2004. The cause of death was classified

according to the International Statistical Classification

of Diseases and Related Health Problems 9th and 10th

Revisions (ICD9 and ICD10) codes. Only organic cau-

ses of death (excluding deaths due to injury, ICD9 codes

001–799 and ICD10 codes A00–R99) were considered in

this study.

The Australian Bureau of Meteorology (BOM) pro-

vided the meteorological variables for the study period.

These included daily measurements of air temperature

(8C), water vapor pressure (hPa), wind speed at an ele-

vation of 10 m (m s21), and relative humidity (%). The

Archerfield Airport meteorological station (World Me-

teorological Organization index number 94575; BOM

station number 40211) is located southwest of the Bris-

bane central business district (CBD; 27.58S, 153.08E).

This is a high-quality station and contains a more com-

plete record than do other stations within the region. It

is also assumed to provide a better approximation to the

temperature exposure of the population than the other

high-quality station available, the Brisbane Airport

station, located on the coast and therefore farther from

the most populated areas and subject to frequent sea

breezes. The temperature records at the Brisbane Air-

port station would likely underestimate the summer

conditions in some locations around Brisbane.

Daily data on 24-h concentrations of O3 and PM10

were obtained from the Queensland Department of

Environment and Resource Management (DERM).

The air pollution data were measured at the Brisbane

CBD station, which is located on the Queensland Uni-

versity of Technology campus in a commercial business

area (DERM 2010). Because of its elevated position,

this monitoring site is less biased toward any source of

particulate matter emissions than are other stations

nearby that are not elevated and are often located close

to major roads (because their goal is to measure the

local emissions). The Brisbane CBD station conse-

quently provides a better measure of the PM10 levels to

which the majority of the population of the Brisbane

LGA is exposed. The O3 distribution across Brisbane is

fairly homogeneous, and therefore any station could be

used for measuring the exposure to O3 (Morawska

et al. 2002). Both meteorological and air-pollutant

stations were chosen as being representative for the

Brisbane LGA.

b. Biometeorological indices

We used daily measurements of maximum, minimum,

and average temperature and several biometeorological

indices. All three types of temperature measurement

have been previously used in heat-related research, and

there is currently no evidence of any one measure being

superior to the others (Barnett et al. 2010), although

average and maximum temperatures are more frequently

used than is minimum temperature. The three tempera-

ture measurements are usually highly correlated, but also

measure slightly different daily exposure experiences. We

therefore evaluated the performances of all three tem-

perature measures.

Several biometeorological indices were constructed

from commonly available meteorological variables.

These indices included the wet-bulb globe temperature

(WBGT), apparent temperature (including and exclud-

ing the wind component: ATW and AT, respectively),

Thom discomfort index (DI), relative strain index (RSI),

and ‘‘humidex.’’ Most of the indices are a combination

of temperature and some measurement of humidity; one

index (ATW) also includes the wind component. All

indices aim at reflecting the subjective ‘‘perceived tem-

perature.’’ A more detailed description of these indices

is available in Table 1.

1) WBGT

WBGT is a composite temperature index developed

more than 50 years ago to monitor and prevent heat

illness in training camps of the U.S. Army and Marine

Corps (Yaglou and Minard 1957). This index has since

been adopted by many governments and workplaces to

estimate the heat stress/comfort of workers. It is often

used in occupational health and safety guidelines for

work in hot environments and for use in sports that are

characterized by continuous exertion (e.g., marathons)

(Budd 2008). It generally incorporates measurements of

air temperature, wet-bulb temperature, and black-globe

temperature. It has a good correlation with sweat rate,

but the estimation gets poorer under low-humidity con-

ditions.

2) AT

The concept of ‘‘apparent temperature’’ was devel-

oped in the 1970s by Steadman (1979a) as an index of

‘‘sultriness’’ and included numerous environmental and

physiological variables, such as temperature, clothing

cover, physical activity level, solar and terrestrial radi-

ation, internal or core temperature, and other variables

(Steadman 1979b, 1984). The index was originally de-

veloped for indoor conditions but was modified in the

1980s to include sun and wind to extend it to outdoor
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conditions. The definition of the outdoor AT is based on

a mathematical model of an adult walking outdoors in

the shade and includes parameterizations for factors

such as heat generation and loss, fabric resistance, vapor

pressure, wind speed, solar radiation, terrestrial radia-

tion, proportion of body clothed, and other factors

(Steadman 1984; Davis et al. 2006). In this study, we

used two versions of the AT equation: one including and

one excluding the wind speed component (ATW and

AT, respectively) (Kalkstein and Valimont 1986; BOM

2010).

3) DI

The Thom discomfort index (Thom 1959) was de-

veloped at the U.S. Weather Bureau (currently the Na-

tional Weather Service) and has been widely used during

the past 40 years to assess heat discomfort (Epstein and

Moran 2006).

4) HUMIDEX

Humidex (Environment Canada 2010) is a Canadian

index that also aims at estimating the perceived tem-

perature based on temperature and humidity. It is equiv-

alent to the heat index that is commonly employed in

the United States but uses dewpoint temperature rather

than relative humidity. Because the heat index is limited

to a predefined range of values of humidity and tem-

perature (i.e., 26.78C and 40% relative humidity), we

decided to use humidex. The Canadian Centre for Oc-

cupational Health and Safety provides daily values of

humidex intended for the general public. Under certain

workplace conditions, humidex can be used to assess

thermal comfort of occupational workers, and two sets

of index threshold values can be differentiated by the

level of acclimatization of workers (i.e., higher threshold

values for heat-acclimatized workers) (CCOHS 2010).

5) RSI

RSI calculates the ratio of sweat evaporation needed

for comfort to the amount of evaporation possible given

ambient atmospheric conditions. At low temperatures

the humidity is relatively independent of the tempera-

ture, whereas at high strain levels both temperature and

humidity are significantly correlated (Driscoll 1985).

Using a set of predefined parameters such as a person

dressed in a light business suit walking at a speed of

1 m s21 with wind speed of 0.5 m s21, the equation of the

RSI requires only air temperature and partial water va-

por pressure as inputs (de Garı́n and Bejarán 2003). The

RSI threshold for thermal strain may be set so that the

RSI values can be calculated for any combination of air

temperature, humidity, air movement, activity, radiation

load, clothing insulation, and age (Lee 1980). For exam-

ple, the thresholds are 0.50 and 0.30 for young and elderly

people, respectively. We computed RSI with the method

of de Garı́n and Bejarán (2003).

c. Statistical analysis

We calculated daily values and obtained the proba-

bility distribution of each index and temperature in-

dicator. We identified hot days as those that fell into

the highest 5%, 4%, 3%, 2%, 1%, and 0.5% of each

TABLE 1. Summary of the physiological indices used in the study.

Index

name

Index

abbreviation Equation

Variables

used Source

Wet-bulb globe

temperature

WBGT WBGT 5 0.567T 1 0.393e 1 3.94 T 5 dry-bulb temperature (8C)

and e 5 water vapor

pressure (hPa)

BOM (2010)

Apparent

temperature

excluding

wind

AT AT 5 22.653 1 0.994Ta 1 0.368(dew)2 Ta 5 air temperature (8C) and dew 5

dewpoint temperature (8C)

Kalkstein and

Valimont (1986)

Apparent

temperature

including

wind

ATW ATW 5 T 1 0.33e 2 0.70(ws) 2 4.00 T 5 dry-bulb temp (8C), e 5 water

vapor pressure (hPa), and

ws 5 wind speed

(m s21) at an elev of 10 m

BOM (2010)

Relative strain

index

RSI RSI 5 [10.7 1 0.74(Ta 2 35)]/(44 2 ex) Ta 5 air temperature (8C)

and ex 5 partial water pressure

of the atmosphere

(mm of mercury)

de Garı́n and

Bejarán (2003)

Thom discomfort

index

DI DI 5 Ta 2 0.55[1 2 0.01(RH)](Ta 2 14.5) Ta 5 air temperature (8C) and RH 5

relative humidity (%)

Thom (1959)

Humidex Humidex 5 Ta 1 0.5555(e 2 10) Ta 5 air temperature (8C) and e 5

water vapor pressure (hPa)

Environment

Canada (2010)
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index or indicator. We then applied the time-stratified

case-crossover method (e.g., Bell et al. 2008). A case-

crossover study design compares ‘‘case’’ days with nearby

‘‘control’’ days to identify the difference in exposure

(here the difference in the level of temperature), which

may explain the differences in the number of cases (i.e.,

here a number of daily deaths). By matching a case day

with nearby control days, we are comparing only recent

changes in the exposure; therefore, long-term and sea-

sonal trends can be eliminated. The time-stratified

method divides the whole study period into equally sized

nonoverlapping sections (i.e., strata); each case day

within a stratum is compared only with the control days

within that same stratum. The length of the strata is

chosen so that it is short enough to remove the seasonal

trend but not too short that the case and control days

become correlated.

In our study we used a stratum length of 28 days.

Within each stratum we only considered the control days

that matched a case day by day of week (e.g., if a case day

fell on a Monday, it was matched with the 2–3 Monday

control days within the 28-day stratum). We then used the

conditional logistic regression to calculate the odds ratio

(OR) for cases in comparison with controls. The de-

pendent variable was the daily count of mortality; the

independent variables included the indices and temper-

ature measures (each fitted separately) and two air pol-

lutants (O3 and PM10). Daily measurements of both air

pollutants were added as linear independent variables,

first separately and then jointly, in the model. Mortality 1

and 2 days after the exposure (lag 1 and lag 2) and mor-

tality on two consecutive hot days were also analyzed.

To compare the ability of all indices to detect excess-

mortality days, we used a common data-resampling

method, the jackknife procedure (Quenouille 1949).

The jackknife method attains statistical parameters such

as the estimate and its standard error by resampling the

existing dataset repeatedly, excluding a single data value

during each iteration. It calculates the effect of each

data value on the estimate. The advantage of using this

technique is that, even if the original estimate of vari-

ance is slightly biased, the jackknife method will often

eliminate the bias and produce consistent estimates

of standard errors (Wonnacott and Wonnacott 1984).

In our study, each stratum (28 days) was repeatedly re-

moved from the case-crossover analysis and new esti-

mates were recalculated. The objective of using this

method was to determine the reliability of the ORs and

the confidence intervals, and to decrease the potential

biases. The newly recalculated estimates were then com-

pared. If the range of the estimates for a predictor did not

overlap with others, this predictor was assumed to be

significantly different.

3. Results

There were 3258 days in the study period. Ten percent

of those days (n 5 331) were selected as hot days by at

least one discomfort measure (Fig. 1). Almost all of the

selected hot days (n 5 320) occurred within the six

warmer months in the Southern Hemisphere (i.e.,

October–March). Only maximum and minimum tem-

peratures (Tmax and Tmin, respectively) selected the

remaining 11 days in the generally cooler months of

September and April.

We observed some differences in the way the various

indices selected a hot day, suggesting that each index

modeled slightly dissimilar comfort criteria (Fig. 1). All

FIG. 1. Time series of the number of indices that selected each day as hot (above the 95th percentile threshold).
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indices selected case days that had on average a higher

daily mean temperature (Tmean) than the control days

(Table 2). Tmean, RSI, and AT selected days with the

highest average temperatures, whereas Tmax and ATW

selected days with the lowest average temperatures.

Fewer clear patterns occurred in terms of the humidity

levels: some indices selected case days that had higher

humidity than the control days (Tmin, ATW, WBGT,

DI, and humidex) and some did not (Tmean, Tmax, AT,

and RSI). The level of both air pollutants was generally

higher on the case days in comparison with the control

days (Table 2).

Several indices and temperature measures were highly

correlated (Table 3). The highest correlation was be-

tween Tmean, AT, and DI and also between WBGT and

humidex. Least correlated were all indices/temperatures

and relative humidity.

The ORs associated with different indices (Table 4)

reveal that people were significantly more likely to die

on hot (case) days than on neighboring (control) days,

with mortality ORs ranging from 1.08 to 1.48 [with as-

sociated 95% confidence intervals (CIs) from 1.02 to

1.14 and from 1.30 to 1.68, respectively]. In general, we

found that the higher the discomfort level on the case

days (95th–99.5th percentiles) was, the higher was the

probability of death. Adjusting for air pollutants low-

ered the ORs slightly for all indices, with the lowest ORs

when both O3 and PM10 were included in the model

(Table 4). These ORs still remained significant for most

of the indices/temperature indicators across the 95th–

99.5th-percentile range, however. Only ORs for ATW at

the 99th and 99.5th percentiles and for Tmin at the

99.5th percentile were not significant when both air

pollutants were included in the model.

The OR estimates and the 95th-percentile CIs, ac-

quired from the case-crossover analysis for case days

that fall into the highest 5%, 4%, 3%, 2%, 1%, and 0.5%

of each index, did not reveal any significant differences

among most of the indices (Table 4). After recalculating

the OR estimates using the jacknife resampling, the case

days that fall into the highest 5% of each index revealed

some significant differences between indices and tem-

perature measures (Fig. 2). The estimates of Tmax and

Tmin were significantly lower than those of AT and some

other indices (ATW, DI, humidex, and WBGT), with the

difference ranging between 0.040 and 0.065 of an OR.

Additional analyses were performed to test whether

the mortality on lag-1 or lag-2 days significantly in-

creased. The ORs on a lag-1 day were still statistically

significant but were lower than the ORs on the same day

(results not shown) for all temperatures/indices except

for Tmin, which showed a slight increase of OR (i.e.,

0.01). ORs on lag-2 days were not statistically significant

for all measures. When two consecutive days of each

indicator were tested, the ORs were lower than when

individual days (consisting of individually occurring hot

days and consecutive days considered individually) were

used; when higher percentiles of two consecutive days

TABLE 2. Average of temperature, humidity, and air pollutants on days that were above the 95th percentile for each indicator.

Avg temperature (8C) RH (%) O3 (ppb) PM10 (mg m23)

Case Control Case Control Case Control Case Control

Avg temperature 27.5 19.4 70.9 71.9 14.5 11.1 20.8 16.4

Max temperature 26.8 19.5 68.3 72.0 15.8 11.1 22.7 16.3

Min temperature 26.9 19.5 74.9 71.7 11.9 11.3 17.7 16.5

Apparent temperature excluding wind 27.5 19.5 71.7 71.8 14.5 11.1 20.1 16.4

Apparent temperature including wind 26.5 19.6 75.6 71.7 14.0 11.2 17.2 16.6

Wet-bulb globe temperature 27.3 19.5 76.1 71.6 13.1 11.2 17.7 16.5

Humidex 27.3 19.5 75.6 71.6 13.4 11.2 17.8 16.5

Thom discomfort index 27.4 19.5 74.4 71.7 13.8 11.2 18.6 16.5

Relative strain index 27.6 19.5 70.6 71.9 14.5 11.1 21.5 16.3

TABLE 3. Pearson correlation coefficients of daily measurements of all indices, temperatures, and RH in Brisbane between 1 January 1996

and 30 November 2004.

Tmean Tmax Tmin RH AT ATW WBGT Humidex RSI DI

Tmean 1.00 0.90 0.92 0.07 1.00 0.74 0.97 0.98 0.95 1.00

Tmax — 1.00 0.70 20.09 0.89 0.73 0.83 0.84 0.88 0.88

Tmin — — 1.00 0.24 0.93 0.65 0.94 0.94 0.87 0.93

RH — — — 1.00 0.09 0.35 0.29 0.27 0.03 0.14

AT — — — — 1.00 0.75 0.98 0.98 0.95 1.00
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were considered, the ORs became frequently insignif-

icant (results not shown).

4. Discussion

Our assessment of various composite indices and tem-

perature measures in the subtropical city of Brisbane

showed that all indices and temperature measures can

predict heat-related deaths to some extent. We found

some differences in performance among these measures.

As an indicator of heat stress, average temperature

performed similarly to the more complex indices and

could be used interchangeably with them. The perfor-

mance of maximum and minimum temperatures was

poorer than the performance of some indices.

Simple temperature measures have been previously

used and advocated as a sufficient measure of heat stress

(e.g., Curriero et al. 2002; Nicholls et al. 2008; Vaneckova

et al. 2008). Nicholls et al. (2008) investigated the per-

formance of several temperature measures to model heat

stress between 1979 and 2001 in Melbourne, Australia.

They found thresholds of average and minimum tempera-

tures above which mortality increased, and they advocated

the use of a simple temperature measure as being sufficient

for setting up a warning system. Our study showed that the

use of average temperature was comparable in its perfor-

mance to more complex biometeorological indices, thus

supporting their hypothesis.

Maximum temperature has been used as a variable

that models heat-related mortality well (Fouillet et al.

2006; Conti et al. 2007). In our study, maximum and

minimum temperatures produced poorer results than

did average temperature. This could be due to a sudden

change in maximum temperature within a 24-h period,

when the temperature peaks during the day but is fol-

lowed by a sudden drop due to changes in meteorolog-

ical conditions. As a result, the population is not

exposed to high temperatures for periods of time long

enough to cause discomfort. Minimum temperature has

been documented to be high during heat-wave periods

(Semenza et al. 1996; Le Tertre et al. 2006) but has been

rarely modeled as a variable alone; it is usually com-

bined with other variables (e.g., Rey et al. 2007; Nicholls

et al. 2008). When modeling the days that fell into the

99th percentile in our study, both average and minimum

temperatures were comparable to the performance of

the composite indices. Given that this occurred only at

the 99th percentile, we argue that average temperature

is a more stable indicator of heat stress on the Brisbane

population than is minimum temperature. Combina-

tions of both minimum and maximum temperatures are

more likely to be used in heat-related research, to cap-

ture the effect of warm nights that impede the body’s

recovery after a hot day. Average temperature may be

a better indicator because it is more likely to represent

the temperature level across the whole 24 h.

The role of humidity on thermal comfort is complex.

It is intuitive to assume that simple temperature mea-

sures without consideration of the level of humidity may

not be sufficient in assessing thermal stress. Apparent

temperature combines temperature and humidity and

is one of the most used thermal indices in biomete-

orological studies to predict the impact of heat stress

on the local population (e.g., Zanobetti and Schwartz

2008; Baccini et al. 2009). On days when high levels of

humidity occur, the human thermoregulatory system

may be under additional stress because evaporation, the

major mechanism of heat loss, is limited (Kerslake

1972). For the purpose of modeling heat stress, humid-

ity is often combined with a temperature measure. Al-

though all composite indices in our study incorporated

some measure of humidity, the role of humidity on the

mortality during hot days in Brisbane was not clear and

did not seem to make a difference in the final results.

Although most indices in our study displayed a linear

relationship with average temperature, no obvious re-

lationship was found with relative humidity (data not

shown). Thus, the value of each index did not clearly

increase with increasing levels of humidity. Some indices

selected case days that were more humid than the con-

trol day, but overall these indices did not perform dif-

ferently from those that selected case days with lower

humidity than the control days. Brisbane is located in

a subtropical climate with summer days that are char-

acterized by high levels of humidity. Sea breeze, which

increases humidity, is present on most days. Occasion-

ally hot winds blow from the west and northwest inland

regions and result in hot and drier conditions; those days

are rare, however. The local population may be well

adjusted physiologically to the higher levels of humidity,

but it may still be affected by relatively higher temper-

atures.

Populations in warmer climates are assumed to be

well adjusted to the local high temperature as a result of

their physiological, behavioral, and technological ad-

aptation. Higher prevalence of air conditioners in re-

gions where high daily temperatures are common during

most of the year has been put forward as a protective

measure (Davis et al. 2003). Warmer climates also typ-

ically show relatively small daily temperature variations

in comparison with temperate climates, and heat effects

tend to be smaller than those in the temperate locations

(Anderson and Bell 2009). Our results and other recent

findings have shown, however, that even in warmer cli-

mates the population demonstrates an elevated risk of

mortality during unusually hot days and that a relative
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TABLE 4. Odds ratios of daily deaths during hot days in Brisbane, 1996–2004. Here N is number of days.

Nonadjusted Adjusted for O3 Adjusted for O3 and PM10

N OR 95% CI OR 95% CI OR 95% CI

Avg temperature (by percentiles)

95th 164 1.14 1.09, 1.20 ,0.0001 1.15 1.10, 1.22 ,0.0001 1.12 1.06, 1.18 ,0.0001

96th 130 1.13 1.07, 1.19 ,0.0001 1.14 1.08, 1.21 ,0.0001 1.10 1.03, 1.17 ,0.0001

97th 97 1.20 1.12, 1.27 ,0.0001 1.20 1.13, 1.28 ,0.0001 1.16 1.08, 1.24 ,0.0001

98th 64 1.23 1.14, 1.32 ,0.0001 1.22 1.13, 1.31 ,0.0001 1.17 1.08, 1.27 ,0.0001

99th 34 1.30 1.19, 1.43 ,0.0001 1.29 1.18, 1.42 ,0.0001 1.28 1.15, 1.42 ,0.0001

99.5th 16 1.47 1.29, 1.67 ,0.0001 1.46 1.28, 1.66 ,0.0001 1.40 1.21, 1.62 ,0.0001

Max temperature (by percentiles)

95th 164 1.10 1.05, 1.16 ,0.0001 1.11 1.06, 1.17 ,0.0001 1.09 1.04, 1.15 0.0009

96th 132 1.13 1.07, 1.19 ,0.0001 1.14 1.08, 1.20 ,0.0001 1.11 1.05, 1.17 0.0004

97th 100 1.15 1.08, 1.22 ,0.0001 1.15 1.08, 1.22 ,0.0001 1.13 1.06, 1.20 0.0003

98th 67 1.18 1.10, 1.27 ,0.0001 1.18 1.10, 1.27 ,0.0001 1.15 1.06, 1.24 0.0007

99th 33 1.18 1.07, 1.30 0.0002 1.17 1.06, 1.29 0.0020 1.12 1.00, 1.24 0.0442

99.5th 15 1.30 1.13, 1.50 ,0.0001 1.29 1.13, 1.49 0.0003 1.21 1.04, 1.41 0.0162

Min temperature (by percentiles)

95th 164 1.11 1.05, 1.16 0.0001 1.11 1.06, 1.17 ,0.0001 1.08 1.02, 1.14 0.0051

96th 127 1.15 1.08, 1.21 ,0.0001 1.15 1.08, 1.21 ,0.0001 1.11 1.05, 1.18 0.0006

97th 95 1.14 1.07, 1.22 ,0.0001 1.15 1.08, 1.22 ,0.0001 1.11 1.03, 1.19 0.0035

98th 69 1.20 1.12, 1.29 ,0.0001 1.21 1.12, 1.30 ,0.0001 1.18 1.09, 1.28 ,0.0001

99th 31 1.30 1.18, 1.43 ,0.0001 1.29 1.17, 1.42 ,0.0001 1.27 1.13, 1.42 ,0.0001

99.5th 18 1.23 1.08, 1.40 0.0016 1.22 1.07, 1.39 0.0023 1.17 1.00, 1.36 0.0470

Apparent temperature (excluding wind; by percentiles)

95th 162 1.15 1.10, 1.21 ,0.0001 1.16 1.10, 1.23 ,0.0001 1.13 1.06, 1.19 ,0.0001

96th 129 1.17 1.10, 1.23 ,0.0001 1.18 1.11, 1.24 ,0.0001 1.14 1.07, 1.21 ,0.0001

97th 97 1.19 1.12, 1.26 ,0.0001 1.19 1.12, 1.27 ,0.0001 1.15 1.08, 1.24 ,0.0001

98th 64 1.25 1.17, 1.35 ,0.0001 1.25 1.16, 1.34 ,0.0001 1.20 1.11, 1.30 ,0.0001

99th 32 1.31 1.19, 1.44 ,0.0001 1.30 1.18, 1.43 ,0.0001 1.29 1.16, 1.44 ,0.0001

99.5th 16 1.48 1.30, 1.68 ,0.0001 1.46 1.28, 1.67 ,0.0001 1.41 1.22, 1.64 ,0.0001

Apparent temperature (including wind; by percentiles)

95th 136 1.16 1.10, 1.22 ,0.0001 1.17 1.10, 1.23 ,0.0001 1.14 1.08, 1.21 ,0.0001

96th 107 1.18 1.11, 1.25 ,0.0001 1.19 1.12, 1.26 ,0.0001 1.14 1.07, 1.22 ,0.0001

97th 80 1.17 1.10, 1.25 ,0.0001 1.18 1.10, 1.26 ,0.0001 1.14 1.06, 1.22 0.0005

98th 59 1.18 1.10, 1.27 ,0.0001 1.19 1.10, 1.28 ,0.0001 1.14 1.05, 1.24 0.0021

99th 32 1.14 1.03, 1.26 0.0108 1.15 1.03, 1.27 0.0096 1.11 0.99, 1.23 0.0795

99.5th 19 1.23 1.08, 1.40 0.0016 1.22 1.07, 1.39 0.0026 1.16 1.00, 1.34 0.0521

Wet-bulb globe temperature (by percentiles)

95th 162 1.16 1.11, 1.23 ,0.0001 1.17 1.11, 1.24 ,0.0001 1.14 1.08, 1.21 ,0.0001

96th 129 1.18 1.11, 1.25 ,0.0001 1.19 1.12, 1.26 ,0.0001 1.15 1.08, 1.22 ,0.0001

97th 97 1.20 1.17, 1.28 ,0.0001 1.21 1.13, 1.29 ,0.0001 1.16 1.09, 1.25 ,0.0001

98th 64 1.26 1.17, 1.35 ,0.0001 1.26 1.17, 1.36 ,0.0001 1.22 1.13, 1.32 ,0.0001

99th 32 1.28 1.16, 1.41 ,0.0001 1.29 1.17, 1.43 ,0.0001 1.28 1.14, 1.43 ,0.0001

99.5th 16 1.28 1.12, 1.46 0.0003 1.27 1.11, 1.45 0.0005 1.21 1.04, 1.40 0.0162

Relative strain index (by percentiles)

95th 162 1.14 1.09, 1.20 ,0.0001 1.15 1.09, 1.21 ,0.0001 1.11 1.05, 1.18 0.0001

96th 129 1.14 1.08, 1.20 ,0.0001 1.14 1.08, 1.21 ,0.0001 1.10 1.03, 1.17 0.0024

97th 97 1.20 1.12, 1.27 ,0.0001 1.20 1.13, 1.28 ,0.0001 1.17 1.09, 1.25 ,0.0001

98th 64 1.23 1.14, 1.32 ,0.0001 1.22 1.14, 1.32 ,0.0001 1.17 1.08, 1.26 0.0001

99th 32 1.30 1.19, 1.43 ,0.0001 1.29 1.18, 1.42 ,0.0001 1.28 1.15, 1.42 ,0.0001

99.5th 16 1.48 1.30, 1.68 ,0.0001 1.46 1.28, 1.67 ,0.0001 1.41 1.22, 1.64 ,0.0001

Humidex (by percentiles)

95th 162 1.16 1.10, 1.22 ,0.0001 1.17 1.11, 1.24 ,0.0001 1.14 1.08, 1.21 ,0.0001

96th 129 1.18 1.11, 1.25 ,0.0001 1.19 1.12, 1.26 ,0.0001 1.15 1.08, 1.22 ,0.0001

97th 97 1.20 1.13, 1.28 ,0.0001 1.21 1.13, 1.29 ,0.0001 1.17 1.09, 1.25 ,0.0001

98th 64 1.24 1.15, 1.33 ,0.0001 1.25 1.16, 1.35 ,0.0001 1.21 1.12, 1.31 ,0.0001

99th 32 1.28 1.16, 1.41 ,0.0001 1.29 1.17, 1.43 ,0.0001 1.28 1.14, 1.43 ,0.0001

99.5th 16 1.34 1.19, 1.54 ,0.0001 1.34 1.18, 1.53 ,0.0001 1.30 1.12, 1.50 0.0006
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measure seems to be a better predictor of the heat-

related vulnerability than an absolute measure (Gouveia

et al. 2003; Anderson and Bell 2009; Chau et al. 2009;

Tong et al. 2010; Yu et al. 2010).

Even though several measures of thermal stress were

used in previous studies (Basu et al. 2008; Zanobetti and

Schwartz 2008; Papanastasiou et al. 2010), a systematic

assessment of the performances of these indices at a

single location has rarely been conducted. Davis et al.

(2006) compared the performances of various biomete-

orological indices and the spatial synoptic classification

index, an airmass-based categorical classification of me-

teorological conditions. They found a very small difference

in performance among the indices. A more recent study

of several U.S. cities also found that various indices and

temperature measures have similar ability to predict the

weather–mortality relationship (Barnett et al. 2010). Our

findings support these results.

In our study, all indices selected days on which mor-

tality was significantly higher; the values of the indices

on these high-mortality days suggested conditions that

should have only resulted in moderate discomfort in the

population of Brisbane, however. Even during the 2004

heat wave that resulted in 75 excess deaths (Tong et al.

2010), the ranges of all indices in our study indicated that

people experienced only slight discomfort during those

days. For example, the RSI thresholds for risk category

for young and older population groups are 0.5 and 0.3,

respectively. In Brisbane, the hot days that fell into the

highest 5 percentile had an RSI value of 0.24, and yet the

population had 14% higher probability of dying on these

days. In the case of DI, the highest 5 percentile of the

index selected days with a value of 25.6, which increased

to 27.3 at the 99th percentile but never reached the

critical value of 28 associated with the onset of physical

and cognitive deterioration. Values of humidex between

the 95th and 99.5th percentiles also fell within the

‘‘moderate discomfort’’ category, and the values of ap-

parent temperature (without wind) did not even reach

the light discomfort level. The general thresholds mark-

ing the onset of discomfort for a specific index may need

to be adjusted according to the vulnerability of the local

population.

Previous studies have considered the impact of lags

and several consecutive days of extreme temperatures

on health (e.g., Anderson and Bell 2009). In our study,

ORs for lag 1, lag 2, and two consecutive hot days were

lower than those on the individual days of exposure. The

effect of extreme hot weather on the population of

Brisbane was rather immediate, with the largest number

of excess deaths on the same day of exposure to hot

weather (i.e., lag 0). Mortality displacement could be

a possible explanation for acute increases in the number

of deaths; those who are in fragile condition and would

die regardless of weather in a short period of time could

make up a larger proportion of the heat-related deaths.

Further study considering the years of life lost rather

than numbers of deaths during hot days would help to

build a better picture of the impacts of hot weather on

public health and to assess whether they could be avoided

with proper intervention.

Unlike some of the previous studies comparing the

performance of several measures of heat stress, our study

also incorporated the potential effect of air pollutants

TABLE 4. (Continued)

Nonadjusted Adjusted for O3 Adjusted for O3 and PM10

N OR 95% CI OR 95% CI OR 95% CI

Thom discomfort index (by percentiles)

95th 162 1.16 1.10, 1.22 ,0.0001 1.15 1.10, 1.21 ,0.0001 1.14 1.08, 1.21 ,0.0001

96th 130 1.18 1.12, 1.25 ,0.0001 1.20 1.13, 1.27 ,0.0001 1.16 1.09, 1.23 ,0.0001

97th 97 1.19 1.11, 1.26 ,0.0001 1.19 1.12, 1.27 ,0.0001 1.15 1.07, 1.23 ,0.0001

98th 65 1.27 1.18, 1.36 ,0.0001 1.28 1.19, 1.38 ,0.0001 1.23 1.14, 1.34 ,0.0001

99th 32 1.33 1.21, 1.46 ,0.0001 1.32 1.20, 1.46 ,0.0001 1.31 1.17, 1.46 ,0.0001

99.5th 16 1.37 1.21, 1.56 ,0.0001 1.36 1.19, 1.55 ,0.0001 1.32 1.14, 1.53 0.0003

FIG. 2. The range of estimates by the jackknife method of ORs

for each index. Vertical bars denote the range values between the

25th and 75th percentiles.
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on excess mortality during hot days. Air pollution can

account for up to 38% of deaths on such days (Stedman

2004). Both O3 and PM10 had previously been associ-

ated with increased mortality in Brisbane (Morawska et al.

2002; Simpson et al. 2005; Ren et al. 2008). Our study

found that both air pollutants contributed to mortality to

some degree, confirming results from other studies (e.g.,

Stedman 2004; Stafoggia et al. 2008). A new type of in-

dex could incorporate information about air pollution.

This would provide an integrated warning message for

the public, avoiding the possibility of contradictory mes-

sages arising from the use of two independent indices (i.e.,

air pollution monitoring and heat-warning index).

In general, the concentrations of air pollutants vary

spatially within a city. Previous study in Brisbane found

that the O3 measurements did not vary spatially; there-

fore, any station within the city could be used as repre-

sentative of the O3 exposure. In the case of PM10, the

concentrations were heterogeneously distributed: more

localized and usually higher in close proximity to its

sources (Morawska et al. 2002). The main source of

PM10 in Brisbane is car traffic, with some minor contri-

butions from local industry and occasionally high levels

that are due to controlled or wild bushfires (DERM

2010). It can be argued that our results could somehow

be affected by our choice of PM10 monitoring station. By

selecting only one station, the resulting mortality ORs

could be biased by the spatially varying levels of PM10.

As mentioned before, the station selected is located

at an elevated position and therefore is less subject to

local fluctuations in levels of PM10. We therefore believe

that the inclusion of data from other available stations

that are in some cases designed to measure localized

levels of PM10 would not improve our results. Temper-

ature is also presumed to vary spatially within the LGA

boundaries, but we could not account for this in our study

because of the limited spatial data on both exposure and

outcomes.

We have identified some limitations in our study.

First, it was conducted at one location only, which limits

the generalization of the results. A subsequent study is

under way to compare various indices at climatically

different locations. Second, we did not explore the effect

of heat on the elderly and by specific cause of mortality.

The elderly are considered to be the most vulnerable

age group. Most daily deaths normally fall into the older

portion of the population, however, and therefore our

results are probably correlated with those expected for

the elderly group. Cardiovascular and respiratory dis-

eases have been commonly found to be a major cause of

death during hot days (e.g., Rey et al. 2007). Mortality

from a wide variety of other causes also increases during

hot days (e.g., Kalkstein and Davis 1989; Conti et al.

2007). In this study we considered total organic cause of

death to include all causes of death that were potentially

heat related. A next step will consist of studying different

age groups and various specific causes of death. It also

would be beneficial to investigate the performance of

the indices using nonfatal outcomes. Under extremely

hot environmental temperatures, increases in nonfatal

health impacts are to be expected. This should be ana-

lyzed to verify whether the small differences we observed

in the indices and the average temperature hold for

nonfatal outcomes as well and to decide whether this

framework could be utilized for the development of

early-warning systems to particularly vulnerable groups.

5. Conclusions

There was no significant difference in the performance

of composite indices and the simple average temperature

on the extremely hot days in Brisbane during 1996–2004.

Over the years more emphasis has been put on the aca-

demic accuracy of indices at the expense of their practi-

cality (Epstein and Moran 2006). A warning system based

on a simple temperature measure has been previously

established (e.g., Pascal et al. 2006), and those based on

more complex methods have not been proven to be su-

perior (Hajat et al. 2010). If a simple measure like average

temperature performs well at some location, this would

be important for emergency planners, because it offers

a measure without extra complexities and associated er-

ror risks. For the nonscientific population it offers an

easy-to-understand risk measure to approximate heat

stress, and it would therefore help with the development

of public-health intervention strategies. More research is

warranted to confirm if average temperature could be the

basis of an inexpensive weather–health warning system

across different places.
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